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Abstract 
 

 

Electronic resonance states are well-known manifestations of quantum effects 

in the electronic continuum.1 The physics of resonance phenomena in the continuum 

can be characterized by discrete eigenstates of the Hamiltonian satisfying purely 

outgoing boundary conditions. These eigenstates, which are called Siegert states, 

Gamow vectors, or simply resonance states, have complex energy 

eigenvalues / 2rE E i= − Γ , where rE  gives the position of the resonance and Γ  gives 

the width of the resonance.1,2  The complex energy E  is referred to as Siegert energy. 

 

Much of the difficulty encountered in previous theoretical treatments of 

resonances, based either on the use of the scattering matrix or on the approximate 

expansion of the scattering wave function in a set of square-integrable basis function, 
2 follows from two fundamental facts. First, when focusing, within conventional 

Hermitian quantum mechanics, on the continuous spectrum of the (N+1)-electron 

Hamiltonian H  (the target is assumed to have N electrons), there exists an inherent 

difficulty in identifying which discrete positive eigenvalue of an approximate, finite-

rank representation of H  corresponds most closely to the metastable state of interest. 

Second, as the Siegert wave function diverges asymptotically and does not belong to 

the Hermitian domain of the Hamiltonian, the computational difficulties in treating 

such a state are potentially more severe than those encountered in the treatment of 

bound states. The role of correlation and relaxation in the formation and decay of 

metastable states has been reported.3 Thus, the calculation of energy and lifetime of 

metastable states requires the simultaneous treatment of both correlation and 

continuum effects. Hence, the quantum-mechanical many-body problem of this type 

of metastable state is very difficult to tackle. 

 

The method of analytical continuation of the Hamiltonian in the complex 

plane eliminates many of these difficulties.2,4,5 The advantage of this general 

approach to investigating resonances is that the complex Siegert energy can be 

calculated directly within a Hilbert space of  L2 functions. The analytical continuation 

of the Hamiltonian is possible either by the complex scaling method 2,4,5 or by 

utilizing a complex absorbing potential (CAP). 6 Significant strides have been made 



 

 v

in the theoretical development and practical implementation of the complex scaling 

method and complex absorbing potential methods, which permit direct and 

simultaneous determination of both the resonance position and width from the 

eigenvalue of an analytically continued Hamiltonian. These methods have already 

been successfully applied to a variety of phenomena, mainly in atomic systems.2,6,7,8 

These methods offer great promise for the determination of accurate Siegert energies 

in a computationally viable form by a relatively straightforward modification of 

existing electronic structure codes for bound states.6,7,8  

 

The general objective of the work is to formulate a complex scaling method 

and complex absorbing potential within the framework of coupled cluster theory to 

the direct and correlated calculations of resonance energy and width. Conceptual as 

well as practical aspects of this method will be studied. Specific objective and of the 

proposed work are: 

 

1. Formulation of the Fock space multi-reference coupled cluster (FSMRCC) 9  

based on an underlying bi-variational Hartree-Fock.10  

2. Formulation of an analytical continuation method in which the complex 

absorbing potential combined with Fock space multireference coupled cluster 

method for the correlated calculations of resonance energy and width. 

3. Formulation of an effective one-electron correlated potential that describes the 

interaction of an electron with a many-electron target for the description of 

resonances.  The correlated effective one-particle potential is derived within 

the frame work of FSMRCC theory and complex absorbing potential 

4. Use the formalisms developed above for the direct and correlational 

calculations of resonance energy and width. We will demonstrate the 

feasibility of the proposed methods by applying it to the resonances of the low 

energy region of the electron-atom/molecule collisions. The influence of 

correlation, dependence of scaling parameter and the strength of complex 

absorbing potential on the position and width of the resonance will also be 

discussed. 
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Methodology 

 

The essential idea in the complex scaling method to the resonance problem is 

to make a transformation on Hamiltonian which results in a non-Hermitian operator, 

one of the square integrable eigenfunction of which corresponds to the resonant state. 

The dilation transformation of the electronic coordinates r→rη, where η is a complex 

number is used to make the resonance function square integrable. A complex SCF 

technique, also called bi-variational SCF, has been attempted to calculate many 

electron atomic or molecular resonances. The accuracy of the SCF approximations in 

the case of an electron scattering resonance depends on the extent to which the 

electron correlation is important in the description of particular states. This can be 

achieved by an effective Hamiltonian, which corrects for the inadequacies of bi-

variationaly obtained Hartree-Fock operator. Our proposed analytic continuation 

scheme for Fock space multi-reference coupled cluster theory which will make use of 

the complex one particle basis functions from a bi-variational SCF.  

 

     Though conceptually simple, difficulties may arise in treating molecular 

systems using complex scaling method. The graphical solution to optimize the 

complex scaling angle will be time consuming and computationally expensive as it 

needs the calculation of basis functions from the bi-variational SCF procedure for 

several rotation angles and the repetitive transformation from atomic to the molecular 

orbital basis. Introduction of an absorbing boundary condition in the exterior region 

of the molecular scattered target using a complex absorbing potential may be an 

alternative and numerically simpler route to solve resonance of the molecules. The 

CAP procedure is minimally invasive in the sense that neither the internal structure of 

the physical Hamiltonian is affected nor is there any need to use other basis sets than 

usual real Gaussians and thus many existing electronic structure calculations for 

bound state can adapt to the resonance. In the treatment of CAP to electronic 

resonance states, electron absorption is accompanied by replacing the molecular 

Hamiltonian H by  

 

H(η)=H-iηW,               (1) 
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where η is a real, non-negative number referred to as CAP strength parameter. W is a 

local, positive semidefnite one-particle operator. In the limit η→0, H(η) defines an 

analytical continuation of H.6 

 

The complex scaling and CAP will be introduced to the multi-determinantal 

Fock space coupled cluster method. This can describe the dynamic and non-dynamic 

electron correlation efficiently in the ionized or electron attached states. The basic 

purpose of our proposed work is to use a highly correlated Fock space multi-reference 

coupled cluster method using complex scaling method and complex absorbing 

potential method to compute ionization potential/electron affinity, and thus to provide 

a method to obtain more accurate energy and width of the resonance. The MRCC 

method is based on a pre-chosen model space and the main ionizations/electron-

attached states can be conveniently described using a model space of important (N-

1)/(N+1) electron determinants and an appropriate exponential wave operator to 

describe the dynamic electron correlation. Diagonalization of an effective 

Hamiltonian over the model space provides the multiple roots of the state. However, 

the effective Hamiltonian is a complex non-Hermitian matrix, in general. Using the 

restricted Hartree-Fock of N-electron system as vacuum, the (N-1)/(N+1) electron 

determinants constitute one-hole/one-particle Fock space. The Bloch effective 

Hamiltonian has been used quite successfully in the FSMRCC method to describe 

ionization potential, electron affinity and excitation energies.  Quite clearly, a 

complex scaled FSMRCC and the FSMRCC combined with the CAP method can be 

potentially powerful candidates to compute resonance energies and the width of the 

resonances. 

 
 
The organizations of the dissertation work will be as follows  
 
 

We begin this thesis by reviewing the quantum theory of resonance. The first 

chapter explains some of the basic formulations and theoretical developments in the 

area of resonances and provides an overview of analytical continuation method as an 

introduction to the present work. Our main purpose here is to develop the an 

analytical continuation method in the coupled cluster theoretical frame work, which 

we shall use for calculating well known resonance  phenomena in atomic and 
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molecular physics. Electron correlation and relaxation effects play a substantial role 

in the formation and decay of resonance states. The next 4 chapters give a detailed 

account of the analytical continuation scheme applied in the coupled cluster 

theoretical framework.  

 

We begin to develop the analytical continuation method for the coupled 

cluster theory in the second chapter. The analytical continuation schemes we shall use 

for this purpose are based upon the well known complex scaling method, which is 

described in the 1st chapter. For an atom having more than a few electrons the atomic 

Hamiltonian is very complex and it is only possible to find its eigenfunctions within 

the framework of some approximate scheme. A natural approximation is to assume 

each electron moves in an average potential due to the nucleus and other electrons. 

This assumption leads to independent-particle model, which essentially reduces the 

many-electron problem to the problem of solving number of single particle equations. 

In this chapter we discuss the analytical continuation scheme for the restricted Hartree 

Fock method using the well know complex scaling technique, which can be regarded 

as the starting point of our analytical continuation scheme for coupled cluster 

equations. The FSMRCC method based on the complex SCF can describe the 

dynamic and non-dynamic electron correlation efficiently in the ionized or electron-

attached metastable states. This formalism is then applied to the shape and auger 

resonance in atomic physics. The validity of this complex scaling method depends 

largely upon the dilation analyticity of the potential. 

 

In Chapter 3, we formulate a complex absorbing potential combined with 

Fock space multireference coupled cluster method for the correlated calculations of 

resonance energy and width. This can describe the dynamic and non-dynamic 

electron correlation efficiently in the ionized or electron attached states. The CAP-

FSMRCC method provides direct access to the energy difference 1
0( )N N

sE E+ − , where 

0
NE  is the ground-state energy of the neutral N-electron target at the same geometry. 

Both static and dynamic electron correlation in the N- and (N+1)-electron systems are 

treated in a consistent manner in this approach. Since the complex absorbing potential 

serves to render the wave function of the projectile square-integrable, while it must 

leave the target unaffected, the CAP must be introduced, in principle, only into the 



 

 ix

description of the (N+1)-electron state. The N-electron ground state may be described 

by the Hamiltonian without CAP. This implies that adequate modifications to the 

FSMRCC method of energy differences need to be made.  

 

In chapter 4, the technique CAP-FSMRCC is applied for the correlated 

calculation of the energy and width of a shape resonance in an electron-molecule 

collision. Accurate resonance parameters are obtained by solving a small non-

Hermitian eigenvalue problem.  

 
In chapter 5, we have formulated and applied an analytical continuation 

method for the recently formulated correlated independent particle potential 11 for 

solving the resonances in the low-energy electron-molecule collision problem. The 

complex absorbing potential defines the analytical continuation for the potential. An 

approximated form of the correlated complex independent particle potential makes it 

possible to treat the electron correlation and relaxation effects of the N+1 system and 

the CAP potential differently. The method is tested by application to molecular shape 

resonances. 
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Chapter 1 

General Introduction and Scope of the Thesis 
 

 

 

 Electronic resonance states correspond to metastable bound states coupled to 

continuum states which decay by electron emission. Resonance phenomena constitute 

some of the most interesting features of scattering experiments.1 Resonances which 

occur in electron-atom/-molecule scattering and other areas of atomic and molecular 

physics, are associated with quasi-bound state with a lifetime long enough to be well 

characterized.2 The accurate calculation of the energies and lifetimes of resonance 

state is very important for describing several physical processes, such as Auger 

decay, 3 intermolecular Coulombic decay [ICD] 4 and metastable anions. 5 

Considerable progresses has been made in the development of practical methods to 

calculate the energy and lifetime of resonance in the framework of analytical 

continuation of Hamiltonian techniques.2 

 

One of the main objectives of this thesis is to formulate the analytic 

continuation method in the coupled cluster theoretical framework. One of the 

principal means towards this end will be the use of complex scaling and complex 

absorbing potential based method as the analytical continuation tool in the coupled 

cluster theory. The first chapter is devoted to a brief review of the conceptual as well 

as the computational methods to solve the resonance. We shall begin this chapter with 

a quick survey of resonances in the scattering experiments. We shall then review 
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some of the theoretical methods to solve the resonance phenomena, with particular 

reference to complex scaling method and complex absorbing potential based 

methods. 

 

1.1. Resonances in Scattering 
 
 The quantum formulation of resonance in scattering may be found in many 

text books and review articles 1,6-14 and is not developed in detail here. In discussing 

the resonance theory it is convenient to recognize various possible divisions of the 

subject. There are resonances coming in the elastic collision channels and inelastic 

collision channels. This thesis focuses itself mainly to the former. The formalism of 

resonances in elastic channel is naturally much simpler than that of the resonances in 

the inelastic channels. At the same time the former includes almost all of the basic 

concepts needed for the latter. 

 

Consider the elastic scattering of an incident particle in the z direction by a 

central field potential. For large negative values of time, the incident particle is free 

[ ( )V r is practically zero] and its state is represented by a plane wave packet [ ikze ]. 

When the wave packet reaches the region which is under the influence of potential 

( )V r , its structure is modified and its evolution is complicated. For large positive 

value of t, it has left this region and once more takes on a simple form: it is now split 

into a transmitted wave packet which continues to propagate in the positive z 

direction [hence having the form ikze ] and a scattered wave. The eigenstates satisfying 

these conditions is called stationary scattering states )(rdiff
kγ and are obtained by the 

superposition of a plane wave and a scatted wave. The asymptotic behavior of the 

stationary scattering state is of the form: 

 

( ) ( , )~
ikr

diff ikz
k k

r

er e f
r

γ θ ϕ
→∞

+ .       1.1.1 

The factor 1/r ensures that the total flux of energy passing through a sphere of radius 

r is independent of r for large r: in quantum mechanics, it is the probability flux 

passing through this sphere that does not depend on r. In this expression, only the 

function ),( ϕθkf , which is called scattering amplitude depends on the potential. 
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Schrödinger equation satisfying the time evolution of the wave packet representing 

the state of the incident particle can be expanded in terms of the eigenstates of the 

total Hamiltonian H . 

 

( / )

0

( , ) ( ) ( ) kiE tdiff
kr t g k r e dkγ

∞
−Ψ = ∫ h       1.1.2 

where 2 2 / 2E k µ= h  and ( )g k  has a pronounced peak at 0k k=  and practically 

vanishes elsewhere. Briefly, the scattering is determined by the asymptotic form of 

the wave function, 

 

( / ) ( / )

0 0

( , ) ~ ( ) ( ) ( , )k k

ikr
iE t iE tikz

kr

er t g k e e dk g k f e dk
r

θ ϕ
∞ ∞

− −

→∞
Ψ +∫ ∫h h ,  1.1.3 

which is a sum of a plane wave packet and a scattered wave packet. 

 

In the special case of central field potential ( )V r , the orbital angular 

momentum is a constant of motion. Therefore, there exist stationary states with well-

defined angular momentum, i.e., eigenstates common to H , L2, and Lz
. We shall call 

the wavefunctions associated with these sates as partial waves )(~
,, rmlkϕ . Their angular 

dependence is given by spherical harmonics ),( φθm
lY : the potential ( )V r  influence 

only their radial dependence.  

 

The asymptotic form of the wave function [Eq.1.1.3] determines the 

differential scattering cross section, but can not be found without solving the 

wavefunction throughout all space. This may be carried out by the method of partial 

waves. We can express the stationary scattering states as a linear combination of 

partial waves having the same energy but different angular momentum  

 

, ,
0

( ) ( )diff
k l k l m

l
r C rγ ϕ

∞

=

= ∑ %        1.1.4 

, , ,
1( ) ( ) ( , )m

k l m k l lr u r Y
r

ϕ θ φ=% ,       1.1.5 

where the ,k lu  is the solution of the radial equation 
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2 2 2 2 2

, ,2 2

( 1) ( ) ( ) ( )
2 22 k l k l

d l l kV r u r u r
dr rµ µµ

 +
− + + = 
 

h h h     1.1.6 

with the total effective potential ( )effV r  as 

 
2

2

( )( ) ( )
2eff

l l lV r V r
rµ

+
= +

h .       1.1.7 

 

We expect that, for large r, the partial waves will be very close to the common 

eigenfunctions of 0H , L2, and LZ. The corresponding wavefunctions )(~
,,

)0( rmlkϕ  are 

free spherical wavefunctions: their angular dependence is that of spherical harmonic. 

The asymptotic expression for the partial wave and free spherical wave is the 

superposition of the incoming wave re ikr /−  and an outgoing wave reikr / with well 

determined phase difference lπ . But the potential V(r) introduces a supplementary 

phase shift δl in the partial waves. 

 
2 / 2 / 2

(0)
, ,

2( ) ~ ( , )
2

ikr il ikr il
m

k l m lr

k e e e er Y
ikr

π π

ϕ θ ϕ
π

− −

→∞

−
−%     1.1.8 

2/ 2 / 2

, , ( ) ~ ( , )
2

liikr il ikr il
m

k l m lr

e e e e er Y
ikr

δπ π

ϕ θ ϕ
− −

→∞

−
−%     1.1.9 

The factor lie δ2 [which varies with l and k] thus finally summarizes the total effect of 

potential on a particle of angular momentum l. Each partial wave l contributes to the 

total cross section a term  

 

2
2

4 (2 1)sinl ll
k
πσ δ= + .       1.1.10 

 

Generally the phase shift δl is slowly varying function of energy. A resonance 

occurs for some partial wave l when δl changes rapidly over a small energy change. 

The phase shift can be split into 

 

( )l bg resEδ δ δ= + ,        1.1.11 
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where bgδ is the background phase shift and resδ  is the resonance phase shift. 

 

 At resonance the total cross-section will also change abruptly. For a given l 

the ratio Sl(k) of the outgoing wave amplitude to the incoming wave amplitude at 

energy 2 2 / 2E k µ= h  is  

 
2 ( )( ) li k

lS k e δ=          1.1.12 

up to a constant factor. Here the dependence of the phase shift on the energy has been 

emphasized by writing ( )l l kδ δ= . The wave number k  is a real variable. However, 

by the process of analytic continuation, ( )l kδ  can be regarded as a function of a 

complex variable k . Suppose there exists an imaginary value of k , that is 

 

k iκ= −          1.1.13 

where κ is a positive definite such that  

 
2 ( )( ) 0i lS el
δ κκ = =         1.1.14 

This implies that the energy is negative, and ( )l k iδ = ∞ .  i.e., the asymptotic behavior 

of the wave function will go as  

 

 
/ 2

, , ( ) ~ ( , )
2

ikr il
m

k l m lr

e er Y
ikr

π

ϕ θ ϕ
−

→∞
−%       1.1.15 

and there is no outgoing wave amplitude, only an exponentially dying form. This is 

exactly the condition of a bound state. Thus zeros of Sl
 corresponds to bound states. 

Conversely, when k iκ= − , Sl will grow without bound, and it follows that the poles 

[singularities in the complex plane] corresponds to scattering resonance. Close to 

resonance [using Eq.1.1.11] 

 

2 2 1 tan
1 tan( )

ii ires iebg bg res
i ires rese

S k e el
δδ δ δ
δ δ

+=− −= .    1.1.16 

The simplest way of causing Sl to grow without a bound near E0
 is to make it have a 

simple pole at 0 ( / 2)E E i= − Γ . 
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) ( / 2)0
) ( / 2)0

2 (
(( ) E i

E i
i Ebg

ES k el
δ − + Γ

− − Γ
=        1.1.17 

When the background phase shift is neglected, the partial cross section can be written 

as  

 

 
24 ( / 2)

(2 1)2 2 2) ( / 2)0(
l

k EEl
πσ Γ

+
− + Γ

= .      1.1.18 

Equation 1.1.18 is called the Breit-Wigner formula for an isolated scattering 

resonance. It describes a bell-shaped curve with a half-width at half-maximum of 

/ 2Γ . This suggests that the occurrence of a resonance at 0 ( )rE E= in the partial cross 

section. From the practical point of view, one needs to know only the energy and 

width of a resonance to calculate, from the Breit-Wigner expression, its contribution 

to cross section. The scattering cross section is a rapidly varying function of incident 

energy in the resonant region and can be characterized by Breit-Wigner equation 

containing two parameters: the resonance energy 0 ( )rE E= and widthΓ . The 

resonance energy can be interpreted as the energy of the metastable state, whereas the 

width is related to its lifetime through the uncertainty relationship /τ = Γh . In 

analogy to a bound state, the time dependence of the resonant state is given by 

  
( / 2) /( , ) ( )i E t

R Rr t e r− −ΓΨ = Ψh       1.1.19 

The presence of / 2i− Γ  in the energy term forces exponential decay and the 

probability,  

 
2 2 /| ( , ) | | ( ) | t

R Rr t r e−ΓΨ = Ψ h ,       1.1.20 

decays to zero as time passes at constant r. Therefore, the particle disappears from 

any given point in the coordinate space. When the lifetime of particle-target system in 

the region of interaction is larger than the collision time, a/v [a is the linear dimension 

of the target molecule and v is the incident electron velocity], we call the 

phenomenon a resonance phenomenon. A resonance state is defined as a long-lived 

state of a system which has sufficient energy to break-up into two or more 

subsystems. Qualitatively, resonant scattering involves the formation of a metastable, 

quasi-discrete state, which, because of its nonstationary character, decays after a short 

time into one of the open channels. 
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The negative ion resonances in electron-molecule collision appear as sharp 

changes in scattering cross section at low incident electron energies [typically 1-10 

eV]. At some incident energies, the electron wavefunction has large amplitude within 

the target.  This happens only when the incident energy falls in one of the discrete 

bands, where the incident electron finds a comfortable quasistationary orbit in the 

field of target molecule. The quasi stationary nature of the compound state is usually 

guaranteed by either one of the two following mechanisms. The first possibility and 

the most common situation that causes the appearance of resonance is an effective 

potential [Eq.1.1.7] made up of attractive potential [attractive polarization force at 

small distances] combined with a repulsive potential [repulsive centrifugal force at 

long distances] produces a barrier in the potential. For energies below the maximum 

in the barrier, there would be bound states inside the attractive part of the potential if 

tunneling could be ignored. However, the quantum mechanical tunneling permits 

particle ’trapped’ inside the attractive part of the potential to escape to infinity, and 

the tunneling rate depends on the height and thickness of the barrier. Conversely, 

particles incident on the potential at energy close to the virtual states are able to 

penetrate inside the attractive barrier. This behavior explains why resonance generally 

becomes narrower as l increases. Larger l values causes bigger centrifugal barriers, 

thus suppressing tunneling.8  Once the electron has entered the region inside the 

barrier, it will take some time before the electron leaks out to the outer region again 

by a tunnel effect. This type of resonance is called shape resonance or potential 

resonance since the resonance state is produced by an appropriate shape of the 

effective interaction potential between the electron and the molecule. 

 

The second possibility arises when the inelastic channels are introduced. By 

exciting the target molecule, the electron loses its energy. Suppose that the incident 

electron energy is not large that after the excitation the electron energy becomes 

negative, and furthermore, its value coincides with one of the bound-state energies 

allowed in the field produced by the excited target molecule. Then it will take some 

time before the electron gets its energy back from the target and escape to outside. 

Thus one has a new type of resonance process which is called core-excited type I 

resonance or the resonance of Feshbach resonance. There exists also shape 

resonances associated with the effective potential in the inelastic channel. They are 

called core-excited type II resonance or core excited shape resonances.  
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All these resonance states can be considered as quasistationary states of 

negative ion M- formed by the electron and the target molecule M. The configuration 

of a Feshbach resonance is that of an excited state of M, usually referred to a parent 

state, with an additional electron in an excited orbital. Alternatively the resonance 

configuration may be viewed as that of a state [often ground state] of M+, referred to 

as grandparent state, with the addition of two electrons in excited orbitals. Feshbach 

resonances are generally long lived compared to typical vibrational period [10-14 s], as 

their decay involves the rearrangement of the orbitals of both excited electrons. Thus 

the temporary negative ions make many vibrations before decaying. Since the 

lifetimes of the Feshbach resonances tend to be long, resonance width are 

correspondingly small [typically less than 20 meV], and so the resonances appear as 

narrow structures in the cross sections of elastic and inelastic processes.  

 

The structural and spectroscopic properties of electronic resonance states are 

similar to those of bound states and their study reveals deep physical insight into the 

complex many-body effects governing molecular physics and this is the reason why 

this states are of particular importance to physical chemists. Structurally, resonances 

provide information on metastable negative ions, negative electron affinities, orbital 

energies of unbound orbitals, and doubly excited electronic states. 

 

1.2. Theoretical Methods to Solve Resonance 

 

Before proceeding, a few additional comments are in order. The material 

which appears in this section is treated more extensively in several monographs that 

are devoted entirely to the quantum theory of resonance 2,6,7,9-12  and the reader is 

referred to these references for further details. We have tried, however, to include all 

the material we need for the treatment of electronic resonances. We also discuss a 

number of simplified schemes which have been reported in literature. Some important 

works in the area of resonance calculations have been sited extensively in chapters 2-

5.  

 

In recent decades, a number of methods have been proposed to calculate the 

energies and width of resonances. From the computational view point, there are 

roughly three methods by which a resonance is calculated. These methods are 
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(1) From the scattering point of view; In this method, resonances are related to the 

structures in the cross sections. Therefore the detail of the resonances can be analyzed 

by using the Breit-Wigner profile 13 [Eq 1.1.18] once the scattering wave functions in 

the vicinity of the resonances are obtained. The Kohn and Schwinger variational 

principles allow one to calculate resonance information by a basis set method.14 

These two methods are not fully L2 methods because of the appearance of so called 

bound-free matrix elements in both the cases. The free [i.e., non-L2] wavefunction is 

either explicitly in the basis set [Kohn] or originates from Green function 

[Schwinger]. Scattering calculations, beyond the one particle [i.e., static-exchange] 

level, are difficult. Moreover, using scattering approach, the resonance parameters 

must be extracted from a cross section or phase shift, and it is thus difficult to 

interpret the results in terms of chemical concepts. 

 

(2) From the point of view that a resonance is a quasibound state in the scattering 

continuum; The basic motivation for this approach is the observation that the 

resonance state resembles to a negative molecular-ion in the region near the target 

molecule.  These methods are based on a formalism that established resonance 

phenomena into a part of the formal scattering theory. The potential employed was in 

most cases static with or without exchange; polarization, when included, was 

obtained parametrically15 or scaling the results to fit the experimental values.16 An 

important development in the calculation of resonance is the application of L2 or basis 

set method. In this L2 method the resonance state can be obtained by diagonalization 

of a Hamiltonian after it has been projected onto a L2-basis set. This L2 state is then 

turned into resonance by coupling it to continuum using Feshbach projection 

techniques.17. This is a powerful method. However, it requires the knowledge of the 

projected Green function.11 A number of  other L2 methods were also used in 

practically all electron-molecule collision processes.18 Parallel to these developments, 

many of the theoreticians have been applying hybrid theories which extensively uses 

the both the scattering calculations and the L2 methods. These theories were 

successful in incorporating non-adiabatic effects, polarization of the target due to the 

incoming electron and many other many-body effects. Two methods seem to have 

special promise. These are T-matrix expansion method 19 and a variant of R-matrix 

theory.20 The R matrix calculation of Schneider et al. uses a potential, which is 
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obtained from "stabilization self-consistent field" calculation of the compound state. 

The vibrational-excitation cross section calculation done by Hazi et al 21 uses a 

complex-potential or boomerang model with the electronic resonance parameters 

determined ab initio. However, in this case, the fixed nuclei resonance parameters 

were extracted from complex SCF calculations of the target and the anionic potential 

energy curves. The most serious attempt in a boomerang model to calculate cross 

sections near 2Πg resonance in e-N2 scattering is the work of Dube and Herzenberg.22 

They have applied the R-matrix theory for the vibrational excitation cross section 

calculations e-N2 scattering.  Birtwistle and A. Herzenberg have done cross section 

calculation using the potential energy curves by fitting the experimental data within 

the boomerang model.23 Krauss and Mies applied molecular orbital calculations for 

the description of the resonance states.24 

 

Another important development in the basis set method to calculate resonance 

is the stabilization method.25,26 In the stabilization method the Hamiltonian is 

diagonalized in a basis of discrete, exponentially decaying functions, and the 

resonance eigenvalues are recognized by remaining essentially unchanged as the 

basis size varies. The intuitive justification of the stabilization method is that 

resonance states, in contrast to the scattering states, are relatively insensitive to the 

position of the effective wall set by the finite basis, since the rapid changes in the 

phase shifts ensures that there is a value of E close to the resonance position for 

which the wavefunction vanishes at the effective box edge. The concept of 

stabilization method subsequently leads to the development of artificial absorbing 

potential to define the resonances, which will be discussed in the next section. 

 

(3) From the point of view that resonance is related to the complex eigenvalue of the 

Hamiltonian; This approach, which is a direct calculation of resonance eigenvalue of 

the Hamiltonian, has not received enthusiasm among atomic theorists before the 

method of complex scaling became known. Since the resonance wavefunction [The 

so called Siegert wave function 27,28] diverges at the complex resonance eigenvalue, 

this direct resonance approach seemed to have great computational difficulty. This 

method was unfortunately interpreted as `tried and rejected’ method.7 Historically the 

direct access to resonance states began with the treatment of the radioactive decay of 

nuclei by Gamow 27 and later by Siegert.28 Instead of extracting the resonance 
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parameters from the cross section, the metastable state is described by an 

eigenfunction belong to a complex eigenenergy. The Gamow-Siegert wavefunction is 

a solution of Schrödinger equation with purely outgoing boundary condition. The 

outgoing boundary condition enforces the eigenenergy to become complex, 

res rE =E / 2i− Γ .  

 

The Simplest mathematical description of such states is that they resemble 

bound stationary states in that they are localized in space [at t=0], and their time 

evolution is given by Eq.1.1.19. Due to the exponential divergence, the number of 

particle is conserved only when the reaction coordinate, r and the time, t, approach 

the limit of infinity.  A characteristic for these states is their exponential growth in the 

asymptotic region. Thus they are not square integrable and do not belong to the 

Hermitian domain of the Hamiltonian.29 The Gamow-Siegert wave functions possess 

large amplitude in the inner molecular region resembling a bound state. The 

wavefunction in this region is affected by physical interactions, while the asymptotic 

exponentially growing part describes the decay. In fact, resonance states can be 

understood as a discrete state coupled to continuum. They represent a particularly 

challenging problem to quantum chemist because one has to treat a continuum 

problem and the electron correlation simultaneously. In particular, the latter effect 

plays a crucial role in most temporary anions.  

 

When one solves the Schrödinger equation H EΨ = Ψ  for a self-adjoint 

Hamiltonian subject to standard boundary condition, one obtains a spectrum { }E of 

real eigenvalues E which are discrete or continuous. In 1927, Dirac showed that, if 

one changes the boundary conditions and considers a system consisting of a scatterer 

and incoming and outgoing waves, then the scatterer may have certain resonance 

states with finite life times and exponential decay in time. 30 The changing of 

boundary conditions to include the incoming waves, which by way of a scatterer are 

turned into outgoing waves, results a non-Hermitian Hamiltonian and may have 

complex eigenvalue E corresponding to the resonance state with a finite lifetime. 

Within an L2 space, the spectrum of the Hamiltonian is necessarily real. However H 

can be modified [analytically continued] in several ways such that direct access is 

gained to Siegert energies resE . Each Siegert energy is an eigenvalue of the resulting 
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non-Hermitian Hamiltonian, and the associated eigenfunctions are square integrable, 

i.e., they can be represented in Hilbert space. Analytic continuation can achieved 

either by complex scaling of the electronic coordinates 2,12,31-33 or by utilizing a 

complex absorbing potential [CAP] based methods.34,35 However, even without 

detailing any of the discussion, it is straight forward to state that one of the major 

purposes of introduction of complex scaling and CAP nonrelativistic quantum theory 

is to produce exactly those [non-Hermitian] operators which have the complex 

energies. The advantage of this general approach to investigating resonances is that 

the complex Siegert energy can be calculated directly within a Hilbert space of L2 

functions. Therefore, many of the methods of bound-state calculations can be readily 

adapted to the resonance problem in this form.  

 

1.3. Complex Scaling 

 

The theory of resonance was greatly simplified when it was discovered that 

they could be evaluated by the method of complex scaling. The fundamental work of 

Balslev, Combes and Simon has provided a mathematical foundation for the 

description of atomic and molecular resonances by the method of complex scaling.32 

This method is associated with a similarity transformation [most of the theorems in 

quantum mechanics to non-Hermitian operators can be made by carrying out 

similarity transformations.], in which the many-particle Hamiltonian loses its self-

adjoint character.  The resonance state can be described by square integrable 

functions associated with the eigenfunctions of a transformed Hamiltonian 1ˆ ˆ ˆUHU − , 

obtained from the original Hamiltonian H  by an unbounded similarity 

transformation.36 

That is, 

 

)ˆ)(2/()ˆ)(ˆˆˆ( 1
RresR UiEUUHU ΨΓ−=Ψ−      1.3.1 

such that  

 

0ˆ →ΨRU    as ∞→r        1.3.2 

and RUΨˆ  in Hilbert space  although RΨ  are not. The method of complex scaling 

provides such an unbounded similarity transformation. The complex scaled 



   
   
                                                                                                                                                  Chapter 1 

 13

Hamiltonian is no longer self-adjoint and the original spectrum { }E has been 

changed: some energy eigenvalues are persistent, others may be lost, and new 

eigenvalues may occur also in the complex plane. The theory of change of spectra of 

a many-particle Hamiltonian associated with the unbounded similarity 

transformation- due to the change of boundary condition-is reviewed by Löwdin.36 

The complex-scaling operator is given by  

 
rrieU ∂∂= /ˆ θ          1.3.3 

such that )()(ˆ θirefrfU =  for any analytical function )(rf  

 

By scaling the reaction coordinate, the resonance wave function becomes 

square integrable and, consequently, the number of particles in the coordinate space is 

conserved. Therefore, complex scaling has the advantage of associating the resonance 

phenomenon with the discrete part of the spectrum of the complex scaled 

Hamiltonian. Moreover, the resonance state is associated with a single square 

integrable function, rather than with a collection of continuum eigenstates of the 

unscaled Hermitian Hamiltonian. Complex scaling may be viewed as a procedure 

which compresses the information about the evolution of a resonance state at infinity 

into a small well defined part of the space. 

 

 Boundary conditions determines whether an operator has eigenvalues, and 

whether the corresponding eigenfunctions are L2 [bound states] or non-L2 [scattering 

states]. The boundary condition of square integrability is preserved during the 

complex scaling for a θ value of | θ| ≥ Π/2. Conversely, no new square integrable 

eigenfunctions with real eigenvalues suddenly appear as ir re θ→ . That is 

H and ( )H θ has same real bound state eigenvalues. On the other hand, are scattering 

wave functions, the continuum solutions of H , which are non-normalizable and 

remain finite as r →∞ , is not preserved as such. Unless the potentials are too long 

ranged, radial scattering solution looks like the linear combinations of ( ) /ikre r+ and 

( ) /ikre r− as r →∞ . To preserve this [bounded] asymptotic form as ir re θ→  we must 

simultaneously take ik ke θ−→ . If we don’t, one of the exponentials will grow 

exponentially at ∞ , violating the boundary condition of everywhere finite wave 
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functions. If ik ke θ−→ , then 2 2 2/ 2 / 2iE k e kθ−= → , for the allowed scattering eigen 

energies. That is the continuum is rotated into the lower half complex energy plane. It 

is the fact that the continuous spectrum of ( )H θ   is different from that of H which is 

the key to the utility of  ir re θ→  transformation. With this very qualitative 

motivation, we now simply state the result of the spectral theory of dilation analytic N 

body coulomb system: 

 

1) Bound state eigenvalues of ( )H θ are independent ofθ , and identical to those 

of H  for 2/θ π≤ . 

 

2) Scattering threshold corresponding to the possibility of fragmentation of 

different systems in different states of excitations are also independent of 

θ , 2/θ π≤  

 

3) The continuous spectra of the original Hamiltonian H are rotated around their 

respective starting points around an angle 2θ into the lower half plane. During 

this process, certain new discrete  complex  eigenvalues may revealed in the 

lower half complex energy plane, in the sector 00 arg( ) 2thresz E θ> − ≥ − , where 

z is the complex energy, and 0
thresE  is the lowest energy scattering threshold. 

These new discrete state corresponds to resonance states in the sense of Dirac. 

The corresponding eigenfunctions ( )θΨ  are L2, as befits their association 

with discrete eigenvalues. Note that the ( )θΨ  obtained by taking 

0lim ( )θ θ→ Ψ  will not be L2, unless its eigenvalues were real to begin with, 

and it represents a bound state. The discrete complex eigenvalues of ( )H θ  are 

independent of θ  as long as they remain isolated from the parts of the 

continuum. As the continua rotate as a function ofθ , discrete complex 

eigenvalues may be exposed. 
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1.4. Complex Scaled Hamiltonians, Dilation Analyticity and Complex Absorbing 

Potentials  

 

For the case of an N body coulomb problem, 

 
2

( ) ( )
2
∇

= − +
r rcoulH r V r ,       1.4.1 

the complex scaled Hamiltonian is given by 

 
2

2( ) ( )
2

θ θ θ− −∇
= − +

r ri i i coulH re e e V r       1.4.2  

It is thus easy, at least in principle, to relate the properties of the matrix elements of 

the transformed Hamiltonian for N-body systems with only pair wise coulomb 

interactions, to the properties of the kinetic and potential energy matrices of unscaled 

Hamiltonian. Not only does the coulomb potential scale in a simple manner; the 

coulomb interaction belongs to a special class of potentials called dilation analytic, a 

more restrictive condition than the simple analyticity in the interparticle coordinates. 

The precise definition, and determination of which potentials are not dilation analytic, 

is a nontrivial mathematical technicality. The N body coulomb potential is dilation 

analytic. 

 

Encouraged by the success of complex scaling method in atomic calculations, 

several workers have extended this method to calculate the molecular resonances. 

According to the theorem of Balslev and Combes, the formalism is valid for the 

centre of mass Hamiltonian of a system of particles interacting through the dilation 

analytic potentials. The complex scaling theory so far discussed is valid for the full 

molecular problem also, treating all nuclei and electron as mobile particles. 

Therefore, to scale both the nuclear and atomic coordinate seem to be the natural 

consequences of the Balslev Combes theorem. However, such a procedure is 

impractical since the wave function would then depend both on nuclear and electronic 

coordinate. The first approximation to study molecular resonances is to use the Born-

Oppenheimer Hamiltonian. The complex scaling method is consistent with the Born-

Oppenheimer approximation and the application of complex scaling method to 

molecular potential would [applying the Born-Oppenheimer approximation after 
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dilation], however, result in the determination of electronic spectra for unphysical 

complex internuclear separations. 37,38 There is an incredibly strong resistance to 

thinking of complex internuclear distances. What is done instead is to clamp the 

nuclei on the real axis, and scale only the electronic coordinates. To scale only 

electronic coordinate may be computationally sound but not mathematically rigorous. 

The problem in this complex coordinate real axis clamped nuclei approximation 

[CCRACNA] arises from the fact that if the nuclear coordinates are left real, and an 

electronic coordinates rir  is scaled θ→
r r i
i ir r e , the nuclear electron interaction  

 
1

θ
α

α

−

−∑
rr i

ir e R         1.4.3 

is non-analytic 39 as the argument of the absolute value can vanish for a continuous 

range of value such that  

 
iθ

i α i α
ˆˆre = R , r .R = cosθ

rr ,       1.4.4 

giving rise to a continuous range line of square branch points. The existence of these 

continuous branch points makes the Hamiltonian non-analytic, thus making the 

Balslev-Combes theorem inapplicable to the Born-Oppenheimer Hamiltonian. 

McCurdy and Rescigno40 and independently Moiseyev and Corcoran,41 nevertheless 

established that the CCRACNA could be made to work. McCurdy and Rescigno used 

Gaussian basis functions where only the exponents are scaled by a complex factor. 

Also the exponents are back rotated by ie θ− . They then diagonalized this wave 

function using a real Hamiltonian and argued that the uses of the back rotated wave 

functions and a real Hamiltonian is equivalent to using real wave functions and a 

complex Hamiltonian. The procedure used by Moiseyev and Corcoran is also to use 

the Born-Oppenheimer approximation. When the method of coordinate rotation is 

applied to such a Hamiltonian, these authors rotate only the electronic coordinate but 

not the nuclear coordinates. To scale only the electronic coordinate has become some 

practical advantage since the matrix elements become similar to that given in 

Eq.1.4.2.  Moiseyev and Corcoran applied this procedure to autoionizing states of H2 

and H2
- by scaling only the electronic coordinates of the Born-Oppenheimer 

Hamiltonian.41 The success of the CCRACNA prompted a quick response by 

Simon,42 who suggested to use an exterior scaling method to avoid any interior non-
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analyticities by keeping the coordinates on the real axis long enough. The exterior 

complex-scaling operator in this case is 

 

0( ) /

1

e θ − ∂ ∂

 <= 
≥

o

i r r r
o

if r r
U

if r r
       1.4.5 

and the Hamiltonian is given by 

 

( )
0

0 0

( )
( )

( ) .θ
θ

 <= 
− ≥

i

H r if r r
H

H r r e if r r
      1.4.6 

Lipkin et al applied the Simon’s exterior-scaling procedure to model systems within 

the framework of the finite-basis-set approximation.43 Within the framework of basis-

set approximation, the basis itself, rather than the Hamiltonian is scaled. Therefore in 

the case of exterior scaling, the orthonormal basis functions are given by  

 

( )
0

/ 2
0 0 0

( )

( ) .
i

i i i

i

r if r r

e r r e r if r rθ θ− −

Φ <Φ = 
Φ − + ≥

%     1.4.7 

In the spirit of Simon’s proposition, to avoid the need of carrying out analytical 

continuation of the potential term in the Hamiltonian into the complex coordinate 

plane Rom and coworkers proposed a smooth exterior scaling path which is defined 

as 44 

 

( )( ) 1 ( 1) ( )iF rf r e g r
r

θ∂
= = + −

∂
      1.4.8 

where ( )F x  is a path in the complex coordinate plane such that. 

 

( ) iF r re as rθ→ →∞        1.4.9 

and ( )g r is varied from 0 to 1 value around the point 0r r= . If 0( ) 0V r r≥ = , then 

one can use the unscaled potential ( )V r . Note, however, that the path which defined 

in Eq 1.4.8 is very general and is not necessarily limited to the case where 

( )( ) ( )V f r V r=  or ( )( ) ~ ( )V f r V r . Consequently, the smooth exterior scaled 

Hamiltonian derived by Moiseyev,45  
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( )
2

( )
2 CAPH V F r V−∇

= + +        1.4.10  

where CAPV  is a universal energy-independent complex absorbing potential [CAP]. 

When the smooth exterior scaling is used, the CAP gets non-zero values in the region 

where the interaction potential vanishes. The complex smooth exterior scaling 

Hamiltonian is obtained by adding to the unscaled Hamiltonian matrix a matrix which 

represents the universal CAP. 

 

 In the case of a complex scaling method, using a truncated basis { }µφ φ= of 

order M, one obtains the matrix relation; 

 

H T V= + .         1.4.11 

However, H  has a large number of complex eigenvalues. The ‘bar’ notation in the 

matrix elements denotes the scaling, which can be either be a direct scaling approach, 

CCRACNA or exterior scaling techniques. In this complex ‘eigenvalue galore‘, an 

important problem is to find out which complex eigenvalue may correspond to 

resonance states. A guiding principle is provided by the fact that, in the limiting case 

of an infinite complete basis, during the process of increasing the rotation angle θ , 

once a resonance eigen value resE  has been revealed, it becomes independent of 

complex scale factor ie θη = , so that 

 
2

2 0. . . .res resE E
η η

∂ ∂
= = =

∂ ∂
       1.4.12 

In the applications using a finite basis set of order M, the resonance eigenvalue resE  

ought hence to be fairly stationary, and-in practice- one finds then by using various 

types of ‘stabilization graphs’. 46-48. Some details about the stabilization technique 

will be discussed in Chapter 2 and a similar kind of stabilization approach can be 

applied for finding the resonance parameters for the CAP method and this will be 

discussed in Chapter 4. 

  

If the scaling operator satisfies the mathematical condition ( ) 1†U U
− ∗= ,then 

the transformed Hamiltonian becomes complex symmetric, which greatly simplifies 
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the theory and computer implementation. For a complex symmetry operator, if Ψ is 

an L2 eigenfunction with the eigenvalue E , then ∗Ψ is an L2 eigenfunction with the 

eigenvalue E∗ . This fact is of essential importance in formulating the bi-variational 

principle for the H and †H .49. Without any lose of generality, one may further 

choose the basis set { }µφ φ= real, and for the associated matrix elements, one then 

obtains †H H ∗= , i.e.,H is a symmetric matrix with complex elements, where 

kl lkH H= . This is of importance in simplifying the matrix calculations. In this case, 

the dilated Hamiltonian is a nonself-adjoint operator defined on a L2 Hilbert space and 

the eigenvalue problem is treated by means of boundary conditions related to this 

space.  

 

Significant strides have been made in the theoretical development and 

practical implementation of complex coordinate method, which permits direct 

simultaneous determination of position and width from the eigenvalue of a complex 

scaled Hamiltonian. The self-consistent-field method provides a natural starting point 

for the methods to solve the nonself-adjoint Hamiltonian using more exact 

calculations. The complex scaled SCF methods generate an adequate dilation adapted 

basis set. Such a computational technique has been pursued by two groups of 

workers. In the procedure proposed by McCurdy et al, a real Hamiltonian was used 

together with complex wave functions.50,51 The resonant eigen values were obtained 

by a self consistent method similar the Hartree Fock Method. Another complex SCF 

method was proposed by Mishra et al.52 These authors preferred to use a complex 

Hamiltonian with real basis functions. In such an approach they were able to carry the 

resonance eigenvalue calculations with small modifications of the existing code. The 

details about this method will be discussed in Chapter 2.  

 

Until fairly recently, the main theoretical method for treating the analytical 

continuation method for the molecular Hamiltonian relied on complex scaling based 

methods. Finite box methods are also particularly appealing to calculate resonance 

widths and energies due to the quasi bound character of resonance states. Complex 

absorbing potentials are best for treating the electronic resonances in molecules.34,35 

The molecular Hamiltonian is perturbed by an appropriate complex potential, which 

enforces an absorbing boundary condition. This artificial potential absorbs the 
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emitted particle and consequently transforms the former continuum wavefunction into 

a square integrable one. CAPs were first used for this aim by Jolicard and Austin 53-56 

and later by Riss and Meyer.35,57-59 Jolicard and Austin suggested and demonstrated 

that the stability of the resonance eigenvalue could also be achieved by varying the 

strength or the location of the absorbing potential, whose job would be to absorb the 

perfectly outgoing Siegert state without creating any “reflection”.54 The basic 

concepts introduced by Jolicard and coworkers were refined and developed further by 

Riss and Meyer.35 However, the most serious problems with these approaches are the 

conditions and approximations at which the spectrum of CAP augmented 

Hamiltonian resembles with the spectrum of complex scaled Hamiltonian. Unlike 

other methods such as complex scaling method which stays on solid mathematical 

ground given by Balslev, Combes and Simon,32 the use of CAP was based on the 

intuition and numerical experience. It has been proved that the poles of scattering 

matrix are also the eigenvalues of the complex scaled Hamiltonian, but it has not been 

proved that they are the eigenvalues of the Hamiltonian which is perturbed by a CAP. 

Riss and Meyer addressed the question under what condition the resonances obtained 

by the CAP are the poles of the scattering matrix. Their strategy and derivation is as 

follows. 

 

The eigen spectrum of a perturbed Hamiltonian  

 

H(η) = H - iηW(r)         1.4.13 

has a purely discrete spectrum, where 

 
2

2

1 dH = - + V(r)
2 dr

, η > 0         1.4.14 

and W(r)  is a piecewise continuous coulomb potential which satisfies the properties. 

The exact prerequisites that W(r)  must satisfy are derived in Ref. 35. For η 0→ , the 

eigenvalues of H(η) converge towards the poles of the Green function on its physical 

sheet provided 0 arg(E) 0π ≥ ≥ ≥ . Applying a CAP is not equivalent to complex 

scaling: it becomes equivalent only in the limit 0η +→ . Since this limit cannot be 

easily carried out unless there is a complete basis set, there is always [at finite η ] 

nonanalytic perturbation. These large values of η  causes artificial reflections. There 
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have been many correction schemes devised for removing the artificial 

reflections.35,53 The correction process would not be necessary if reflections were 

avoided. Assume a 0W (r) which is twice the differentiable and satisfies 

 

c
0

c

= 0 for r r
W (r) =

> 0 for r > r

 ≤



       1.4.15 

0W (r) 0′ ≥  and 0W (r) →∞  for r →∞ . 

The parameter cr  is the cut off parameter. For a reflection free CAP, the regular 

solution is identical to the exact Siegert resonance wavefunction up to cr , and 0E  is 

the exact Siegert resonance energy. This perturbation is particularly undesirable on 

the target, so the CAP is set to zero in the vicinity of the target. There may, however, 

be a nonnegligible artificial perturbation of the projectile if η  cannot be chosen small 

enough [if the basis set is too small]. Riss and Meyer proposed another method called 

“transformative CAP” [TCAP]. 57,58  In exchange part, it implies a modified kinetic 

energy instead of adding a local complex potential.  

 

There is a connection here with the smooth exterior scaling [SES] with the 

“transformative CAP” [TCAP].58-60 The TCAP and SES in fact become identical for 

cut-off potentials. For the TCAP method, Riss and Meyer started from the 

Hamiltonian perturbed by a CAP and ended up with a complex-scaled operator. 

Instead, For the SES method, Moiseyev started with the complex coordinate method 

and ended up with a non-scaled Hamiltonian perturbed by a perfectly absorbing 

[universal] “potential” which is energy and problem independent.45 For a detail 

discussion of comparisons between the smooth exterior CAP, which is derived from a 

complex scaling method and the other forms artificial perturbations applied to trap 

the projectile, we refer to the review article by N. Moiseyev, and more references 

therein. The order of presentation just outlined is by no means the order in which the 

idea of CAP was originally developed. Historically, the subject developed in terms of 
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the artificial potential generated by several workers.35,53-59 Only later was the CAP 

potential derived from the first principles of Quantum mechanics by N. Moiseyev 45 

to provide a proper justification of the results already derived. 

 

In addition to the calculations and methods mentioned above, the application 

of complex scaling and CAP methods in the framework of post Hartree -Fock method 

have been documented. The forthcoming chapters, while presenting the work of the 

thesis, review for some of the recent development in the implementation of complex 

scaling and CAP method in the framework of post Hartree -Fock theories.  

 

1.5. Goal and Scope of the Thesis 

  

 In this thesis work, we shall concentrate mainly on formalism appropriate to 

the simplest of all the resonances, the negative ion resonances occurring in the elastic 

channels. The machinery for handling the more complicated resonances, e.g. the 

resonances in inelastic channels, will be discussed at the end of this section. 

 

In the elastic collision experiments, the electron-atom or electron-molecule 

shape resonance can be thought of as metastable anionic state which decay by 

electron emission and the temporary anion formation in this case can be represented 

like 

 

( )*e A A e A−+ → → + .       1.5.1 

The resonance energy of the metastable state relative to the target can be defined as 

 

( )*res AA
E E E−= −         1.5.2 

which is nothing but the electron affinity of the target in the complex plane. In a 

similar way the resonance energy of the metastable state associated with the Auger 

resonance  

 

( )ν ++ → +*h A A e  
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( )+ ++→ +*A e A         1.5.3 

is the ionization potential of the target system in the complex plane.62 

 

( )*res A A
E E E += −         1.5.4 

 

Much of the difficulty encountered in previous theoretical treatments of 

electronic resonances based either on the use of the scattering matrix63 or on the 

approximate expansion of the scattering wave function in a set of square-integrable 

basis function26 follows from two fundamental facts. First, when focusing, within 

conventional Hermitian quantum mechanics, on the continuous spectrum of the 

Hamiltonian H of the metastable system, there exist an inherent difficulty in 

identifying which discrete positive eigenvalue of an approximate, finite-rank 

representation of H  corresponds most closely to the metastable state of interest. 

Second, as the Siegert wave function diverges asymptotically and does not belong to 

the Hermitian domain of the Hamiltonian, the computational difficulties in treating 

such a state are potentially more severe than those encountered in the treatment of 

bound states. The role of correlation and relaxation in the formation and decay of 

metastable states has been reported.64,65  Thus, the calculation of energy and lifetime 

of metastable states require the simultaneous treatment of both correlation and 

continuum effects. Hence, the quantum-mechanical many-body problem of this type 

of metastable state is very difficult to tackle. The method of analytical continuation of 

the Hamiltonian in the complex plane eliminates many of this difficulties.2  

 

Typically, the calculation of resonances in atomic/molecular systems has been 

performed by numerical diagonalization of complex scaled Hamiltonian, ( )H θ  

represented in a set of basis functions. This method has already been successfully 

applied to a variety of phenomena, mainly in atomic systems.2,9,66 Despite their great 

success, the complex scaling method have several well known limitations, e.g. 

difficulty in scaling the molecular potential and the  problems with the computation 

of resonance parameters using finite basis set.  The method of using a CAP is closely 

related to complex scaling. The major advantage of the former is its simplicity. The 

CAP procedure is minimally invasive in the sense that neither the internal structure of 

the physical Hamiltonian is affected nor is there any need to use other basis sets than 
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usual real Gaussians.67 Thus, this method offers great promise for the determination 

of accurate Siegert energies in a computationally viable form by a relatively 

straightforward modification of existing electronic structure codes for bound 

states.65,67,68 

 

The complex scaling and CAP approach have already been successfully 

applied to molecular shape resonances. 35,50-52,65,68-70 It can be used at the static-

exchange level,35,52,71 but it is particularly powerful and interesting when the 

inclusion of electron correlation effects is considered.64,65,67-70,72 The method of 

complex scaling and the CAP have been demonstrated both at the multireference 

configuration interaction level [MRCI] 65 and in the context of electron propagator 

theories.68,72-74 Recently, a non-Hermitian Rayleigh-Schrödinger perturbation theory 

for the single and the multireference have also been devised using the CAP method to 

calculate the resoances.75 The difference in energy between the (N+1)-electron 

metastable state and the N-electron target ground state gives the kinetic energy of the 

projectile at which the resonance occurs. However, it is well known that the 

configuration interaction [CI] method is not a very desirable electronic-structure 

technique, mainly because of the size-inextensive manner in which the dynamic 

correlation is included.  

 

The Coupled Cluster [CC] theory has firmly been established in electronic 

structure theory as a highly accurate and reliable method for molecular structure of 

ground state or excited states, molecular properties and molecular spectroscopy.76-78. 

Coupled cluster based methods, with exponential wave operator, treat dynamic 

correlation efficiently and in a size-extensive manner.79 Further, the multireference 

coupled cluster [MRCC] approach treats the non-dynamic correlation, and thus this 

type of method is ideal for ab initio electronic structure calculations.80,83 In addition, 

the evaluation of energy differences can be done in a direct manner in the Fock space 

multireference coupled cluster [FSMRCC] method.80,81 The eigen roots 

corresponding to the resonance can be obtained by diagonalizing a complex effective 

Hamiltonian. Although the effective Hamiltonian is a non-Hermitian matrix, this is 

not a problem, since the size of the matrix is small. In this context, the introduction of 

a CAP or complex scaling into FSMRCC theory does not introduce any additional 
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complexity, while in the context of CI, the analytical continuation methods makes the 

large CI matrix non-Hermitian. 

 

Coupled cluster theory has already been used in describing the electron 

correlation effects of the target molecule in the low energy e-molecule elastic 

scattering based on optical potential approaches.84-87 In the optical potential based 

methods, the electron-molecule scattering process is conveniently formulated by 

introducing an optical potential instead of checking the evolution of many particle 

scattering states.88,89 This allows for treating the scattering process in a one particle 

picture, while all the correlation, polarization, and relaxation effects are accounted for 

the optical potential. 

 

= +∑ ∞ + +( ) ( ) ( )I II
opt SEV V M E M E      1.55 

The optical potential is conveniently divided into an energy dependent dynamical part 

[ +( ) ( )I IIM E M E ] and an energy independent static part [ +∑ ∞( )SEV .]. The 

dynamical part accounts for the response of the molecule due to scattering electron. 

The static part describes the static exchange interaction with the electron density of 

the correlated target. The lowering of the resonance energy in e-N2 collision due to 

use of correlated target compared to the uncorrelated target have been studied using  

perturbative methods, configuration interaction and coupled cluster based methods by 

several authors.84-86 The formulation of optical potential will be discussed further in 

connection with our formulation of complex  correlated independent particle potential 

in Chapter 5. 

 

The general objective of the thesis is to formulate a complex scaling method 

and complex absorbing potential within the framework of coupled cluster theory to 

the direct and correlated calculations of resonance energy and width. Conceptual as 

well as practical aspects of this method will be studied. Specific objective and 

technical details of the proposed work are: 

 

1. Formulation of the Fock space multi-reference coupled cluster [FSMRCC] based 

on an underlying bi-variational Hartree-Fock. 
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2. Formulation of an analytical continuation method in which the complex 

absorbing potential combined with Fock space multireference coupled cluster 

method for the correlated calculations of resonance energy and width. 

 

3. Formulation of an effective one-electron correlated potential that describes the 

interaction of an electron with a many-electron target for the description of 

resonances.  The correlated effective one-particle potential is derived within the 

frame work of FSMRCC theory and complex absorbing potential. 

 

4. Use the formalisms developed above for the direct and correlational calculations 

of resonance energy and width. We will demonstrate the feasibility of the 

proposed methods by applying it to the resonances of the low energy region of 

the electron-atom/molecule collisions. The influence of correlation, dependence 

of scaling parameter and the strength of complex absorbing potential on the 

position and width of the resonance will also be discussed. 

 

The remaining challenge, however, is to extend the above formulated 

methodologies to larger molecules without compromising the accuracy and 

reliability. Correlated wavefunction techniques such as coupled cluster theory enable 

the quantum chemist to make highly accurate predictions of molecular spectra, but 

only for small relative systems, because such calculations are very demanding 

computationally. This is because reaching the desired level of accuracy requires the 

use of quite extensive one particle basis set and the computational cost of a 

correlated calculation for a given system grows at least as the number of basis 

functions to the fourth power. For the analytic continuation procedures in which the 

calculations are performed for each discrete finite eta values, the computational 

expenditures are even worse. In analytic continuation using the CAP procedure, 

however, the procedure could be simplified without a corresponding increase in the 

computational cost; if the CAP unperturbed correlated potential for the projectile 

target system is used for the analytical continuation. 

 

We conclude this chapter by examining the possibility of applying the CAP-

FSMRCC / CAP-CIP [formulated in chapter 4/5] theory to the most striking 

phenomena, namely, intermolecular Coulombic decay 4 and the core excited shape 
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resonances 3,17 as the areas of interest for the future developments. For elastic 

scattering it is possible to formulate an effective one-particle theory. In the last part of 

the thesis, we have made such an attempt to formulate a potential from the coupled 

cluster framework of theories for the resonances in the low energy electron-molecule 

collisions.  For low-lying shape resonances in electron-molecule scattering, the 

dominating configurations are of the 1p-type. Similarly, the Auger decay can be 

represented by the 1h-type configurations. The optical potential derived from the 

single valence sectors of CAP-FSMRCC/CIP-CAP method will work for resonances 

that have large overlap with the (1,0) model space functions [these functions are 1p 

type in configurations] and (0,1) model space functions [these functions are  1h type 

in configurations]. However, for electronically decaying holes and Feshbach 

resonances, this is questionable. Whenever the projectile energy coincides with 

excitation energy of the target, a new channel opens up.  This leads to a loss in the 

elastic channel. The excited state configurations [from the higher order Fock space 

sectors] are needed for describing the many-body physics. The inelastic channels 

open up can in principle be described by the potential derived from the higher sectors 

of Fock Space Multireference calculation. Solving the CAP-FSMRCC for the higher 

Fock-Space sectors or deriving an energy dependent optical potential from the higher 

Fock-Space sectors in correlated independent particle theory would be particularly 

important in solving the important problems like inter molecular columbic decay in 

the columbic clusters and other Feshbach resonances which involves inelastic 

channels in formation and decay of resonances.  

 

Another important aspect which is worth mentioning at this point is that the 

energy dependence of the wave operator used. Each Fock space sector is necessarily 

energy-dependent. It can only provide as many eigenvalues as there are vectors in the 

model space. It has been known for decades that, if one uses the Feshbach-type 

projection operator approach, an effective Hamiltonian active in the chosen subspace 

can be constructed which gives [in principle] all eigenvalues, as long as there is 

overlap between the subspace and the eigenvectors in the full space.  However, a 

solution of a higher order Fock Space sector is inherently carrying the information 

about the lower valence sectors as the procedure is based on the sub system 

embedding condition. This means that if the model space functions of a higher order 

Fock space sector overlap with the higher energy decaying channels of the projectile-
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target system, then the solution of this Fock space sector intuitively contain all low 

energy decaying channels too and the solutions of CAP-FSMRCC or CAP-CIP will 

be universally [in principle] applicable to elastic scattering even at high projectile 

energies. This valence-universality and the subsystem embedding condition 81 

together makes higher sector of  CAP-FSMRCC or the CAP-CIP model an energy 

independent Feshbach type model provided each sector is energetically separable.  

However, for a decaying hole, the situation is very different. Even if the hole can be 

well described by a 1h-configuration, the decay is entirely due to 2h1p and so forth. 

In other words, there is an infinite number of eigenstates energetically nearby that are 

almost completely 2h1p or higher. That means, a model space function of the low 

order Fock space sector is intrude by the functions from the complementary space. 

The mixing of these configurations from the complementary space with the model 

space may then be so strong that this leads to convergence problems. Instead of 

limiting the model space to 1h configurations, one can then extend the model space to 

include the 2h1p configurations also and yet it is possible still to have the intruder 

problem, makes the model space is enlarged to a computationally unmanageable size.  

Thus, the FSMRCC method for the ICD problems and other Feshbach resonances in 

most cases would be computationally expensive and even may not be feasible. 
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Chapter 2 

Fock Space Multireference Coupled Cluster Calculations Based on   

an Underlying Bi-Variational Self-Consistent Field  
 

 

 

Abstract: The Fock space multi-reference coupled cluster based on an underlying bi-

variational SCF is applied to the problem of computing complex energy associated 

with Auger and shape resonances in e-atom scattering. It is concluded that FSMRCC 

based on a bi-variational SCF provides a useful and practical approach to calculation 

of resonance parameters. Numerical results are presented for the 2P shape resonance 

of Mg and Auger 1s-1 hole of Be. 

 

2.1. Introduction 

 

As explained in chapter 1, The resonances are characterized by the complex 

energy eigenvalues Z=E-iΓ/2, where E gives the position of the resonance and Γ 

gives the width of the resonance.1 The corresponding eigenfunctions diverge 

asymptotically and do not belong to the Hermitian domain of the Hamiltonian. The 

dilation of atomic Hamiltonian has emerged as a practical and potentially accurate 

method for the calculation of resonance parameters in electron-atom scattering. 2,3,4 

These methods are based on the mathematical developments of Aguilar, Balslev, 

Combes, and Simon. 5 The essential idea in these methods to the resonance problem is 

to make a transformation on Hamiltonian which results in a non-Hermitian operator, 
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one of the square integrable eigenfunctions of which corresponds to the resonant 

state. The associated complex eigenvalue then gives the position and width of the 

resonance or auto-ionizing state. 

 

The dilation transformation of the electronic coordinate r→rη , where η is 

a complex number, is used to make the resonance function square integrable. In 

atomic physics, in which particles are interacting with coulomb forces, the 

transformation r→rη is quite straightforward. For arg(η)  larger then some critical 

values, the complex eigenvalues correspond to the resonance Z=E-iΓ/2 of H(η), are 

invariant to changes. i.e. 

 

 0 1 2 .; , , .
n

n
d Z n
dη

= =         2.1.1 

The advantage of this method over complex continuum calculations is that the 

resonance eigenfunctions are square integrable and thus many existing electronic 

structure calculation for the bound state can be adapted to the resonance. Though 

conceptually simple, difficulties may arise in treating molecular systems using 

complex scaling method. 6   Introduction of an absorbing boundary condition in the 

exterior region of the molecular scattered target using a complex absorbing potential 

(CAP) 7 may be an alternative and numerically simpler route to solve resonance of the 

molecules. CAP potentials have been applied to molecules in the context of 

configuration interaction and electron propagator techniques. 8 

 

A complex SCF 9 technique, also called bi-variational SCF 10,11 has been 

attempted to calculate many electron atomic or molecular resonances. In these 

calculations the resonance energies and width are calculated as a difference between 

the ground state total energies of the (N±1) and the neutral target. The total energy of 

the ion is stabilized with respect to scale parameter η while the total energy of the 

neutral target is assumed to be stable for η=1.0. The resonant energy eigenvalues 

were obtained by a SCF method in a manner very similar to standard SCF technique. 

Mishra et  al. 12 showed that a crude approximation of the  resonance eigenvalues can 

be deduced using Koopmans` theorem once the complex energies for all orbitals are 

obtained. The ionization potential / electron affinity studies using Koopmans` 
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theorem provide with the simultaneous calculation of both energy (real part) and 

width (twice the imaginary part) of electron detachment Auger resonance (E0
N-Es N-1) 

and electron attachment shape resonance (Es
N+1-E0 

N), where s labels a stationary state 

and E0 
N  is the ground state total energy of the neutral N-electron target. In this case, 

any stabilization is attributed to the total energies of the corresponding N±1 system. 

The resonance eigenvalues obtained by the Koopmans` theorem can always be 

modified by correlation studies. 

 

The role of correlation and relaxation in the formation and decay of 

metastable states has been reported. 13 The accuracy of the SCF approximations in the 

case of an electron scattering resonance depends on the extent to which the electron 

correlation is important in the description of particular states. This can be achieved by 

an effective Hamiltonian, which corrects for the inadequacies of bi-variationaly 

obtained Hartree-Fock operator. Thus complex SCF calculations on resonance will 

provide the best starting point for more accurate calculations. 

 

The Fock space multireference coupled cluster (FSMRCC) 14-16 method has 

been quite successful in the calculation of electron affinity and ionization potential. In 

this chapter, we formulate a FSMRCC method based on the complex SCF for the first 

time to the direct and correlated calculations of resonance energy and width. This can 

describe the dynamic and non-dynamic electron correlation efficiently in the ionized 

or electron attached states. The MRCC method is based on a pre-chosen model space 

and the main ionizations can be conveniently described using a model space of 

important (N-1) electron determinants and an appropriate exponential wave operator 

to describe the dynamic electron correlation. Diagonalization of an effective 

Hamiltonian17 over the model space provides the multiple roots of the state. Using the 

restricted Hartree-Fock of N-electron system as vacuum, the (N-1) electron 

determinants constitute one-hole Fock space. Similarly with one-particle model 

space, electron affinity can be determined. The Bloch effective Hamiltonian18 has 

been used quite successfully in the FSMRCC method to describe ionization potential, 

electron affinity and excitation energies.  Quite clearly, a complex scaled FSMRCC 

can be a potentially powerful candidate to compute resonance energies and the width 

of the resonances.  
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In this chapter we present resonant parameters and optimal scaling values 

obtained by FSMRCC method. The 1s-1 hole in Be leads to a KLL Auger resonance 

and has been studied both experimentally and theoretically. 12,19,20  The 2P shape 

resonance in e-Mg scattering serves as a problem for checking the theoretical scheme 

for the treatment of shape resonance and has been studied extensively. 9,21,22  We have 

utilized  a (10s/6p) CGTO 10  and a (14s/11p) CGTO 23a  bases for Be and a (4s/9p) 

CGTO 23b bases for Mg since other theoretical results are available in these basis. 

 

The section 2.2 contains a brief outline of the bi-variational SCF method 

which serves as a starting point of our MRCC method to compute the resonance. In 

section 2.3 we will develop the FSMRCC technique to compute resonance energy and 

a trajectory method to singling out the resonance orbital. In section 2.4 we will 

present our results for the calculation of 1s-1 Auger hole in Be and 2P shape resonance 

in Mg. Further improvement in the characterization of the resonance using MRCC 

methods are presented in the concluding section. 

 

2.2. Bi-Variational SCF 

 

In the complex self-consistent field method (bi-variational SCF) proposed by 

Mishra et al. 10, a complex Hamiltonian was used together with real basis functions. 

The difference between usual Hartree-Fock theory and bi-variational SCF is that in 

the latter, the energies of various orbitals are now complex. For the complex values of 

the dilation parameter  η , the dilated atomic Hamiltonian 

 

2 21 1
2

( ) ( ) ; i
i

i i ji ij

ZH e
r r

θη η η η η α −

<

= ∇ − + =∑ ∑     2.2.1 

is non-Hermitian, and therefore variational theorem does not apply. However, a bi-

variational theorem for non-Hermitian operators can be applied and the bi-variational 

SCF equations for the complex scaled Hamiltonians are derived by extremizing the 

generalized functional.     

 

000000 )(),( ΨΦΨΦ=ΨΦ ηε H     2.2.2 
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The trial functions Φ0 and Ψ0 are built from linearly independent one-particle 

functions or spinorbitals:  

 

)},(det{)!( 2/1

0 ii xN φ−=Φ       2.2.3 

 

)},(det{)!( 2/1

0 jj xN ψ−=Ψ       2.2.4 

where the indices  i and j go from 1 to N. 

The sets {φI}1
M ( ,and {ϕI}1

M (M≥N) of spin orbitals are  biorthonormal, 

 

ijji δψφ =         2.2.5 

Extremization of the functional in Eq. 2.2.2 results in the following SCF equations: 

 

† *
i i iF φ ε φ=          2.2.6 

 

i i iFψ ε ψ=         2.2.7 

where 
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        2.2.8 

 

*
occ

i i
i

ρ ψ φ= ∑          2.2.9 

 

The complex symmetry nature of the dilated Hamiltonian H+(η)=H*(η) suggests the 

dual choice of basis Φ and Ψ having the property Φ=Ψ* and the consequent 

association {ϕi}={φ*
i} to make the approximate many-electron wave function satisfy 

same relation as the exact one. The advantages of this assumption {ϕi}={φ*
i} and the 

details of the implementation of the bi-variational SCF procedure are given in Ref. 

10.  
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2.3. Fock Space MRCC Method to Calculate Resonance 

 

We choose the restricted Hartree-Fock determinant for N electron as the 

vacuum. With respect to this vacuum, holes and particles are defined. Depending on 

the energies of interest, these are further divided into active and inactive set such that 

each determinant φI of the model space has at least one active particle For an 

(N+1)/(N-1) electron state, the model space consists of determinants consisting of one 

active particle/hole. These are called one-particle or one-hole model space. The active 

particles or holes can be so defined as to make the model space complete. 

 

i
api

ic Φ=Ψ ∑
∈

µµ
)0,1(0         2.3.1 

where, (1,0) denotes one active particle and zero active holes present in the model 

space determinants {φI}. Cµi are the model space coefficients. The exact 

wavefunction can be written in the Fock space method using Lindgren`s normal 

ordered ansatz 16 as,  

 
)0,1)(0()0,1(

µµ ΩΨ=Ψ         2.3.2 

 

}{ )0,1(~Te=Ω          2.3.3 

where, Ω is a valence-universal wave operator, and the curly bracket denotes operator 

within it to be normally ordered. The valence-universality of the wave operator 

ensures connectivity and size-extensivity of the Fock space Bloch equations. To 

ensure this, )0,1(~T  is defined to contain the amplitudes for lower valence sectors too. 

Hence the T`s used are capable of describing the problem consisting of lower valence 

electrons.  

 

1 0 0 0 1 0( , ) ( , ) ( , )T T T= +%        2.3.4 

where T(0,0) is only a hole-particle creation operator and T(1,0) operator destroy exactly 

one valence particle in the model space. Each of these T's can be written as sum of 

different n-body operators. If the one-body scaling term is introduced in the Hartree-

Fock level, the Fock space MRCC theory has a complex vacuum and consequently 
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the complex molecular orbitals dictate that the T-operator for all the sectors will be 

complex.  

 

0 0 0 0( , ) ( , )T Tnn
= ∑         2.3.5 

1 0 1 0( , ) ( , )
n

n
T T= ∑         2.3.6 

To calculate the electron affinity, we substitute the wave function into Schrödinger 

equation for the multiple roots of the (N+1) electron states. The roots are obtained as 

eigenvalues of the effective Hamiltonian 17 defined over the model space. The model 

space and the wave operator Ω are obtained by the Bloch equation 18 projected to the 

(1,0) model space as well as its lower sector, in this case (0,0) sector.  

 

1 0( , )H C CEeff =         2.3.7 

 

0 1 0 1

( , ) ( , ) ( , ) ( , )

, ,

m n m n m n m nQ H P Q H Peff
m n

Ω = Ω

∀ = ∀ =
    2.3.8 

 

 
0 1 0 1

( , ) ( , ) ( , ) ( , )

, ,

m n m n m n m nP H P P H Peff
m n

Ω = Ω

∀ = ∀ =
    2.3.9 

The Eigenvalues of the Heff’s, Eµ's, are the exact energies of the system. Equations for 

cluster amplitudes are solved using subsystem embedding condition i.e., first 

equations for lowest sector are solved. With the T's of the lower sectors as constants, 

equations for higher Fock space sectors are solved progressively upwards. Normal 

ordering and subsystem embedding condition together decouple the equations for 

each Fock space sector.  The solution of the Bloch equation defines the effective 

Hamiltonian over the model space. It has dimension same as model space dimension 

and eigenvalues correspond to the exact energies of the system i.e. EA of the system. 

The vacuum expectation value of the effective Hamiltonian is the energy of the 

closed shell N-electron state or zero-valence problem. Diagrammatically, this can be 

dropped easily and the eigenvalues of the resultant effective Hamiltonian of one 

valance Fock space sector provides us with direct difference energies. However, the 
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effective Hamiltonian is a complex non-Hermitian matrix, in general. In a similar 

manner, we can solve the MRCC equations for (0,1) sector of the model space and 

can carry out the IP calculations. In this chapter, we have used a singles and doubles 

approximation for the cluster amplitudes of both zero and one valence sector. This 

FSMRCCSD approximation has been noted to be quite accurate for the purpose of IP/ 

EA calculation.  However, one may note that in the FSMRCC method of computing 

direct difference energies, the energy of the ground state is computed with the scaled 

Hamiltonian. This is a result of the direct evaluation of the difference energies. The 

dependence of the electron affinity/ionization potential as well as the ground state 

energy with the scaling parameter is worth investigating. We may note that the 

dependence on the scaling parameter is a feature with all methods, which obtain these 

difference energies in a direct manner. The dependence of the scaling parameter is, 

however, manifestation of the finite basis set as we will be discussed in the next 

section. 

 

2.4. The Trajectory Method for Resonance Energies and Width by the EA /IP 

Search. 

 

Aguilar, Balslev, Combes and Simon 5 have studied the transformations of the 

spectrum of the Hamiltonian for an N+1 particle system under complex scaling. The 

spectrum is transformed in such a way that the resonance states become isolated in 

the complex energy plane.  Based on these spectrum transformation results, the EA= 

En
N+1(η) - E0

N obtained from MRCC calculations may be classified as follows. 

 

(1) Bound state eigenvalues and scattering thresholds are invariant of η and if 

n denotes a bound state EnN+1(η) is real and persistent. Therefore En
N+1(η) - E0

N is a 

persistent real energy. 

 

(2) As continua rotate as a function of η, complex eigenvalues may be 

exposed. These eigenvalues are independent of η as long as they are isolated from 

continuum. These complex energies correspond to resonances. If n denotes a resonant 

(metastable state) of the ion, En
N+1(η)= Er

N+1 -iΓ/2 and the corresponding energy 
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difference En
N+1(η) - E0

N = (Er
N+1 (η) - E0

N )-iΓ/2  gives the position(real part) and 

half width(imaginary part) of the resonances.  

 

A similar analysis may be carried out for the ionization potential to calculate 

the position and width of Auger resonance. With this brief discussion of the 

calculation of energy differences as a common background, its utility in direct and 

simultaneous treatment of  resonances of N±1 electron systems  becomes manifest. 

 

While the EA/IP corresponding to the resonance is persistent once uncovered 

and should be invariant to further changes in the complex scaling parameter, 

applications employing the manageable basis sets do not fulfill  the condition. 

 

0 1 2 3, , ...
k

k

d y k
dη

= ∀ =        2.4.1 

This condition for total stability is instead seen to manifest itself as quasistability in 

short range of  η . The stability  of resonance is then examined through the following 

relation: 

 

∂Z/∂η =0          2.4.2 

and for  η=αe-iθ  one has the reciprocity relations: 

 

(∂Z/∂ θ)αopt   = -iη (∂Z/∂η ) =0        2.4.3 

and   

 

(∂Z/∂α)θopt   =iη/α (∂Z/∂η ) =0         2.4.4       

Eq. 2.4.3 can be solved by plotting θ trajectory, which is a graphical method in which 

resonance energy Z is plotted as a function of θ, holding α fixed. In a similar way Eq. 

2.4.4 can also be solved. The stationary point along the trajectories which satisfies the 

complex form of virial theorem corresponds to slowing down (closing of distance 

between consecutive points) or cusps of these trajectories.   The tedious and 

expensive graphical solutions of equations 2.4.3 and 2.4.4 is the principal bane of 

complex coordinate calculations. 
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2.5. Results and Discussion  

 

2.5.1. The 1s-1 Auger Hole in Be 

 

The 1s-1 Auger hole in Be is studied by checking the ionization potential 

calculations using FSMRCC method for various scaling parameters. A comparative 

study of θ trajectories between the uncorrelated SCF and FSMRCC for the α =0.85 is 

shown in Fig. 2.1 using 10s/6p basis set. The noticeable difference between the two 

trajectories shows the need for the inclusion of correlation and relaxation in the study 

of Auger resonances. It is seen that by including the correlation, the energy is 

lowered. This can be due to the additional screening of nucleus by other electrons. 

The positive imaginary part coming in the bi-variational SCF level away from the 

optimum values of the scaling parameter may be due to the instability of complex 

SCF and use of finite basis set. The θ  trajectories for α=0.80, 0.85, 0.90 and 0.95 are 

shown in Fig. 2.2   The slowing down accompanied by a small cusp is seen in the 

trajectories for α=0.90 and 0.95.  To determine the optimal value of alpha we next 

examine the alpha trajectories (Fig. 2.3) for θ=0.08, 0.09, and 0.10rad. These 

trajectories displays a coalescence of the points near the α=0.90 and this value of 

alpha is taken as the optimal value. After the optimal point, the trajectories show 

monotonous increase of distance between the consecutive points. The values for the 

energy and width obtained by various theoretical and experimental methods are 

shown in Table 2.1. Our results also show a good agreement with these results. We 

have done similar calculations using the 14s/11p basis set. The alpha trajectories for 

these calculations are shown in Fig. 2.4. The optimum value of the scaling parameters 

(αopt=0.75 to 0.78, θopt=0.26rad) for this basis set is different from that of 10s/6p basis 

used. The results we got using this higher basis set is more close to experimental 

result and higher order dilated -propagator theory results. The trajectories plotted by 

using higher basis sets are more stable than that of lower basis set and showing less 

dependence of scaling parameters near the resonant point. 

 



 
 
                                                                                                                                               Chapter 2 

  43

  

 

 

 

 

 

 

 

 

 

 

Figure 2.1 The θ trajectory (10s/6p basis) for the Auger 1s-1  hole in Be. α =0.85 and θ 

increments are in the steps of 0.02rad. The θ values begin with 0.0rad for the Im E =0.0 

eV.  SCF ( �); FSMRCC ( ) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.2 The θ  trajectory(10s/6p basis) for the Auger 1s-1 in Be. θ increments are in 

the steps of   0.02rad.  The θ values begin with 0.0rad for the Im E=0.0 eV.  α 

=0.80( ); α =0.85(�); α =0.90(∆);  α =0.95(×) 
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Figure 2.3 The α trajectory(10s/6pbasis) for the Auger 1s-1 hole in Be. α increments are 

in the steps of  0.2.  The trajectories starts from the right for the α value=1.00;  θ 

=0.07rad ( ); θ=0.08rad (�);  θ =0.09rad (∆); θ =0.10rad (×) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.4 The α trajectories (14s/11p basis) for the Auger 1s-1 hole in Be. α increments 

are in the steps  of  0.02.  The trajectories start from the bottom part for the initial value 

of α=0.62 .   θ =0.24rad ( );  θ =0.26rad (� );  θ =0.29rad (∆ ) 
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Table 2.1 Energy and width of Be+ (1s-1) 2S Auger resonance 

 

Method 

 

Energy(eV) 

 

Width(eV) 

Experiment 25 123.63 --- 

Many body Perturbation Theory 19 ---- 0.09 

Second Order Dilated electron Propagator 26 124.98 0.05 

Quasiparticle Diagonal 2ph-TDA  Dilated 

Electron propagator 27 127.90 0.54 

Zeroth Order Dilated electron  Propagator 27 128.80 0.24 

Second order electron propagator with  

 Siegert boundary condition  20 125.47 0.02 

Third order decoupling of dilated electron   

 Propagator (14s/11p basis )  23a 124.63 0.76 

Fock space MRCC based on  bi-variational  

SCF(this work) 

10s/6p basis 

14s/11p basis  

 

 

126.97 

123.82 

 

 

0.38 

0.45 

 
 

 2.5.2.   2 P shape Resonance in Mg 

 

The shape resonances belong to the continua attached to the first threshold of 

the target and are easiest to analyze.  The alkaline earth element Mg has P-type orbital 

as the lowest unoccupied orbital. These p orbitals are ideally suited for providing 

centrifugal angular momentum barrier of adequate width and depth to temporarily 

trap the impinging electron. We have performed a series of calculations with different 

values of scaling parameter alpha and theta on this system, which employs a 4s/9p 

basis of real valued Gaussian functions. 
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The results obtained from experiment and various theoretical methods and for 

e-Mg Scattering are collected in Table 2.2. Our result for energies and width are in 

good agreement with experimental and other theoretical methods. In a MRCC 

calculation using the complex Hamiltonian H({ηr}),there is a stationary behavior of 

the complex electron affinity with respect to variation of the theta and alpha to be 

expected ,at some value of θ and α, ∂E/∂θ  and ∂E/∂α vanishes respectively. 

However, in calculations utilizing a limited basis sets only quasi-stability in a narrow 

region of alpha and theta values are observed. The resonances are identified by 

plotting the complex electron affinity as a function of theta (theta trajectory) for alpha 

values near the optimal values and the quasi-stable region in the trajectory is 

associated with resonance energy (real part) and half width (imaginary part). The 

same way alpha trajectories are also constructed for theta values near the optimal 

values. 

 

The lowering of both the energy and width near the stationary point in the 

theta trajectories shown in Fig. 2.5 and Fig 2.6 seems to indicate that relaxation of the 

target helps the impinging electron to see more nuclear attraction (lower 

energy),whereby it spends more time in the vicinity of he target(has smaller width). 

This is reflected in our MRCC calculations by the cusp near the stationary points in 

the trajectories.  

 

MRCC calculations also shows some of the notable features of stabilization 

method 24 that at the point of optimal stabilization of the resonant root there is an 

avoided crossing with another nearly degenerate root which descends from above and 

replaces the stabilization root when further changes in the stabilization parameter is 

affected. The two theta trajectories in Fig. 2.7 corresponds to two different scattering 

roots approaches to each other from the opposite direction in the complex energy 

plane and there is almost an avoided crossing near the resonance. These trajectories 

are corresponding to different orbitals and display an identical resonance behavior 

near the crossing point. The wave packet nature of the incoming electron beam can 

explain the multiple resonant roots. The key idea of the stabilization theory is that the 

resonances are localized inside the potential barrier. The wave packet is made up of 

many waves falling within the width of the packet center. As such, orbital bases of 
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the kind employed here with nearly degenerate orbital energies in close proximity to 

the resonance energy will give rise to different roots describing the different roots of 

the packet whose width is determined by the width of the widest root. 

 

The optimum value of α (αopt =0.72 to 0.75) is same as that of the dilated 

electron propagator calculation 21 which is also based on an underlying bi-variational 

SCF. But our method needs a larger rotation to uncover resonance (θMRCC
opt=.26rad to 

.30rad, θpropagator
opt=.12rad). This may be due to the high theta dependency of the 

ground state energy of the n electron target, En(θopt). 

 

Table 2.2 Energy and Width of  2P shape resonance in e-Mg Scattering 

 

Method 

 

Energy(eV) 

 

Width(eV) 

Experiment 28 0.15 0.13 

Static Exchange Phase shift 29 0.46 1.37 

Static Exchange plus Polarizability Phase 

Shift 29 
0.16 0.24 

Static Exchange cross Section 30 0.91 2.30 

Static Exchange plus 

Polarizability cross Section 30 
0.19 0.30 

S-Matrix pole(x alpha) 31 0.08 0.17 

Second Order biorthogonal 

Dilated electron propagator 32 0.15 0.13 

Complex SCF 33 0.51 0.54 

CI 33 0.20 0.23 

Fock Space MRCC calculation based on 

Bi-variational SCF [this  work] 
0.13 0.18 
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Figure 2.5 The θ trajectories for the 2P shape resonance in Mg--. Initial value of θ=0.02 

rad and its starts from the top.  θ increments are in the steps of 0.02 rad. The average 

value near the converged points is marked as α=0.72(∆ );  α=0.73(�); 

α=0.75( ) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.6 Variation of Real(E) and Im(E) with respect to θ;  α=0.72(∆ ); 

α=0.73(�) 
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Figure 2.7 The θ trajectories for multiple resonant roots. Root I (� : α initial=0.7, 

α increment=0.01) starts from bottom right and root II (∆  : α initial=0.65, α 

increment=0.01 )starts from top right. 

 

2.6. Concluding Remarks  

 

The electron correlation and relaxation effects are playing a substantial role in 

the formation and decay of resonance. The description of the resonance energy levels 

at the bi-variational SCF level is included only to discriminate the correlation and 

relaxation effects characterize the resonance. 

  

The basic purpose of our work is to use a highly correlated Fock space MRCC 

method using complex scaling to compute ionization potential/electron affinity, and 

thus  to  provide a method to obtain  more accurate energy and width of the 

resonance. Our results show the correlation and relaxation effects in the calculation of 

resonance. 
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Chapter 3 

A General Formalism of Fock Space Multireference Coupled Cluster 

Method for Investigating Electronic Resonances in Molecules  
 

 

 

Abstract:  Electron correlation and relaxation effects play a substantial role in the 

formation and decay of resonance states. In this chapter we formulate a complex 

absorbing potential combined with Fock space multireference coupled cluster method 

for the correlated calculations of resonance energy and width. This can describe the 

dynamic and non-dynamic electron correlation efficiently in the ionized or electron 

attached states.  

 

3.1. Introduction 

  

 The analytical continuation of the Hamiltonian in the complex plane giving 

the direct access to the resonance parameters has attracted considerable attention. 1-4 

The advantage of this method to investigate resonance is that the resonance 

parameters can be obtained by using L2 wavefunction. This method in which the 

asymptotic wavefunctions are not necessarily included appears to have great 

computational advantage. The analytical continuation of the Hamiltonian is possible 

either by a complex scaling method  2-5or by a complex absorbing potential [CAP] 

method.6-8  However, difficulties arise in molecular systems and, moreover, the 

implementation of this method in ab initio codes that go beyond the one-particle level 
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is very difficult. 2 In a previous chapter, the combination of complex scaling with 

Fock space multireference coupled cluster theory was proposed, which makes use of 

the complex one-particle basis functions from a bi-variational self-consistent field 

method. 9 This has been applied to the 1s-1 Auger resonance of Be and the 2P shape 

resonance in e--Mg scattering. However, the graphical solution to optimize the 

complex-scaling angle θ  is time-consuming and computationally expensive, as it 

requires the calculation of basis functions from the bi-variational self-consistent field 

method procedure for several scaling angles and the repetitive transformation from 

the atomic to the molecular orbital basis. 

 

 The idea underlying complex absorbing potentials to calculate the resonance 

parameters is to introduce an absorbing boundary condition in the exterior region of 

the molecular scattered target. In this way the wavefunction of the scattered electron 

becomes square-integrable. The CAP procedure is minimally invasive in the sense 

that neither the internal structure of the physical Hamiltonian is affected nor is there 

any need to use other basis sets than usual real Gaussians and thus many existing 

electronic structure calculations for bound states of molecule can adapt to the 

resonance. 10 

 

 CAP potentials have been applied to the molecular resonances in the context 

of configuration interaction [CI] and electron propagator theories. 4,10,11 Recently CAP 

technique at the multireference configuration interaction level, has been applied to the 

resonance states in metastabe ions. 4,12 In these calculations the resonance energies 

and width are calculated as a difference between the ground state total energies of the 

[N±1] and the neutral target. The ionization potential/electron affinity studies provide 

the simultaneous calculation of both energy [real part] and width [twice the imaginary 

part] of electron detachment Auger resonance [E0
N-Es

N-1] and electron attachment 

shape resonance [Es
N+1-E0 

N], where s labels a stationary state and E0 
N  is the ground 

state total energy of the neutral N-electron target. However, it is well known that the 

CI method is not a very desirable electronic structure technique mainly because of 

size-inextensive manner in which the dynamic correlation is included. Coupled 

cluster [CC] based methods, with exponential wave-operator, includes this dynamic 

correlation efficiently and in a size-extensive manner. 13 Further, the multireference 

coupled cluster [MRCC] 14-16 treats the non-dynamic correlation inherent in the 
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ionized states and thus this class of method represents method of choice in the 

electronic structure calculation. In addition, the evaluation of energy differences can 

be done in a direct manner in the MRCC method 

 

 In shape resonances, where the trapping of the projectile electron occurs in the 

potential well created by low lying electronic states, target electrons are not affected 

dynamically, except through a minor polarization. The vertical energy difference 

approximation, i.e., by assuming the same geometry for (N+1) and N electron system, 

adopted in the above mentioned methods, determines the resonance energy, is  valid 

for this kind of short-lived resonances, where the time delay is too small for the nuclei 

to relax. For longer-lived resonances, where nuclei relax before the extra electron 

reemitted, one has to treat the relaxation of the nuclei in the presence of electronic 

autoionization. When the attachment occurs in a dissociating negative-ion state, the 

molecule may dissociate into fragments, stabilizing the electron attachment in the 

process. Since there is always a chance that electron will escape [autodetach] before it 

is stabilized, the magnitude and variation of the lifetime of the molecule state with 

respect to internuclear separation are crucial in determining which process 

dominates.17 Adiabatic energy differences, i.e., by assuming different geometry for 

neutral target and metastable states, is particular useful in this case to correlate the 

lifetime of the metastable state with internuclear separation. 

 

 The objective of this chapter is to formulate a method in which CAP can be 

combined with Fock space multireference coupled cluster [FSMRCC] method for the 

first time to the highly correlated calculation of resonance energy and width by 

calculating vertical and adiabatic energy differences. For the problem of resonance, 

the CAP is introduced only into the description of the N+1 electron state and the N 

electron ground state is described by the Hamiltonian without CAP. This use of 

perturbation term in correlating N+1 system only implies that adequate modifications 

to the FSMRCC method of energy differences need to be made. Even for the vertical 

energy differences, no longer the energy differences can be calculated in a direct 

manner.  The FSMRCC method is based on a pre-chosen model space and the main 

ionizations and affinities can be conveniently described using a model space of 

important (N-1)/(N+1) electron determinants which span one-hole/one-particle Fock 

space with respect to a ground state restricted Hartree-Fock vacuum. Incidentally, it 
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has been shown that the one-valence Fock space multireference coupled cluster 

theory is equivalent to the equation of motion based coupled cluster theories 

[EOMCC]. 18  A valence-universal exponential wave-operator describes the dynamic 

electron correlation 14 in the FSMRCC method. Diagonalization of an effective 

Hamiltonian 16 over the model space provides the multiple roots of the state. The 

Bloch effective Hamiltonian 19 has been used quite successfully in the FSMRCC 

method to describe the ionization potential, electron affinity and excitation energies. 

Although the effective Hamiltonian is usually a non-Hermitian matrix, this is not a 

problem, since the size of the matrix is small. In this context, the introduction of CAP 

potential does not introduce any additional complexity, while in the context of CI, 

CAP makes the large CI-matrix non-Hermitian. Section 3.2 details the inclusion of 

CAP at the coupled cluster singles and doubles [CCSD] level and subsequently the 

introduction of CAP at the one-valence level of Fock space in the singles and doubles 

approximation is presented in Section 3.4. Calculations of resonances energy for both 

short-lived and long-lived cases are discussed. 

 

3.2. A CCSD Formulation of H(η)  

 

3.2.1. Form of CAP 

 

 In the treatment of CAP to electronic resonance states, electron absorption is 

accompanied by replacing the molecular Hamiltonian H by  

 

( )H H i Wη η= −        

 3.2.1 

where η is a real, non-negative number referred to as CAP strength parameter. W is a 

local, positive semidefinite one-particle operator. In the limit η→0+, H(η) defines an 

analytical continuation of H. Given a complete basis set, for every resonance state 

there exists an eigenvalue E(η) of H(η) with the property, limit η→0+  E(η)=Er-iΓ/2. 

In order to keep the target as unperturbed, we eliminate the effect of CAP on the 

Hartree-Fock ground state, 

 

ˆ ˆ ˆ ˆW PWP→         3.2.2 
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where  

 

ˆ
i i

i
P φ φ=∑          3.2.3 

The redefinition is easily accomplished by setting  

 

ˆ 0p qWφ φ =         3.2.4 

 if either  pφ  or qφ is an occupied orbital. The advantages of the above form of 

CAP and the details of the implementation in the post Hartree-Fock methods are 

given in reference. 10 

 

3.2.2 Formalism of CAP in CCSD Method 

 

 The second-quantized form of H(η) 

 

† † †

. . , ,

1ˆ( )
4p q p q s r

p q p q r s
H p h q a a pq rs a a a aη = +∑ ∑  

  †

.

ˆ .p q
p q

i p W q a aη− ∑       3.2.5 

The normal ordering of the operator strings in the above equation will give  

 

† † † †

. . , , .

1ˆ ˆ( ) { } { } { }
4p q p q s r p q

p q p q r s p q

H p F q a a pq rs a a a a i pW q a aη η= + −∑ ∑ ∑  

  
, ,

1ˆ ˆ
2i i j i j

i h i ij ij i i W jη+ + −∑ ∑ ∑ .   3.2.6 

where { } defines the normal ordering of the operator with respect to vacuum state. 

The indexing convention we will use for this section is that   p, q, r and s denote the 

orbitals which may be either occupied or unoccupied in the reference state extend 

over all spin orbitals; i, j, k and l refer to spin-orbitals occupied in the Hartree-Fock 

ground state [or some other suitably chosen state]; and a, b, c and d refer to spin-

orbitals unoccupied in the reference. The first and second term on the RHS of the Eq. 

3.2.6 is the normal ordered form of CAP unperturbed Hamiltonian and the fourth and 

fifth term together gives the Fermi vacuum expectation values of the electronic 
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Hamiltonian H. The last term corresponds to Fermi vacuum expectation value of CAP 

and by definition it is zero. 

  

 The operator H(η) can written as 

 

0 0( ) N N NH F V i W Hη η φ φ= + − +        3.2.7 

 

0 0( ) N NH H i W Hη η φ φ= − +       3.2.8 

 

0 0( ) ( )NH H Hη η φ φ= +        3.2.9 

 where the subscript N  indicates normal ordering of all the component operator 

strings. Because of the complete elimination of the influence of CAP on SCF ground 

state,  

 

0 0 0 0( )H Hφ η φ φ φ= ,       3.2.10 

HN(η) can be written as , 

 

0 0( ) ( ) ( )NH H Hη η φ η φ= −       3.2.11 

i.e., the operator H(η) minus its SCF energy. In this context, the operator HN(η) can 

be viewed as  a correlation operator. 

 

 The exact many particle eigenfunction |Ψ(η)〉 of the operator H(η) can be 

written as an exponential cluster operator acting on an independent particle function 

|φ0〉 

 
( )

0( ) Te ηη φΨ =         3.2.12 

The cluster operator T(η) consists of various n-hole n-particle excitations. 

 

( ) ( )n
n

T Tη η=∑         3.2.13 

Generally an n-orbital cluster operator may be defined as 
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2
† †

, ....
, ....

( )
1( ) ......
!

ab
n ij a b j i

i j
a b

T t a a a a
n

ηη  =  
 

∑       3.2.14 

The eigenvalue equation of the operator H(η) can be written as 

 
( ) ( )

0 0( ) ( )T CCSD TH e E eη ηη φ η φ=      3.2.15 

The reference energy can be removed from the above equation by normal ordering 

the of the operator strings in the H(η), i.e.,  

 
( ) ( )

0 0( ) ( )T CCSD T
N correH e E eη ηη φ δ η φ=      3.2.16 

where ( )CCSD
correEδ η  is the correlation energy which is the difference between the CAP 

perturbed ground state energy at the CCSD level and unperturbed Hartree-Fock 

ground state energy. Left multiplying the above equation by e-T(η) and subsequent left 

projection of this equation onto the reference and the excited determinants, one 

obtains the energy and amplitude equations. 

 
( ) ( )

0 0( ) ( )T T CCSD
N corree H e Eη ηφ η φ δ η− =      3.2.17 

 

 ( ) ( )
0( ) 0T T

u Ne H eβ η ηφ η φ− =        3.2.18 

 
( ) ( )

0| ( ) | 0T T
uv Ne H eβγ η ηφ η φ−〈 〉 =        3.2.19 

 
... ( ) ( )

... 0| ( ) | 0T T
uv Ne H eβγ η ηφ η φ−〈 〉 =        3.2.20 

Since H(η) is at most a two-particle operator, the Hausdorff formula gives finite 

number of terms when replaced in the above equations. 

 

[ ] [ ]1( ) ( ) ( ) ( ) ......
2

T Te H e H H T H T Tη η η η−  = + + +     3.2.21 

where T =T(η)  and we will continue this convention through out this chapter. The 

relevance of the formulation of CAP at the CCSD level for the calculation of 

resonance energy will be discussed in the Section 3.3. 
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3.2.3. CCSD Energy and Amplitude Equations 

 

 Using the connected cluster theorem of Cizek, 20 the CCSD [where T=T1+T2] 

energy and amplitude equation can be written as 

 

2
0 1 2 1 0

1( )[1 ] ( )
2

CCSD
N c correH T T T Eφ η φ η+ + + = ∂     3.2.22 

 

2 3
1 2 1 1 2 1 0

1 1( )[1 ] 0
2 3!u N cH T T T TT Tβφ η φ+ + + + + =     3.2.23 

 

2 3
1 2 1 1 2 1

1 1( )[1
2 3!u v NH T T T TT Tγ βφ η + + + + +     

 2 2 4
2 1 2 1 0

1 1 1 ] 0
2 2 4! cT T T T φ+ + + =      3.2.24 

where c indicates that unlinked terms must be dropped. 

 

3.2.4. Diagrammatic Analysis and Derivation of CCSD Equations 

 

 Diagrammatic representation of basic parameters, rules for deriving and 

evaluating diagrams, and the diagrams contributing to CCSD energy and amplitude 

equations of the Hamiltonian without the CAP are well known and can be found in 

several publications and texts. 21 The convention we will abide for deriving CCSD 

diagrams and equations is that u and v will denote external holes; i and j internal 

holes; β and γ external particles; and a and b internal particles. The extra component 

diagrams necessary for CAP model and their contribution to energy and amplitude of 

CCSD equations are shown in Fig. 3.1.  These arise from the complex operator W, 

which is particle-particle one-body operator. The diagram a in Fig. 3.1 corresponds to 

the matrix element of W: 

 

ˆb
aw a W b=          3.2.25 

No non-vanishing w containing diagrams arise when the Schrödinger equation 

projected onto reference state and the CCSD correlation energy is obtained as  
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, ,
,

( ) 2 (2 )i a ij ij ab
a i ab ba ij

i a i j
a b

E F t v vη τ∆ = + −∑ ∑      3.2.26 

where F is the Fock operator and  

 
ab ab a b
ij ij i jt t tτ = + .        3.2.27 

Diagram b in Fig. 3.1 represents the possible non-vanishing w diagrams arising from 

the projection of Schrödinger equation onto the singly excited determinants. These 

diagrams contribute to the t1 amplitude and the final expression for the t1 amplitude 

are presented in Table 3.1 . The t2 equation obtained when projecting onto doubly 

excited space is simply found from Table 3.1 by replacing the external indices 
βγ
uv][ ⋅⋅⋅⋅ by 2 βγ

uv][ ⋅⋅⋅⋅ - γβ
uv][ ⋅⋅⋅⋅  and the W diagrams contributing to this amplitude is given 

in diagram c in Fig. 3.1. In Table 3.1, we assume summation over all repeated 

indices. A permutation operator of the form 

 

[...] [...] [...]uv uv uv uvPβγ βγ βγ γβ= +        3.2.28 

is used in  the Table 3.1. The cluster amplitudes are complex numbers and dependent 

on η. The equations in Table 3.1 correspond to a unitary group approach spin 

integration scheme. 22 

 

 

   
                       (a)                 (b)                         (c) 

 

Figure 3.1 The diagrammatic representation of CAP and their contribution to CCSD 

energy and amplitude equations. 
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Table 3.1 

  

CCSD equations for t1 amplitudes 

 

)2(2 βαβαβββββ
i

a
uuiiu

i
ai

i
u

a
ua

a
ui

i
au tttthththttff +−+−+−  

     (2 ) (2 ) (2 ) 0i i a i i ab ij ji a
au ua i ab ba iu au au ijv v t v v v vβ β β β βτ τ+ − + − − − =  

ab
uj

ij
ba

ij
ab

i
u

i
u vvfh τ)2( −+=  

(2 )ij ji b
a a a ab ab ijh f i w v vβ β β βη τ= − − −  

(2 )i i ij ij b
a a ab ba jh f v v t= + −  

 

CCSD equations for t2 amplitudes 

 

{ ( )ij ab a i i a
uv uv ij ab uv uv a uv u iv ua ua i vv a b P g t g t v v t tβγ βγ βγ βγ β γ βγ βγ γ βτ τ+ + − − + −  

      1 1( ) (2 )(2 ) } 0
2 2

i i a i i a a i a i a
uv ua v i ua ua iv iv ua iv ua ivv v t t j k t t k t k tβ β γ β β γ γ β γ γ β− + + − − − − =  

a
j

ji
ua

ij
ua

a
u

i
a

i
u

i
u tvvtfhg )2( −++=  

b
i

i
ba

i
abi

i
aaa tvvtfhg )2( βββββ −++=  

ab
uv

ij
ab

a
u

ij
av

a
v

ij
ua

ij
uv

ij
uv vtvtvva τ+++=  

βγγββγβγ
i

i
abi

i
ababab tvtvvb −−=  

1 (2 )
2

i i ji i b ij b ij ij b
ua ua ua j ba u ab uj ab ba ujj v v t v t v T v v tβ β β β β β= − + − + −  

i i ij i b ij b
ua ua ua j ba u ba ujk v v t v t v Tβ β β β β= − + −  

βββ
j

b
u

b
uj

b
uj tttT +=

2
1  
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3.3. Formalism of CAP in the FSMRCC Method 

 

 We discuss in the section CAP-FSMRCC formulation suitable for the study of 

electron molecule resonance. However, for the N+1 electron system, the Hamiltonian 

contains the CAP; while the N electron molecule uses the unperturbed Hamiltonian 

.We first describe the Fock space MRCC   for the N+1 electron with CAP 

Hamiltonian. As in the normal FSMRCC, the restricted Hartree-Fock determinant 

0φ  for N electron molecule corresponding to the unperturbed Hamiltonian is chosen 

as the vacuum. With respect to this vacuum, holes and particles are defined. 

Depending on the energies of interest, these are further divided into active and 

inactive set such that each determinant φi of the model space has m active particles 

and n active holes, e.g., an (N+1)/(N-1) electron state, the model space consists of 

determinants consisting of one active particle/hole. These are called one-particle or 

one-hole model space. For each sector (m,n) of Fock space, our zeroth-order wave 

function consists of  a linear combination of model-space functions: 

 
0( , ) ( , )m n m n

i i
i ap

Cµ µ φ
∈

Ψ = ∑          3.3.1 

Cµi are the model space coefficients and m, n denotes the particle-hole rank of the 

Fock space sector. The exact [1,0] sector  eigenfunctions of H(η) can be written in the 

Fock space method using Lindgren`s normal ordered ansatz 15 as, 

 
(1,0) 0(1,0)( ) ( )µ µη ηΨ = Ω Ψ        3.3.2 

 
(1,0) ( )( ) { }Te ηηΩ = %

        3.3.3 

 where Ω(η) is the wave-operator, and the curly bracket denotes operator within it to 

be normally ordered.  The perturbation due to CAP is incorporated while correlating 

the target. Hence the wave-operator and the cluster operators will be complex, while 

the vacuum corresponds to the RHF of the N-electron Hamiltonian without the CAP. 

The wave-operator in FSMRCC theory is known to be valence-universal and this 

ensures connectivity and size-extensivity of the Fock space equations. In general, the 

wave-operator for the Fock space sector of m active particles and n active holes 

correlates all lower active particle-active hole Fock space sectors. The cluster 
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operator ( , ) ( )m nT η% corresponding to the wave-operator for [m, n) sector is defined to 

consist of cluster operator for the lower Fock space sectors. Hence the T`s used are 

capable of describing the problem consisting of lower valence electrons. 

 

( , ) ( , )

0 0

( ) ( )
m n

m n a b

a b

T Tη η
= =

=∑∑%        3.3.4 

In particular, the  

 
(1,0) (0,0) (1,0)( ) ( ) ( )T T Tη η η= +%        3.3.5 

where (0,0) ( )T η  is the cluster operator for  the single reference coupled cluster case 

containing only hole-particle excitation operators. In this case, however, due to CAP, 
(0,0) ( )T η  amplitudes will be complex. The (1,0) ( )T η destroys exactly one active 

particle and is also complex. 

 

 The normal ordering of the wave-operator prevents the different T operator to 

contract among themselves and leads to a decoupling of the Bloch equations 19 or 

different sectors. Equations for cluster amplitudes for different sectors can be solved 

using subsystem embedding condition [SEC] 15, i.e., first equations for lowest sector 

are solved. With the T's of the lower sectors as constants, equations for higher Fock 

space sectors are solved progressively upwards. The Bloch equations for general (m, 

n) sector can be written as  

 
( , ) ( , ) ( , ) ( , )( ) ( ) ( ) ( )

0,1,...
0,1,...

k l k l k l k l
effP H P P H P

k m
l n

η η η ηΩ = Ω

=
=

    3.3.6 

 
( , ) ( , ) ( , ) ( , )( ) ( ) ( ) ( )

0,1,...
0,1,...

k l k l k l k l
effQ H P Q H P

k m
l n

η η η ηΩ = Ω

=
=

    3.3.7 

 where  

 
( , ) 1 ( , )( ) ( ) ( ) ( )m n m n

effH P H Pη η η η−= Ω Ω      3.3.8 
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is an effective Hamiltonian 16 whose eigenvalues determine the roots  of the Fock 

space sector (m,n). 

 

( ) ( ) ( ) ( )effH C C Eη η η η=       3.3.9 

Since the effective Hamiltonian is complex, one can see that model space coefficients 

along with the roots are complex. Thus although the model space determinants 

obtained from the real zeroth order Hamiltonian in the N-electron Hamiltonian are 

real, the model space, 0
µΨ , referred in Eq. 3.3.1 by virtue of the coefficients, assumes 

a complex character. 

  

 Introducing normal ordering for the Hamiltonian in equations 3.3.6 and 3.3.7 

we get  
( , ) ( , ) 1

0 0

( , )
0 0

[ ( ) | | ] ( ) ( ) ( )[ ( )

| | ] ( )

m n m n
N N

m n

H H P P H

H P

η φ φ η η η η

φ φ η

−+ Ω = Ω Ω

+ Ω
  3.3.10 

 
( , ) ( , )

,( ) ( ) ( ) ( )m n m n
N N effH P H Pη η η ηΩ = Ω      3.3.11 

One can further show that this equation holds for connected operators only, i.e., 

 
( , ) ( , )

,[ ( ) ( )] [ ( ) ( ) ]m n m n
N connected N eff connectedH P H Pη η η ηΩ = Ω    3.3.12 

The Bloch equation from Eq. 3.3.11 can be written as  

 
( , ) ( , )

,[ ( ) ( )] [ ( ) ( ) ]m n m n
N connected N eff connectedH P H Pη η η ηΩ = Ω    3.3.13 

by redefining the wave-operator  

 
(0,0) ( )( ) ( )Te ηη η−Ω = Ω         3.3.14 

where the new operator, ( )NH η , 

 
( )

,( ) [ ( ) ]T
N N connected openH H e ηη η= .      3.3.15 
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 The vacuum expectation value of the effective Hamiltonian is the energy of 

the closed shell N-electron state [ ( )CCSDE η ] or zero-valence problem. 

Diagrammatically, this can be dropped easily and the eigenvalues of the resultant 

effective Hamiltonian, 

 

( ) ( ) ( )CCSD
N eff effH H Eη η η= − ,      3.3.16 

of one-valence Fock space sector (1,0) provides us with direct difference energies of 

CAP perturbed N +1 electron and N electron system, where CAP has been introduced 

into both the Hamiltonians 

 

 
1( ) ( ) ( )N N

directE E Eη η η+∆ = − ,     3.3.17 

 The direct difference energy ( )directE η∆ , obtained in this method is nothing but the 

vertical difference energy ( )verticalE η∆  [i.e., by assuming same geometry for N and 

N+1 electron system]. In a similar manner, we can solve MRCC equations for the 

(0,1) sector of the model space and can carry out the ionization potential calculations 

which gives the electron detachment Auger resonance.   

 

 Finding the CAP perturbed energy states of N+1 electron system are 

important, because only for the N+1 electron state we have a continuum electron 

present and the CAP serves to render the wavefunction of the scattered electron 

square-integrable. A calculation of the ground state energy of the unperturbed N 

electron system comes into play as soon as we want to express the resonance energy 

relative to the unperturbed N electron target. However, the vertical difference energy 

( )verticalE η∆  obtained from Eq. 3.3.17 is not the resonance energy as it uses the 

perturbed ground state energy of the N electron target. If the CAP perturbation on the 

N electron target[ ( ) ( 0)]CCSD CCSD
corre correE Eδ η δ η− = , where CCSD

correEδ  is the CCSD 

correlation energy corresponding to the ground state of   N electron target as given in 

Eq. 3.2.16 is very small, then the vertical energy difference obtained from Eq. 3.3.17 

is a good approximation to the resonance state energy of short-lived states, where the 

relaxation time for the nuclei is higher than that of electron passage time in electron-
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molecule collisions. CAP perturbation on the target system can be removed from the 

vertical difference energy ( )verticalE η∆  in a consistent manner. 

 

( ) [ ( )vertical directE Eη η∆ = ∆  

                 ( ) ( 0)]CCSD CCSD
corre correE Eδ η δ η+ − = Evaluated for same geometry  3.3.18 

Elimination of this perturbation is justified in view of the fact that perturbation of the 

target should kept as small as possible, and it is only the diffusive unoccupied orbitals 

that contribute to the description of  scattering electron outside the target. 10 The 

vertical difference energy ( )verticalE η∆ using Eq. 3.3.18, calculates the energy 

differences between CAP perturbed energy states of N+1 electron system and 

unperturbed N electron ground state energy for the same fixed geometry for N and 

N+1 electron systems and is the resonance energy of short lived states. 

  

 This vertical energy difference approximation is no longer valid for long- 

lived resonances, where the nuclei relax before the electron reemits. The adiabatic 

difference energy ( )adiabaticE η∆  [i.e., by assuming different geometry for N and N+1 

electron system], suitable for a long-lived resonance state, can be calculated by doing 

direct difference energy calculation [from Eq. 3.3.17] for a geometry  corresponding 

to an N+1 electron system and a separate CCSD  calculation  for a geometry 

corresponding to an N electron system.  

 
1

1 g
( ) ( ) ( 0)N CCSD

adiabatic Nelectrongeometry N geometry tar et
E E Eη η η+

= + =
   ∆ = − =     

 =
1 g

( ) ( ) ( 0)CCSD CCSD
direct Nelectron Nelectrongeometry N geometry tar et

E E Eη η η
= + =

   ∆ + − =     3.3.19 

 The calculations of ( )CCSD
correEδ η  and ( )CCSD

NelectronE η  are not  any  more computationally 

demanding, as the calculations make use of the  redefinition of the wave-operator 

given in Eq. 3.3.14, which  is  an integral part of FSMRCCSD formulation.  

 

 The resonances can be identified by plotting η trajectories, which is a 

graphical method in which the energy difference [ ( )E η∆ ] correspond to various 

energy states of interest are plotted as a function of η. The stationary point along the 
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trajectories which minimizes the |ηd( ( )E η∆ )/dη| corresponds to the resonance. The 

resonance parameters correspond to short-lived states can be easily obtained by the 

graphical solution of the vertical energy difference ( )verticalE η∆  calculated from Eq. 

3.3.18. Through a similar graphical solution, the adiabatic energy difference 

( )adiabaticE η∆ [Eq. 3.3.19], which is a useful quantity in correlating life time of the 

long-lived resonance state with internucelar separation, corresponds to resonance can 

be identified.  

 

 The working equations of the (0,0) ( )T η  are presented diagrammatically in the 

earlier papers. 23 CAP-FSMRCC equations for (1,0) sector are fundamentally 

equivalent to those of the FSMRCC equations without the complex absorbing 

potentials. The contribution of CAP terms in the one-valence problem comes through 

the modification of H  terms. The one-body particle-particle part of non-Hermitian 

H  includes one extra term W(η), in addition to the modifcation of other terms 

through the appearance of complex (0,0) ( )T η solved by CAP-CCSD equations 

presented in the Section 3.2 

 

3.4. Concluding Remarks 

 

 The basic purpose of our work is to formulate a highly correlated FSMRCC 

method using a complex absorbing potential to compute complex vertical/adiabatic 

energy differences, and thus to provide a method to obtain more accurate energy and 

width of resonance. The electron correlation and relaxation effects play an important 

role in the formation and decay of both long- lived and short-lived metastable states. 

Clearly a state-of-the-art CAP/FSMRCC method should be capable of describing the 

above resonant states. The formulation demonstrated here and its future extensions 

will open up the possibility of a highly correlated ab initio treatment of electronic 

resonance states. Efforts along the above mentioned lines are underway in our group. 
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Chapter 4 

Analytically Continued Fock Space Multireference Coupled Cluster 

Theory: Application to the 2Πg Shape Resonance in e-N2 Scattering 
 

 

 

Abstract: The technique of Fock space multireference coupled cluster [FSMRCC] is 

applied for the first time to the correlated calculation of the energy and width of a 

shape resonance in an electron-molecule collision. The procedure is based upon 

combining a complex absorbing potential [CAP] with FSMRCC theory. Accurate 

resonance parameters are obtained by solving a small non-Hermitian eigenvalue 

problem. The potential energy curve of the 2Πg state of N2
− is calculated using the 

FSMRCC and multireference configuration interaction [MRCI] level of theories. 

Comparison with the single-determinant Hartree-Fock theory indicates that 

correlation effects are important in determining the behavior of the resonance state. 

 

4.1. Introduction 

 

 Shape resonances are dominant features in the scattering cross sections of 

low-energy electrons colliding with molecules.1  These are associated with metastable 

anionic states formed by the temporary trapping of an electron by an effective 

potential barrier through which the electron may eventually tunnel out and escape. 

The physics of resonance phenomena in the continuum can be characterized by 

discrete eigenstates of the Hamiltonian satisfying purely outgoing boundary 
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conditions. The method of analytical continuation of the Hamiltonian in the complex 

plane to calculate these resonance energy states are possible either by the complex 

scaling method 2,3,4 or by utilizing a complex absorbing potential [CAP]5,6. Significant 

strides have been made in the theoretical development and practical implementation 

of the complex scaling method, which permits direct and simultaneous determination 

of both the resonance position and width from the eigenvalue of an analytically 

continued Hamiltonian ( )H θ . However, difficulties arise in molecular systems and, 

moreover, the implementation of this method in ab initio codes that go beyond the 

one-particle level is very difficult.3,7  In Chapter 2, the combination of complex 

scaling with Fock space multireference coupled cluster theory was proposed, which 

makes use of the complex one-particle basis functions from a bi-variational self-

consistent field method.8 This has been applied to the 1s-1 Auger resonance of Be and 

the 2P shape resonance in e--Mg scattering. However, the graphical solution to 

optimize the complex-scaling angle θ  is time-consuming and computationally 

expensive, as it requires the calculation of basis functions from the bi-variational self-

consistent field method procedure for several scaling angles and the repetitive 

transformation from the atomic to the molecular orbital basis. 

 

 The method of using a CAP is closely related to complex scaling.9-11 The 

major advantage of the former is its simplicity. The idea underlying complex 

absorbing potentials is to introduce an absorbing boundary condition in the exterior 

region of the molecular scattering target. In this way, the wave function of the 

scattered electron becomes square-integrable. The CAP procedure is minimally 

invasive in the sense that neither the internal structure of the physical Hamiltonian is 

affected nor is there any need to use other basis sets than usual real Gaussians.12 

Thus, this method offers great promise for the determination of accurate Siegert 

energies in a computationally viable form by a relatively straightforward modification 

of existing electronic structure codes for bound states.12-14 

 
 In this chapter we test the applicability and accuracy of the CAP-FSMRCC 

method for the calculation of the 2Πg shape resonance in e-N2 scattering. The 2Πg 

shape resonance in e-N2 scattering is well characterized, and the extensive literature 

on this resonance 5,13,15-23 utilizing many different theoretical techniques makes it an 
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excellent testing ground of the efficacy of new theoretical techniques for the 

treatment of molecular resonances.  

 

 In shape resonances, where the trapping of the projectile electron occurs in the 

potential well created by an angular momentum barrier and the attractive interior of 

the molecule, target electrons are affected both statically and dynamically. The latter 

effect is manifested primarily in the polarization of the target. Let s  label a resonance 

state of the (N+1)-electron system, and let 1+N
sE  denote the corresponding Siegert 

energy. The CAP-FSMRCC method provides direct access to the energy 

difference 1
0( )N N

sE E+ − , where 0
NE  is the ground-state energy of the neutral N-electron 

target at the same geometry. Both static and dynamic electron correlation in the N- 

and (N+1)-electron systems are treated in a consistent manner in this approach. A 

more detailed description of the theory can be found in the previous chapter. 

 

 The calculations presented are limited to single and double excitation 

operators [CAP-FSMRCCSD]. Sections 3.2 and 3.3 contain a resume of the 

theoretical method employed. In Sec. 4.2 we will consider some practical aspects of 

the method. Section 4.3 contains a discussion of our results. The results are compared 

with experimental results as well as those obtained using other theoretical approaches. 

In this section we also discuss the importance of correlation effects in determining 

resonance parameters in the vicinity of the internuclear distance at which the 

resonance state becomes a bound state. 

 

4.2. Practical Considerations  

 

 The resonances can be identified by plotting η  trajectories, which is a 

graphical method in which the energy differences [ ( )verticalE η∆ ] obtained from 

equation 3.3.18 corresponding to various energy states of interest are plotted in the 

complex plane as a function of η . CAP-FSMRCC equations for the (1,0) sector are 

structurally similar to those of the FSMRCC equations without complex absorbing 

potential. The contribution of CAP terms in the one-valence problem comes through 

the modification of H  terms. The one-body particle-particle part of the non-
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Hermitian H  operator includes one extra term ( )W η , in addition to the modification 

of other terms through the appearance of complex (0,0) ( )T η . The latter is determined 

by solving the CAP-SRCC equations presented in Sec. 3.2. A key aspect in the 

implementation of  CAP-FSMRCC is the rearrangement of cluster equations for the 

higher Fock space sectors using the excitation amplitudes from the lower Fock space 

sectors. A rearrangement of this type comes in the construction of H  matrix 

elements. In principle, the CAP has to be applied in the single-reference SRCC 

method [(0,0) sector of Fock space] to generate (0,0) ( )T η  amplitudes, which are later 

used for the generation of the (1,0) ( )T η  amplitudes of the (1,0) Fock space sector. 

Performing, for each η  value, a SRCC calculation and the subsequent construction of 

( )NH η  matrix elements [ ( )NV η , ( )NF η , and ( )NW η ] for CAP-FSMRCC 

calculations is time-consuming and computationally demanding. In practice, the 

ground-state SRCC calculation is typically at least an order of magnitude more 

expensive than the FSMRCC step. Since the CAP is defined only for the particle-

particle interactions in the CAP-SRCC formulation, few CAP diagrams appear at the 

SRCC level and, as a result, the effect of the CAP in the correlation energy of the N-

electron system is negligibly small. Here we approximated (0,0) ( )T η  by (0,0) ( 0)T η =  

for the generation of the ( )NH η  matrix. The artificial nature of the absorbing 

potential and its application only to the virtual orbitals justify our approximation. 

Such an approximation has a number of advantages. Principally, it drastically reduces 

the incremental cost of η -trajectory generation as only one SRCC calculation [for 

0η = ] is needed. Construction of ( )NV η  and ( )NF η  matrix elements has to be 

carried out only once for the whole η trajectories for any box size. The ( )NW η   

matrix is constructed for each η  value using the (0,0) ( 0)T η =  amplitudes: 

 

 
(0,0) ( 0)e( ) ηη η == − T

NW i W .      4.2.1 

Since this approximation to the (0,0) ( )T η  amplitude removes the CAP perturbation 

completely from the SRCC level, [ ( ) ( 0)]SRCC SRCC
corre correE Eδ η δ η− =  becomes zero and the 

complex electron affinity calculation using Eq. 3.3.17 requires no further correction. 

The initial search for the stationary point along the trajectories is performed utilizing 
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this strategy. Although this approximation makes the theory inexact, it is now a 

relatively easy task to find the exact resonance parameters, since we can always 

employ an exact CAP-FSMRCC calculation focusing on the vicinity of the previously 

determined stabilization point. A further optimization of the CAP box is not 

necessary. In the numerical calculations we will limit ourselves to the coupled cluster 

singles and doubles level [CCSD] of approximation, which means that we will restrict 

our operators in the wave operator to be of one- and two-body type.  

 

 In practice, one can not solve for the eigenenergy spectrum exactly, and one is 

forced to use truncated basis sets. The truncated basis sets will lead to substantial η  

dependency in the eigenenergies. If η  is too small, the absorbing potential does not 

have any overlap with the finite basis set and the projectile becomes artificially bound 

within the walls imposed by the basis set. Therefore, it is only possible to minimize 

the CAP perturbation for finite η  values. If the basis set contains a sufficient number 

of diffuse functions, one observes along the η  trajectory of a resonance state a region 

of stabilization, characterized by the appearance of a cusp. The Siegert energy of the 

resonance is examined through the minimization of the magnitude of the logarithmic 

velocity ( ) /i iv dE dη η η= . The existence of a pronounced minimum,  

 

( ) mini optv η = ,               4.2.2 

gives the optimal η  value, and the best approximation to the Siegert energy is 

)( optiE η .5 This resonance energy is insensitive to a particular basis set unless too 

small basis sets are used. The complex electron affinity at the optimal point is 

associated with position of the resonance [real part] and decay width [the imaginary 

part]. 

 

In our calculations we chose a box-shaped CAP of the form19 

 

∑
=

=
3

1

);();(
i

iii cxWW cx ,           4.2.3 

where  
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2

0,
( ; )

( ) ,

i i

i i i
i i i i

x c
W x c

x c x c

 ≤= 
− >

     ,           4.2.4 

which can be easily represented in a Gaussian basis set.18 It has been applied in the 

peripheral region of the target to absorb the scattered electron while keeping the 

target unperturbed. The CAP box parameters ci (i=1, 2, 3) can be optimized 

accordingly in the calculations. 

 

4.3. Results and Discussions 

 

4.3.1. The 2Πg shape resonance in N2
− 

 

 In the following, we present the first application of the CAP-FSMRCC 

method to the problem of resonances in electron-molecule scattering. Atomic units 

are used throughout unless otherwise stated. We have tested the formalism using the 
2Πg shape resonance in N2

− as an example. This resonance has been studied 

extensively by other theoretical methods. We have utilized a TZ(7p2d) basis 13 for 

each nitrogen atom, since results are available with respect to this basis set. We do 

not discuss the basis-set effect on the position and width of the resonance, as a 

number of such studies can be found in the literature.5,13,15 The N2 molecule is placed 

along the z  axis symmetrical to the origin with a bond length of 2.07 a.u. The CAP 

box is set up by ccc yx δ== , ccz δ+= 035.1 , where xc , yc , zc   are the distances 

from the center of the coordinate system along the x , y , and z  axis, respectively, 

and cδ  is a nonnegative variable. We selected the twenty energetically lowest virtual 

orbitals to span our active particle space. Consequently, the effective Hamiltonian is 

represented by a 2020×  matrix, and we will obtain twenty electron affinities. The 

nonlinear coupled cluster equations are solved using an iterative Jacobi-type 

algorithm. An alternative algorithm that is conceivable for this purpose is based on 

the conjugate gradient concept. However, the wide range of magnitude of the 

complex eigenvalues and the lack of diagonal dominance of the ,( )N effH η  matrix 

cause convergence problems in conjugate gradient-based algorithms. 
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 The 2Πg shape resonance is identified by plotting the complex electron affinity 

spectra using the CAP-FSMRCC method for various box sizes and CAP strengths. 

We typically run initial η  trajectories [for fixed CAP-box size] at an increment of 
41 10−× . Such a small η  increment is essential in order that one not miss the 

stabilization point in the resonance trajectory. The η  trajectories for some of the 

eigenstates of the CAP-FSMRCC calculation for a box size of 5.2=cδ  a.u. are 

shown in Fig. 4.1. The eigenvalues that move quickly into the complex plane as η  is 

increased demonstrate strong interaction with the complex absorbing potential. The 

associated eigenfunctions are, in contrast to the wave function of a resonance in the 

presence of a CAP, not localized in the vicinity of the target. Thus, the behavior of 

their η  trajectories identifies them as continuum states [discretized by the absorbing 

potential and the finite basis set]. In Fig. 4.1, the second eigenvalue from the right 

shows a pronounced stabilization in the complex plane. This is the root associated 

with the resonance. The resonance parameters are determined by analyzing the 

stabilization behavior of the η  trajectory of this eigenvalue. The η  trajectories 

predicted, for example, by CAP-MRCI [Ref. 13] are qualitatively similar to those 

obtained in the CAP-FSMRCC calculations presented here. 

 

 The Siegert energy for elastic e-N2 scattering has been studied in three sets of 

CAP-FSMRCC calculations. First, to calculate the optimum box size for which the 

absorbing potential is best adapted to the basis set and the size of the target system, 

CAP-FSMRCC calculations were performed for various CAP-box sizes. The η   

trajectories of the resonance eigenvalue for these calculations are displayed 

graphically in Fig. 4.2, and the resulting resonance parameters are collected in Table 

4.1. The optimum value of η  is increasing as the box size increases. The quality of 

the description of the resonance, as expressed by the magnitude of the logarithmic 

velocity )( opti ην  at the stabilization point of the trajectory, however, is not a 

monotonic function of η . The optimum value of box size is found to be 5.2=cδ . For 

smaller box sizes, the artificial perturbation caused by the CAP is too large; for larger 

box sizes, the finite spatial extension of the underlying basis set becomes apparent. 

Therefore, all further investigations of the complex resonance eigenvalue were 

performed using 5.2=cδ .  
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Table 4.1 The variation of the resonance parameters with respect to  CAP-box sizes. 

 

 

  The total number of cluster amplitudes entering the cluster operators in the 

description of electron excitation is a measure to describe the extent to which electron 

correlation is taken into account. We investigated the changes in the resonance 

position and width with respect to the number of cluster amplitudes in the (1,0) sector 

of Fock space. The division of particles into active and inactive particle depends on 

the range of energy difference in which we are interested. A reasonable gap between 

the active and inactive groups helps to establish numerical stability of the FSMRCC 

equations, and  the  total number of cluster amplitudes for each sector is selected in 

such a way that it takes into account all cluster excitations within the model space and 

then to the complementary space. The η  trajectories of the resonance eigenvalue in 

these calculations are shown in Fig. 4.3. The width and position of the resonance is 

increasing with respect to the number of excitations. As the number of excitations 

increases, the velocity of the trajectory near the stationary point is decreasing. The 

optimum value of η  is not changing with respect to the number of excitations. This is 

very useful for practical purposes, as it implies that the determination of optη  can be 

carried out with only a moderate number of cluster amplitudes. The resulting 

resonance parameters obtained with different number of excitations are compared in 

Table 4.2. Berman et al.18 have fitted to the experimental scattering cross section a 

 

          cδ  

 
410×optη  

 

( )i optv η 410×  

 

Energy (eV) 

 

Width  (eV) 

2.00 42 1.43  2.475 0.357 

2.25 44 1.83  2.475 0.364 

2.50 50 1.17  2.475 0.372 

2.75 54 1.62  2.475 0.381 

3.00 58 2.11  2.467 0.388 

3.50 68 3.19  2.477 0.416 

4.00 
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5.49  
 

2.479 
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parameterized model describing the nonlocal nature of the vibrational excitation in e-

N2 collisions. In this way, they determined, in the fixed-nuclei limit at equilibrium 

geometry, a resonance energy of 2.32 eV and a width of 0.41 eV. The calculated 

decay width in Table 4.2. is seen to approach the value extracted from experiment. 

The calculated position of the resonance appears to converge to a value that is a little 

too high, but that may simply be an indication that the SD level of CAP-FSMRCC is 

limited to an accuracy of a hundred milli-electron volts or so. On the other hand, 

since the “experimental” parameters are model-dependent, there is no reason to 

expect perfect agreement.  

 

 In addition to the correlation effects, it is a fairly simple matter, and not 

computationally expensive, to obtain a feel about the optimization of the resonance 

parameters with respect to the number of cluster amplitudes. For the (1,0) sector of 

Fock space, the changes in values of roots obtained by diagonalizing ,( )N effH η  for 

different active spaces used in the FSMRCC calculations are found to be negligible. 

Very high excitation classes from model space to complementary space are 

unimportant in describing the gΠ2  resonance. Examining Table 4.2, the results 

suggest that a reasonable estimate of error bars in the energy and width of the 

resonance due to a change in the number of cluster amplitudes of order 510  lies in the 

order of 210−±  eV and 310−±  eV, respectively. These facts and the small magnitude 

of the velocity of the trajectories for the different number of cluster amplitudes given 

in Table 4.2 indicate that for the one-particle basis chosen the resonance parameters 

we obtain for the largest number of cluster amplitudes are converged to within the 

quoted errors. 

 

 The calculations discussed above are based on the approximation of replacing 
(0,0) ( )T η  by (0,0) ( 0)T η =  [see Sec. 4.3]. Further refinement of the stabilization point 

and nearby points in the η trajectories is possible within the CAP-FSMRCC method 

by incorporating the CAP in the generation of (0,0) ( )T η . Table 4.2 displays the 

energies obtained including the correct η  dependence in the cluster amplitude, along 

with the approximated cluster amplitudes. The trajectories are shown graphically in 

Fig. 4.4. If we regard the above-mentioned “experimental” resonance parameters as 
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our benchmark, we find that using (0,0) ( )T η  in place of (0,0) ( 0)T η =  improves the 

calculated decay width [for the largest number of cluster amplitudes considered], 

while increasing the resonance energy even more. 

 

Table 4.2 The dependence of energy and width of the gΠ2  resonance on the number of 

cluster amplitudes ( (1,0) ( )T η ) in the (1,0) sector of Fock space. The results obtained for 

CAP-FSMRCC calculations that take into consideration the η  dependence of (0,0) ( )T η  

from CAP-CCSD are indicated by the suffix -t. 
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Energy(eV) 

 

Width  
(eV) 

 

152720 50 1.57 2.467 0.368 

224400 50 1.17  2.475 0.372 

224400-t 50 1.10 2.490 0.372 

350600 50 1.13 2.483 0.376 
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0.390 



 
 
 
                                                                                                                                               Chapter 4 

 80

-0.300

-0.250

-0.200

-0.150

-0.100

-0.050

0.000

0.00 0.03 0.06 0.09 0.12
Real E (a.u.)

Im
 E

 (a
.u

.)

-0.0074
-0.0072

-0.0070
-0.0068

0.0908 0.0910 0.0912

Real E (a.u.)

Im
 E

 (a
.u

.)

-0.014

-0.012

-0.010

-0.008

-0.006

0.0905 0.0910 0.0915 0.0920 0.0925
Real E (a.u)

Im
 E

 (a
.u

)

2.0
2.5
3.0
3.5
4.0

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.1 The η  trajectories of the complex eigenvalues from CAP-FSMRCC 

calculations. The η values vary from 0.0010 to 0.0065. η  is incremented linearly in steps 

of 0.0001. The region of stabilization of the trajectory corresponding to the resonance 

(second from the right) is magnified in the lower panel 

 

 

 

 

  

 

 

 

 

 

 

 

 

Figure 4.2 The η  trajectories associated with the gΠ2  resonance in elastic e-N2 

collisions for different CAP-box sizes.  The cδ  values are given in the box.  
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Figure 4.3 The resonance trajectories for a different number of cluster excitation 

amplitudes. The total numbers of cluster amplitudes are given in the box. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.4 The η  trajectories from actual cluster excitation amplitudes ( (0,0) ( )T η ) and 

approximated cluster excitation amplitudes ( (0,0) ( 0)T η = ). The total numbers of excitation 

amplitudes are given in the box. The calculations performed using (0,0) ( )T η  are indicated 

using the suffix –t. 
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4.3.2.  Conversion of Resonance State to Bound State in e-N2 Collision. 

 

 Over the past twenty years an extensive literature dealing with the change of 

resonance parameters with respect to internuclear distance has appeared.24-29 While 

accurate data of this type are still scant, it is desirable to analyze such results using 

electron correlation calculations. The complex self-consistent-field method has been 

used to compute the complex potential energy curve of the 2Πg shape resonance state 

in e-N2 scattering.26 This complex SCF description of shape resonance encounters an 

interesting theoretical problem with regard to the conversion of electronic bound state 

to resonance with changing internuclear distance. The SCF energies of the anion and 

the neutral molecule in this calculation cross at an internuclear distance of 2.6 a.u., 

which differs significantly from the internuclear distance at which the SCF energy of 

the anion becomes complex [2.4 a.u.]. The reason for the behavior is evidently that 

the SCF approximation for the N+1 electron anion and the SCF approximation for the 

N electron neutral molecule are not consistent with each other. Other calculations that 

are largely based on the SCF concept find that the potential energy curves of N2 and 

N2
− cross at 2.4 a.u.24-29 

 

 The potential energy curve obtained by the SCF method even for N2 molecule 

is not better than semiquantitative. The artificial steepness of this potential energy 

obtained by the SCF method causes a serious error in predicting the internuclear 

distance at which it crosses the 2Πg state of N2
−. In order to demonstrate that the 

single-determinant SCF approach gives wrong results even for the ground state of N2, 

we have performed such a calculation together with an SRCC and an MRCI 

calculation. For the MRCI calculation we used the Gaussian basis set 6-311++G(3df, 

3pd), which does not contain any diffuse functions. At each R, we first ran a closed-

shell RHF calculation for the target. The 1s core orbitals were frozen after this. The 

next step was a CASSCF calculation for N2. The 2s-type orbitals were optimized, but 

no excitations out of these orbitals were allowed. The active space consisted of the 

three remaining occupied valence orbitals plus the energetically lowest nine virtual 

orbitals. After improved orbitals had been obtained using the CASSCF technique, the 

MRCI calculations followed, one for the target and one for the anion. We used the 

internally contracted MRCI code implemented in Molpro.30 The reference space was 
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constructed from the active space used in the CASSCF calculation, but the virtual 

orbitals were allowed to be at most singly occupied in the references. The 2s-type 

orbitals were doubly occupied in the references, but were allowed to be excited in the 

construction of the MRCI space. For N2, this strategy gave rise to 128 configurations 

[194 CSFs] in the reference space. The MRCI space consisted of 422978 contracted 

configurations [2534608 uncontracted configurations]. There were 126 configurations 

[303 CSFs] in the reference space for the anion, and the total number of contracted 

configurations in the N2
− calculation was 850077 [5756459 uncontracted 

configurations]. The anionic MRCI potential energy curve is discussed below 

together with the CAP-FSMRCC results. 

 

  The SCF potential energy curve of N2, the MRCI curve for the 6-

311++G(3df, 3pd) basis set, and the SRCC curve for the TZ(7p2d) basis set 

mentioned earlier are  shown in Fig. 4.5.  Clearly, as expected, the shape of the SCF 

curve is not even close to the MRCI and SRCC curves: It is much too steep for 

distances larger than the equilibrium distance, and the SCF equilibrium distance is too 

small. The dissociation energy [D0] of N2 we obtain from the MRCI calculation is 

9.51 eV, which agrees with experiment to within 3%.31 By contrast, the SCF curve 

implies a dissociation energy of more than 35 eV. Single-reference coupled cluster 

theory is unsuitable to describe complete triple-bond breaking. But in the vicinity of 

the equilibrium geometry, the agreement between the SRCC and MRCI curves is 

evidently satisfactory.  

 

  We now turn our attention to the complex potential energy curve of the 
2Πg state in e-N2 scattering calculated using the CAP-FSMRCC method. Unlike most 

single-reference methods, FSMRCC methods are suited to "final state" studies of 

potential energy surfaces particularly in quasi-degenerate cases, especially with the 

ability to look at several surfaces in the same calculation.32 The basic result of the 

FSMRCC calculation is an energy difference [Eq. (3.3.14)]. When added to the 

absolute energy of the (0,0) sector reference [Eq. (3.2.16)], it provides the absolute 

energy of the state of interest. In the (1,0) sector case, the state of interest has one 

electron added relative to the reference (0,0) state. We have performed CAP-

FSMRCC calculations as described in Sec. 4.2 at internuclear distances between 1.8 
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a.u. and 3.2 a.u. We employed 350600 cluster amplitudes, applying the CAP only to 

the (1,0) sector of Fock space. Starting from the equilibrium geometry, the complex 

electron affinity calculation for N2 requires smaller CAP strength as R is increased. 

The real part of the complex electron affinity also decreases with respect to 

internuclear distance. The real part of the electron affinity changes its sign at an 

internuclear distance of 2.80 a.u. The imaginary part also becomes negligibly small in 

magnitude at R=2.80 a.u. This clearly shows, in a perfectly consistent way, that as the 

internuclear distance increases, the decaying electronic resonance state becomes a 

bound state. Since the resonance state becomes a bound state at 2.80 a.u., we 

performed CAP-unperturbed FSMRCC calculations for the N2
−  bound state for larger 

internuclear distances. Figure  4.6 shows the real part of the potential energy curve of 

the 2Πg anionic state and the potential energy curve of the target. [The potential 

energy curve of N2 is obtained by solving the CAP-unperturbed (0,0) sector of Fock 

space.]. The 2Πg resonance width calculated within the (1,0) sector of Fock space is 

displayed in Fig. 4.7. The non-smooth and jittery character of the CAP-FSMRCC 

anionic curve and the width curve are  result of two fundamental facts (a) due to the 

finite basis set used and (b) due to the incomplete active space chosen for the 

calculation of effective Hamiltonian. For a finite basis set, the magnitude of the 

logarithmic velocity )( opti ην  at the stabilization point of the trajectory is practically 

never zero. At the optimization point, the real and imaginary part of )( opti ην  provides 

an accuracy of the resonance energy and width respectively. However, in the present 

calculations the error bars calculated are negligibly small. The CAP perturbation 

makes magnitude of the off diagonal elements of the effective Hamiltonian matrix a 

significant one for the electron absorption. The eigen roots of the effective 

Hamiltonian, which is not diagonally dominant, depends highly on the total number 

of active valence orbitals chosen for the effective Hamiltonian matrix calculation. 

Considerable accuracy may be achieved when the effective Hamiltonian is 

diagonalized over the complete virtual orbital space. It should be noted that, in figures 

4.5 and 4.6 the SRCC and the MRCI curves have been calculated using different basis 

sets. For the same basis set, when the sufficiently accurate potentials are generated, 

the absolute energy of the potential energy curves calculated using the multireference 

treatment should be lower in energy than that of the corresponding single reference 

calculation.33 This is true in our calculations also. The curves shown in Fig. 4.5 are 
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vertically shifted to make their minima coincide with the point of zero energy. Since 

the SRCC curve is much wider than the MRCI curve, the vertically shifted SRCC 

curve lies below the MRCI curve. 

  

 The graphs illustrate the conversion of the resonance to a bound state at 

R=2.80 a.u. Unlike the complex SCF calculation, the crossing of the FSMRCC 

energy for N2 and the real part of the energy of N2
−  occurs at the same internuclear 

distance at which the resonance state becomes a bound state [where the imaginary 

part of the N2
−  energy vanishes]. Also included in Fig. 4.6 are the potential energy 

curves obtained from the CAP-unperturbed MRCI calculations for the neutral and the 

anionic system. The MRCI calculation of the anion is, strictly speaking, only valid 

where the 2Πg state is bound. Since the electron in the resonance state is quasibound, 

the real part of the resonance energy can be estimated by focusing on the bound part 

of the resonance wave function. The underlying assumption is that the energy shift 

induced by coupling to the continuum can be neglected. Such an approximation is not 

necessary within CAP-FSMRCC.  

 

 Another problem with configuration interaction-type methods is that it is 

difficult to achieve a balanced treatment of systems with differing particle numbers. 

In our MRCI calculations, we find that at the equilibrium geometry of N2, N2
−  is 

higher in energy than N2 by 3.4 eV. For large internuclear distances, the energy 

difference is 1.0 eV. Experimentally, however, it is known that the energetically 

lowest resonance state of N– is 0.07 eV higher than the ground state of atomic 

nitrogen.34 [N– does not have any bound states.] The MRCI curve of N2
−  in Fig. 4.6 

has been shifted vertically to reflect the correct asymptotic behavior. The MRCI 

energy of the anion is now 2.5 eV above the energy of the neutral molecule at 

equilibrium geometry, in agreement with the CAP-FSMRCC result. CAP-FSMRCC 

automatically provides an excellent balanced treatment of N2 and N2
−.  
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Figure 4.5   The potential energy curve of the electronic ground state of N2 using three 

different ab initio methods (see the text).  All the three curve curves have been vertically 

shifted so that their minima coincide with the point of zero energy. 

 

 

 

 

 

 

 

 

 

  

 

 

 

Figure 4.6 The potential energy curve of the ground state of N2 (dashed lines) and the 

real part of the complex potential energy curve of the gΠ2  state of N2
− (full lines). Both 

coupled cluster and MRCI results are shown. 
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 In the MRCI calculation, we find the crossing point a little above R=2.6 a.u. 

[R=2.80 a.u. according to the CAP-FSMRCC calculation]. For comparison, 

Nestmann and Peyerimhoff, employing the MRD-CI method, reported that curve 

crossing occurs at R=2.7 a.u.22 Recent MRCI studies by Gianturco and Schneider 

suggest that the N2 and N2
−  potential energy curves cross at an internuclear distance 

of about 2.8 a.u.35 In spite of the apparent variation of predictions, we would like to 

stress the fact that all electron-correlation calculations agree that the crossing point 

cannot be below R=2.6 a.u. Most likely it lies close to R=2.8 a.u. 

 

 We have two reasons for believing this. First, the potential energy curves 

calculated by Birtwistle and Herzenberg 36 by fitting the experimental vibrational-

excitation cross section data within the boomerang model cross at an interatomic 

distance that is about 0.7 a.u. above the equilibrium distance of the neutral target, i.e. 

around R = 2.8 a.u. This is inconsistent with the SCF calculations, but consistent with 

our CAP-FSMRCC many-body calculation. Second, the most serious attempt within 

the framework of the boomerang model to calculate vibrational-excitation cross 

sections near the 2Πg resonance in e-N2 scattering is the work of Dube and 

Herzenberg.37 The parameterized potential energy curve of N2
−  calculated in their 

work is in perfect agreement with our CAP-FSMRCC curve, at least for internuclear 

distances smaller than 2.5 a.u. [Dube and Herzenberg emphasize that their anionic 

potential energy curve is only valid near the potential energy minimum of N2
−.] 

Moreover, the R-dependence of the decay width, Γ(R), is in fact very similar to the 

one we calculated (Fig. 4.7). As demonstrated by Dube and Herzenberg, very good 

agreement with experiment can be achieved using data that are very similar to our ab 

initio data.  

 

 From the potential energy calculations employed here, we find that it is 

important to include electron correlation effects in determining the behavior of 

resonance states in the crossing region. In contrast to the complex SCF model, the 

CAP-FSMRCC method, with its systematic inclusion of correlation effects, provides 

a balanced treatment of N and N+1 electron systems. Also note that the crossing point 

determined here is substantially larger than the two values obtained with the complex 

SCF method. This makes sense, as potential energy curves based on SCF calculations 
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are known to rise too steeply with increasing internuclear distance, thereby artificially 

shifting the crossing point to shorter bond lengths. Therefore, the present chapter has 

established that the combination of the CAP-FSMRCC potential energy curve 

corresponding to the 2Πg state with the SRCC potential energy curve corresponding to 

the ground state of N2 is more than just a new description of known results.   

 

 Figure 4.6 reveals another interesting feature: There is a second crossing 

point—at R=7.3 a.u. Between the two crossing points, the anionic molecule is 

electronically bound; outside this range, the 2Πg state is metastable. This is a very 

peculiar situation, which does not seem to have received any attention so far. Such a 

second crossing point can also be seen in Fig. 4.1 in the paper by Gianturco and 

Schneider, but they do not mention it anywhere in the text.35 It is clear that a second 

crossing point must exist, since N– is metastable. We are convinced that the ab initio 

studies presented in this chapter supply the currently most complete picture of the 2Πg 

potential energy curve of N2
−. 

 

 

 

  

  

 

 

 

 

 

Figure 4.7 Dependence of the calculated width of the gΠ2  shape resonance state of N2
– 

on internuclear distance. 
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4.3. Conclusion 

 

 In this chapter, we have shown how the highly correlated method of Fock 

space multireference coupled cluster, which is already known to be suitable for 

accurate calculation of properties of electronically excited, bound states, can be 

extended to the treatment of resonance states in electron-molecule collisions. To that 

end, we introduced a complex absorbing potential, which enables the direct 

calculation of resonance parameters using bound-state methods. Our focus here was 

on practical aspects of CAP-FSMRCC. We have identified computational strategies 

that ensure that a CAP-FSMRCC calculation, in spite of its dependence on the CAP 

strength parameter η , is hardly more expensive than an FSMRCC calculation of a 

bound excited state. In order to demonstrate the accuracy achievable with CAP-

FSMRCC, we presented calculations of the gΠ2  resonance that is excited in 

electronically elastic collisions of electrons with nitrogen molecules. The results 

obtained from experiment and various theoretical methods, including the findings of 

this work, are collected in Table 4.3. Our results for energy and width are in good 

agreement with experiment and other theoretical methods. Of all ab initio calculations 

based on a CAP, the CAP-FSMRCC result is closest to the resonance parameters 

extracted from experiment. The present results clearly demonstrate the utility of the 

CAP-FSMRCC approach for the study of metastable electronic states. Our 

calculations support the view that the temporary anion formation in the electron-

molecule collision process can be well described by multireference methods. Finally 

we note that both the dynamical and nondynamical correlation effects are extremely 

important in determining the resonance states near the internuclear distance at which 

the resonance becomes a bound state. The inclusion of correlation in this case 

drastically alters the internuclear distance at which the resonance anionic curve 

crosses with the neutral target curve. CAP-FSMRCC is a state-of-the-art method that 

opens the possibility of routine ab initio studies of resonances exploiting the 

extraordinary power of coupled-cluster techniques.  
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Table 4.3 Energy and width of the gΠ2  shape resonance in e-N2 scattering at the 

equilibrium geometry of N2. 

 

 

 

 

 

 

 

 

 
Method 

 
Energy(eV) 

 
Width(eV) 

 
Estimate based on experimental data28 2.32 0.41 

 
Linear algebraic method30 2.13 0.31 

 
Schwinger multichannel method31 2.26 0.39 

 
R-Matrix with/without inclusion of polarized 
states32 

2.27/1.90 0.35/0.26 

 
MRDCI extrapolation method33 2.62 0.45 

 
CAP/static-exchange plus polarization20 1.76 0.20 

 
CAP/CI20 2.97 0.65 

 
Schwinger variational principle combined 
with Σ(2)/ Σ(3) 34 

2.609/2.534 0.583/0.536 

 
CAP/ Σ(2) 23 2.58 0.55 

 
CAP-FSMRCC (this work) 

 
2.520 
 

 
0.390 
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Chapter 5 

Correlated Complex Independent Particle Potential for Calculating 

Electronic Resonances 
 

 

 

Abstract: We have formulated and applied an analytic continuation method for the 

recently formulated correlated independent particle potential [A. Beste and R. J. 

Bartlett, J. Chem. Phys. 120, 8395 (2004)] derived from Fock space multireference 

coupled cluster theory. The technique developed is an advanced ab initio tool for 

calculating the properties of resonances in the low-energy electron-molecule collision 

problem. The method proposed quantitatively describes elastic electron-molecule 

scattering below the first electronically inelastic threshold. A complex absorbing 

potential is utilized to define the analytic continuation for the potential. A separate 

treatment of electron correlation and relaxation effects for the projectile-target 

system and the analytic continuation using the complex absorbing potential is 

possible, when an approximated form of the correlated complex independent particle 

potential is used. The method, which is referred to as CAP-CIP, is tested by 

application to the well-known 2
gΠ  shape resonance of e-N2 and the 2

2gΒ  shape 

resonance of e-C2H4 [ethylene] with highly satisfactory results.  
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5.1. Introduction 

 

From the computational view point, there are many methods by which a 

resonance can be calculated. Instead of extracting the resonance parameters from the 

cross section, the metastable state can be described by an eigenfunction associated 

with a complex eigenenergy.1-5 The success of this approach, which is a direct 

calculation of resonance eigenvalues of the Hamiltonian, has stimulated a 

considerable activity aimed at the formulation and implementation of new classes of 

theoretical and computational methods for the calculation of resonance parameters.1-4  

The method of analytic continuation of the Hamiltonian in the complex plane 

eliminates many of the theoretical difficulties.3,4,6-10 The advantage of this method to 

investigate resonances is that the resonance parameters can be obtained by using L2 

wave functions. This method in which the asymptotic wave functions are not 

included offers a great computational advantage. The idea underlying analytic 

continuation of the Hamiltonian using complex absorbing potentials to calculate the 

resonance parameters is to introduce an absorbing boundary condition in the exterior 

region of the molecular scattering target.7-10 In this way the wave function of the 

scattered electron becomes square integrable. The CAP procedure is minimally 

invasive in the sense that neither the internal structure of the physical Hamiltonian is 

affected nor is there any need to use other basis sets than usual real Gaussians.11 

Thus, this method appears to offer great promise for the determination of accurate 

energies in a computationally viable form by the modification of the existing 

electronic structure codes for the bound states.  

 

In the CAP treatment of electronic resonance states, electron absorption is 

accomplished by replacing the molecular Hamiltonian H  by 

 

( )H H i Wη η= − ,         5.1.1 

where η  is a real, non-negative number referred to as CAP strength parameter. W  is 

a local, positive-semidefinite one-particle operator. In the limit +→ 0η , ( )H η defines 

an analytic continuation of H .8 Significant strides have been made in the theoretical 

development and practical implementation of the complex absorbing potential 

method, which permits direct and simultaneous determination of both the resonance 
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position and width from the eigenvalue of an analytically continued Hamiltonian. 

This approach has been successfully applied to molecular shape resonances within 

frameworks which, respectively, neglected or included the electron correlation 

effects.12-19  

 

In this Chapter we formulate an analytic continuation method for the 

correlated potential derived within the recently formulated correlated independent 

particle [CIP] theory.20 In this correlated independent particle model, the effective 

Hamiltonian is composed of Fock operator and a correlation potential. Within this 

model the kinetic energy and the exchange energy can be expressed exactly leaving 

the correlation energy functional as the remaining unknown. The idea behind the 

development of this correlated independent particle theory is to reproduce the exact 

ionization potentials and electron affinities as orbital energies. The Fock space 

coupled cluster approach employs an effective Hamiltonian which is energy 

independent and universal for all orbitals. A correlation potential is extracted which 

yields the exact ionization potentials and electron affinities and a set of molecular 

orbitals. The energy independent effective one electron operator formulated can be 

viewed as a realization of the extended Koopmans’ theorem,21 where the ground state 

wave function is represented by the coupled cluster wave function.  

 

Here we report the derivation of a correlated complex effective potential 

using the Fock space multireference coupled cluster [FSMRCC] theory and the 

analytic continuation scheme based on a complex absorbing potential [CAP] 

developed by Cederbaum and coworkers for electronic structure calculations.8,10-17. 

The correlated complex potential defines the analytical continuation scheme for the 

correlated independent particle theory which now has the general 

form, ( ( )) ( ) ( ) ( )c P Pf V η φ η ε η φ η+ = , where f  is the Fock operator and ( )cV η  is the 

correlated complex potential to be determined. We choose to impose the condition of 

exactness of the ionization potentials [IPs] and electron affinities [EAs] as the 

negative of the complex orbital energies. Justification for this choice is offered by the 

extended Koopmans’ theorem where the eigenvalues of the two distinct effective 

one-particle operators represent the IPs and EAs, respectively, of an analytically 

continued Hamiltonian. The method developed is particularly important for 
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quantitatively describing shape resonances in collisions of low-energy electrons with 

molecules. It is applicable to resonances of states below the first inelastic threshold, 

depending on the number of model space states chosen. Electronically inelastic 

collisions cannot be described. These states, however, will be dominated by only 

one-particle determinants. The position and width of such a resonance are obtained 

from the corresponding complex EA. The development of a correlated complex 

effective potential permits the calculation of the correlated resonance energy from an 

independent particle model theory. We refer to this method as complex absorbing 

potential based correlated independent particle [CAP-CIP] method. The proposed 

method is theoretically equivalent to the analytically continued FSMRCC method 

[CAP-FSMRCC].18,19 But the present method offers significant computational 

advantages. 

 

This chapter is organized as follows. In Section. 5.2 we examine the 

correlated effective potential formalism using the FSMRCC approach in order to 

review the basic concepts. In Section 5.3 we generalize the correlated effective 

potential to a correlated complex effective potential using a CAP. Finally in Section. 

5.4 we derive computationally viable approximated forms of correlated effective 

potentials. In that section we present and analyze the numerical test and 

computational advantages of an approximated correlated complex potential by 

calculating the complex effective Hamiltonians for the (1,0) sector of FSMRCC 

theory for the N2 and C2H4 [ethylene] molecule. Diagonalization of these complex 

effective Hamiltonians gives the resonance parameters for the 2
gΠ  shape resonance 

in e-N2 collision and the 2
2gΒ  shape resonance in e-C2H4 collision. 

 

5.2. Theoretical Background 

 

Before proceeding a few additional comments are in order. The theoretical 

background of the correlated independent particle formalism and an extensive 

discussion about the formulation of a correlated potential and the corresponding 

diagrammatic approach can be found in the literature.20 In the present chapter we 

discuss the analytic continuation of a specific correlated effective potential and the 
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relevant theoretical background. We first briefly describe the correlated independent 

particle model derived from the FSMRCC method. 

 

 In the correlated independent particle approach, the restricted Hartree-Fock 

determinant 0φ  corresponding to the unperturbed N-electron target is chosen as the 

vacuum. With respect to this vacuum, holes and particles are defined. Depending on 

the energies of interest, these are further divided into active and inactive sets such 

that each determinant φi   of the model space has m active particles and n active 

holes. For example, when studying an (N+1)/(N-1)-electron state, the model space 

consists of determinants representing one active particle/hole. These are called one-

particle or one-hole model spaces. The active particles or holes can be so defined as 

to make the model space complete. 22 For each sector (m,n) of Fock space, our 

zeroth-order wave function consists of a linear combination of model-space 

determinants ( , )φ m n
i , 

 
0( , ) ( , )
µ µ φΨ = ∑m n m n

i i
i

C .       5.2.1 

µiC  are the model space coefficients and (m,n) denotes the particle-hole rank of the 

Fock space sector. The exact (m,n) sector eigenfunctions of H  can be written in the 

Fock space method using Lindgren’s normal-ordered ansatz 23 as 

 
( , ) 0( , )
µ µΨ = Ω Ψm n m n  ,       5.2.2 

( , ){ }Ω = %T m ne  ,         5.2.3 

where Ω  is the wave operator, and the curly brackets indicate normal ordering of the 

operator within them. The wave operator in FSMRCC theory is known to be valence-

universal 22 and this ensures connectivity and size-extensivity of the Fock space 

equations. In general, the wave operator for the Fock space of m active particles and 

n active holes correlates all lower active particle-active hole Fock space sectors. The 

cluster operator ( , )% m nT  corresponding to the wave operator for the (m,n) sector is 

defined to consist of cluster operators for the lower Fock space sectors:22,24  
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( , ) ( , )

0 0= =

= ∑∑%
m n

m n a b

a b

T T         5.2.4 

Hence, the operator used is capable of describing the problem of lower valence 

sectors. In particular,  

 
(1,0) (0,0) (1,0)= +%T T T  ; (0,1) (0,0) (0,1)= +%T T T  ,     5.2.5 

where (0,0)T  is the cluster operator for the single reference coupled cluster case, 

containing only hole-particle excitation operators. 

 

 The normal ordering of the wave operator prevents the different T  operators 

to contract among themselves and leads to a decoupling of the Bloch equations for 

different sectors. Equations for cluster amplitudes for different sectors can be solved 

using the subsystem-embedding-condition [SEC],24 i.e., first the equations for the 

lowest sectors are solved. With the T  operators of the lower sectors as constants, 

equations for higher Fock space sectors are solved progressively upwards. The Bloch 

equations25 for general (m,n) sector can be written as 

 
( , ) ( , ) ( , ) ( , )

0,1,...
0,1,...

Ω = Ω

=
=

k l k l k l k l
effP H P P H P

k m
l n

       5.2.6 

( , ) ( , ) ( , ) ( , )

0,1,...
0,1,...

Ω = Ω

=
=

k l k l k l k l
effQ H P Q H P

k m
l n

      5.2.7 

where 
( , ) 1 ( , )−= Ω Ωm n m n

effH P H P        5.2.8 

is an effective Hamiltonian26 whose eigenvalues determine the roots of the Fock 

space sector (m,n): 

 

H C CEeff = .         5.2.9 

The symbols ),( lkP  and ),( lkQ  used in the above equations denote the projection 

operator for the (k,l) sector of model space and its complementary space, 

respectively. 
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 The vacuum expectation value of the effective Hamiltonian is the energy of 

the closed-shell N-electron state [ SRCCE ] or zero-valence problem. Using the fact that 

the zero-valence sector cluster operator commutes with the cluster amplitudes of 

other sectors, we can decouple the zero valence sector from the rest of the FSMRCC 

calculation.22,27  The eigenvalues of the resultant decoupled effective Hamiltonian 

become equivalent to the eigenvalues of the Fock space effective Hamiltonian 

generated from the normal ordered electronic Hamiltonian, NH , i.e.    

 

, = − SRCC
N eff effH H E ,        5.2.10 

where 
(0,0)

,( )= T
N N connected openH H e . 

Diagonalizing the effective Hamiltonian in the above equation we directly obtain the 

energy difference between our state defined by (m, n) model space and the coupled 

cluster state defined by (0, 0) model space function. For (1,0) and (0,1) model spaces 

diagonalization of the effective Hamiltonian yields the correlated electron EAs and 

IPs, respectively: 

 
(1,0 ) (1,0 ) (1,0 ) 1 (0 ,1) (0 ,1) (0 ,1) 1

, ,( ) ( ) ; ( ) ( )H C ε C H C ε C− −= =EA IP
N eff PP p PP N eff PP p PP  , 5.2.11 

where the matrix (0,1)C PP  contains the eigenvectors of the effective Hamiltonian 

(0,1)
,H N eff  obtained when diagonalizing the effective Hamiltonian over the model space 

P. A rather safe way to avoid the energy dependence or intruder state problems 

consists in diagonalizing the effective Hamiltonian in the entire P and Q space. If the 

effective Hamiltonian is expressed in canonical Hartree-Fock orbitals, the correlation 

potential for the (1,0) and (0,1) sectors can be found by subtracting the unoccupied 

and occupied orbital energies from the diagonal elements of the corresponding 

effective Hamiltonian, 

 
(1,0 ) (1,0 ) (1,0 ) (0 ,1) (0 ,1) (0 ,1)( ) ; ( )ε V C C ε ε V C C ε+ = + =EA EA IP IP

HF C PP PP p HF C PP PP p  .5.2.12 

 Ignoring inevitable coupling between the (1,0) and (0,1) sector correlation 

potentials, we can formally add the two contributions together to give an energy 

independent correlation potential for the CIP model for all the orbitals in the (0,1) 

and (1,0) sectors: 
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(1,0 ) (1,0 ) (1,0 ) (0,1) (0,1) (0,1)V P V P P V P= +%
C C C  .    5.2.13 

With this V% C the combined eigenvalue problem is given by 

 

( )ε V C Cε+ =%
HF C  .       5.2.14 

Since ,H ε V= + %
N eff HF C  can equivalently be regarded as an effective one-particle 

operator in an orbital space, we can obtain new orbitals as solutions of the 

biorthogonal eigenvalue equation 

 

, ( )φ φ ε φ= + =%
N eff m C m m mH f V       5.2.15 

where f  is the Fock operator. The ε matrix in Eq. 5.2.14 contains the negative of the 

exact principal IPs an EAs as orbital energies, 

 

,ε ϕ φ=m m N eff mH ,        5.2.16 

 where |δ ϕ φ=nm n m  . 

 

The FSMRCC diagrams to obtain the explicit cV  equations for the (1,0) 

sector are given in Fig. 5.1, and the diagrams for the (0,1) sector can be derived from 

those diagrams by hole-particle reversal. The relevent diagrams have been taken 

from Refs. 20 and 27. The single arrows indicate both active and inactive holes and 

particles, and double arrows represent only active holes or particles.  
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(a) 

 

 
 

(b) 

 

 
 

 

 
 

(c) 

 

Figure 5.1 The CAP-unperturbed FSMRCC diagrams. (a) (1,0)
cV , (b) (1,0)

1T  and (c) 

(1,0)
2T  diagrams. Active particles are depicted by double arrows, inactive particles by 

encircled arrows. Plain arrows indicate that all particles and holes are to be included. H-

bar interaction lines are denoted by wavy lines, and straight lines are used for the cluster 

excitations. 
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5.3. The Correlated Complex Potential 

 

The correlated complex potential ( )CV η%  can be derived by incorporating a 

complex absorbing potential in the correlated potential CV% . Our objective is to solve 

Eq.5.2.14 using this correlated potential. A particular focus here is to utilize this 

approach in order to compute both energy and width of shape resonances in electron-

molecule collisions. Since the complex absorbing potential serves to render the wave 

function of the projectile square-integrable, while it must leave the target unaffected, 

the CAP must be introduced, in principle, only into the description of the (N+1)/(N-

1)-electron state. The N-electron ground state may be described by the Hamiltonian 

without CAP. In order for the CIP method to have a CAP unperturbed target state, we 

eliminate the effect of the CAP on the Hartree-Fock ground state by the replacement 

  

ˆ ˆ ˆ ˆW PWP→  ,        5.3.1 

where  

ˆ
i i

i
P φ φ=∑          5.3.2 

projects onto the subspace of unoccupied orbitals. The redefinition is easily 

accomplished by setting  

 

ˆ 0p qWφ φ =         5.3.3 

 if either p or q is an occupied orbital. We also impose the condition that the cluster 

amplitudes in the (0,0) sector be invariables with respect to the CAP: 

 
(0,0) (0,0)( ) ( 0)η η= =T T  .       5.3.4 

 

In this section we develop a correlated complex potential for the (1,0) sector 

of the Fock space. As our objective is to introduce the CAP potential—a one-body 

potential— into the FSMRCC theory, we would need to introduce it in both the (0,0) 

and (1,0) sectors to completely define the valence universal wave operator for the 

CAP perturbed Hamiltonian, 
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( ) .η η= −H H i W         5.3.5 

Because of the subsystem embedding condition [Sec. 5.2] enforced for solving the 

cluster amplitudes, the first step would be to introduce the CAP one-body term in the 

(0,0) sector of the Fock-Space. However, the physical and mathematical concepts 

[Eqs. (18-21)] discussed at the beginning of this section, make it possible to apply the 

CAP perturbation directly to the next hierarchical sector of Fock space [(1,0) sector 

in the present case] defined by the subsystem embedding condition. Within 

FSMRCC, the only one-body interaction terms entering the (1,0) sector of Fock 

space are the one-body interaction terms of NH  [see Eq. 5.2.10]. Similarly to the 

NH  interaction, in order to include the CAP perturbation in the (1,0) sector of Fock 

space, the CAP perturbation term can be transformed into a NW  interaction term:  

 
(0,0 )

,( ) [ ]η η= − T
N N connected openW i W e  .     5.3.6 

With the CAP interaction term satisfying  Eq. 5.3.3 and the NW  defined by Eq. 5.3.6, 

the procedure to accomplish the analytic continuation for the effective Hamiltonian is 

to replace all the one-body particle-particle interactions (interactions defined strictly 

for the virtual orbital space) of NH  diagrams entering (1,0)
CV  and the (1,0)Τ  

amplitudes with a new particle-particle interaction of the form 

 

( ) ( )( ) ( )η η= +N N None body one body
H H W  .     5.3.7 

As in the conventional FSMRCC method, the new set of nonlinear η(1,0)Τ ( )  

amplitudes equations can be solved iteratively. The solutions of the new effective 

Hamiltonian,  

 
(1,0 ) (1,0 ) (1,0 ) (1,0 ) (1,0 ) (1,0 )( ) ( ) ( ( )) ( ) ( ) ( )EA
eff PP HF C PP PP pη η η η η η= + =H C ε V C C ε , 

 5.3.8 

 are theoretically equivalent to the solutions of the Bloch equation  

 
(1,0) (1,0)

,( ) ( ) ( ) ( )η η η ηΩ = ΩN N effH P H P  ,      5.3.9 
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where ( )η NH  is the normal ordered form of the Hamiltonian ( )ηH  given in Eq. 

5.3.5. Thus, the solutions of Eq. 5.3.8, (1,0 ) ( )ε ηp , are the correlated complex EAs of 

the Hamiltonian ( )ηH . In a similar way the correlated complex potential for the 

(0,1) sector, (0,1) ( )ηcV  can be calculated by replacing the particle-particle one-body 

part of the NH  interactions in (0,1)
cV  and (0,1)T  with the particle-particle ( )ηNH  given 

in Eq. 5.3.7.  

 

As in the correlated independent particle model, an energy independent 

correlated complex potential can be constructed, 

 
(0,1) (0,1) (0 ,1) (1,0 ) (1,0 ) (1,0 )( ) ( ) ( )C C Cη η η= +V P V P P V P% .   5.3.10 

With this ( )C ηV% , the combined eigenvalue problem can be written as 

 

( )( ) ( ) ( ) ( )HF C η η η η+ =ε V C C ε%  .      5.3.11 

This equation can equivalently be regarded as an effective one-particle operator in an 

orbital space and we can obtain new orbitals as solutions of the biorthogonal 

eigenvalue equation similar to Eq. 5.2.16.  Since the effective Hamiltonian is 

complex non-Hermitian, diagonalization yields the right eigenvectors ( )φ ηm  as well 

as the left eigen vectors ( )ϕ ηm :28 

 

( ), ( ) ( ) ( ) ( ) ( ) ( )η φ η η φ η ε η φ η= + =%
N eff m C m m mH f V  , 

 

( )†† *
, ( ) ( ) ( ) ( ) ( ) ( )η ϕ η η ϕ η ε η ϕ η= + =%

N eff m C m m mH f V  .   5.3.12 

The (η)ε  matrix in Eq. 5.3.11 contains the negative of the exact principal complex 

IPs and EAs as diagonal elements, 

 

,( ) ( ) ( ) ( )ε η ϕ η η φ η=m m N eff mH ,      5.3.13 

 where |δ ϕ φ=nm n m . 
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5.3.1. Approximated Forms of ( )cV η%  

 

The analytic continuation methods, which are optimal for isolating and 

characterizing resonances, have computational advantages over theoretical methods 

that treat the full scattering problem including nonresonant contributions to the 

scattering cross section.1-3,11 However, some practical difficulties arise in the 

computation of resonance parameters using analytic continuation methods. Much of 

the difficulty follows from two fundamental facts.  

 

First, as the calculations are performed using a finite basis set, an important 

problem is to find out which complex eigenvalue in the discrete spectrum may 

correspond to a resonant state. Given a complete basis set, for every resonance state 

there exists an eigenvalue ( )E η  of ( )H η  with the property lim +→ 0η  

( ) / 2rE E iη = − Γ , whereas in the approximate numerical treatments using a finite 

basis set, the resonance energy shows certain stability properties; in practice they are 

often determined from “stabilization graphs” based on the fact that the complex 

velocity,  

 

( ) /i iv dE dη η η=  ,        5.3.14 

of one of the trajectories is minimum in magnitude near the resonance energy.8,12 The 

graphical solution to optimize the analytic continuation parameters is time 

consuming and computationally expensive as the underlying electronic structure 

calculations must be performed several times using a large basis set.  

 

Second, since the electron correlation and relaxation effects are important in finding 

the position and width of resonances, the ab initio methods, in which the analytic 

continuation scheme has been framed, must also describe correlation energy 

accurately. The calculation of accurate resonance parameters requires addressing the 

heavy computational expenses due to the stabilization graphs and subtleties of 

electron correlation. The difficulties of the stabilization method have been further 

increased by the optimization of the geometric parameters which minimizes the CAP 

perturbation and maximizes the overlap with the wave function of the scattered 

electron. One approach by which these difficulties can be reduced to a manageable 
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level is detailed in this section. This particular approach is numerically checked by 

applying it to the well-known 2Πg shape resonance in e-N2 and the 2
2gΒ  shape 

resonance in e-C2H4.  

 

 
(a) 

 

 
(b) 

 

 
 

 
(c) 

 

Figure 5.2 The CAP-perturbed FSMRCC diagrams. (a) (1,0) 1( )ηcV , (b) (1,0) 1
1 ( )ηT  and 

(c) (1,0) 1
2 ( )ηT  diagrams. In addition to the diagrammatic elements explained in Fig. 5.1, 

CAP-related symbols are introduced. The W-bar perturbation is denoted by filled circle, 

vertical double lines indicate CAP-perturbed excitations, and the CAP-perturbed 

correlated potential is symbolized by the box with vertical double lines. 
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In order to get the correlated independent particle potential, first we have to 

solve the nonlinear FSMRCC equations.  To begin, an expression for the first 

iterative solution of the (1,0) ( )ηcV  problem can be obtained from the CAP unperturbed 

(1,0)
cV  by replacing the one-body part of the NH  interactions with the CAP 

augmented one-body part of the Hamiltonian interactions ( )ηNH  given in Eq. 5.3.7. 

The diagrammatic representation of the resulting (1,0) ( )ηcV , which we termed as 

(1,0) 1( )ηcV  (where the superscript ‘1’ stands for the iteration number), is given in Fig. 

5. 2. Using this (1,0) 1( )ηcV  together with the ( )ηNH  interactions from Eq. 5.3.7, the 

new (1,0) 1( )ηT  diagrams can be generated. Note that, in these (1,0) 1( )ηT diagrams, we 

have taken out the CAP unperturbed (1,0)
cV  contribution from (1,0) 1( )ηT  and 

substituted it with the (1,0) 1( )ηcV  diagrams. This CAP contribution can be written in 

terms of ( )ηNH  [Eq. 5.3.7] and the CAP unperturbed amplitudes as shown in the 

parentheses of the amplitude diagrams in Fig. 5.2. Following the procedure, using the 

new (1,0) 1( )ηT  amplitudes the (1,0) 2( )ηcV  can be generated. This iterative procedure 

can be continuted until the eigenvalues of , ( )ηN effH  converges. The computation of 

the quantitites (1,0) 1( )ηcV , (1,0) 2( )ηcV and (1,0) 1( )ηT  is simple and direct, which results 

from the fact that all these terms may be written in terms of the corresponding 

unperturbed terms and ( )ηNH  interactions. Solving (1,0) 2( )ηT and (1,0) 3( )ηcV  requires, 

of course, a computational effort equivalent to that of a CAP-FSMRCC iterative step 

because these terms utilize the perturbed amplitudes and ( )ηNH . Qualitatively 

speaking, the convergence of this procedure will be fast, since it always uses (1,0)
1T  

and (1,0)
2T , which are converged amplitudes in the (1,0) sector of the CAP-

unperturbed Hamiltonian, as the initial guess for the (1,0)
1 ( )ηT and (1,0)

2 ( )ηT  

amplitudes. Although CAP-FSMRCC and the present method are theoretically 

equivalent in defining the analytic continuation of the HamiltonianH , there is a 

practical difference between the implementations of the two methods. For the former 

the analytic continuation scheme starts from the definition of the many-body 

Hamiltonian and the diagonalization of the complex effective Hamiltonian yields the 

resonance energy relative to the target state, while for the latter the analytic 
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continuation scheme starts from the real FSMRCC effective Hamiltonian and the 

diagonalization of the iteratively solved new complex effective Hamiltonian yields 

an equivalent energy difference.  

 

Considerable simplifications may be achieved for the resonance trajectory 

generation when the iterations are terminated after the (1,0) 2( )ηcV  calculation. Such a 

termination of the iterative procedure is justified by the fact that the effective 

Hamiltonian and the (1,0)T  amplitudes are converged quantities for the CAP 

unperturbed effective Hamiltonian and the eigenvalues of this effective Hamiltonian 

correspond to the correlated electronic states of the (N+1)-electron system. The 

dynamic and nondynamic correlation for (N+1)-electron states are retained in this 

procedure. In principle, a suitably chosen CAP should define an exact analaytic 

continuation for the Fock space (1,0) sector with a minimum change in the 

correlation energy. The main advantage of terminating the iterative procedure at the 

second step of the complex correlated potential calculation over the CAP-FSMRCC 

procedure is that a) it does not need any modification of the FSMRCC calculation for 

bound states, just a few trivial changes in the final (1,0)T  amplitude and the ,N effH  

matrix; b) the most expensive part of the calculation [constructing the (1,0)T  matrix; 

this matrix can be stored once it is generated and can be used for (1,0) ( )ηT ] does not 

need to be repeated and (1,0) 1( )ηT  can be constructed very easily from (1,0)T  by 

adding a few diagrams. On the other hand, in the case of CAP-FSMRCC for each η  

value a computationally expensive procedure must be performed for the calculation 

of (1,0) ( )ηT . 

 

The simplest quantum mechanical description of the eigenvalues obtained 

from the first and second order analytically continued correlated effective potential  

   

( )1 1 1 1 1 1
, ( ) ( ) ( )η φ η φ ε η φ= + =%

N eff m c m m mH f V  

( )2 2 2 2 2 2
, ( ) ( ) ( )η φ η φ ε η φ= + =%

N eff m c m m mH f V      5.3.15 

is that they are conceptually similar to the eigenenergies of the analytically continued 

Hamiltonian at the independent particle level of theories, but has an additional 
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advantage of retaining the lion’s share of the dynamic and nondynamic electron 

correlation of the analytically continued Hamiltonian in terms of the correlation of 

the CAP-unperturbed Hamiltonian. The final description of the energy levels thus 

stands out for its simplicity.  

 

5.4. Results and Discussion 

 

5.4.1. 2
gΠ  Shape Resonance in N2

− 

  

 In the following, we present the numerical calculation of the 2
gΠ  shape 

resonance in N2
− using the (1,0) 1( )ηcV  and (1,0) 2( )ηcV  potentials. This resonance has 

been studied extensively by other theoretical methods.12,14,17,19,29-34 

 

 In our calculations we chose a box-shaped CAP13 of the form given in equations 

4.2.3 and 4.2.4, which can be easily represented in a Gaussian basis set. It has been 

applied in the peripheral region of the target to absorb the scattered electron while 

keeping the target unperturbed. The CAP box parameters ci (i=1, 2, 3) can be 

optimized accordingly in the calculations. The N2 molecule is placed along the z  

axis symmetrical to the origin with a bond length of 2.07 a.u. The CAP box is set up 

by ccc yx δ== , ccz δ+= 035.1 , where xc , yc , zc   are the distances from the center 

of the coordinate system along the x , y , and z  axis, respectively, and cδ  is a 

nonnegative variable. A TZ(7p2d) basis12 has been employed on each N atom. 

 

In practice we would not solve a correlated independent equation of the form 

given in Eq. 5.3.12, but instead we calculate the effective Hamiltonian for the (1,0) 

Fock space sector using (1,0) 1( )ηcV and (1,0) 2( )ηcV  and solve the eigenvalue problem in 

Eq. 5.3.8. We selected the thirty energetically lowest virtual orbitals to span our 

active particle space. Consequently, the effective Hamiltonian is represented by a 

30 30×  matrix, and we will obtain thirty electron affinities. The four high lying 

virtual orbitals have been frozen for the calculation. We first calculate the effective 

Hamiltonian for the (1,0) effective Hamiltonian—and thus (1,0)
cV —for the CAP 
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unperturbed system and then use the corresponding (1,0)T  and (1,0)
cV  in the subsequent 

(1,0) 1( )ηcV  and (1,0) 2( )ηcV  calculations.  

 

In this procedure, for the calculation of (1,0) 1( )ηcV  and (1,0) 2( )ηcV , we used the 

amplitudes defining (1,0)T  scaled by a complex factor, 

 (1,0) (1,0)

( ) ( )
−

= ×
+ − +

a a ii aa
i i

ii ii aa aa

F F
t t

F W F W
 ,    5.4.1 

 

(1,0) (1,0) ( ) ( )
( ) ( )

+ − +
= ×

+ + + − + + +
ii jj aa bbab ab

ij ij
ii jj ii jj aa bb aa bb

F F F F
t t

F F W W F F W W
 , 5.4.2 

where F  is the one-body part of the H  interaction given in Eq. 5.3.7. This scaling 

makes the amplitudes equivalent to the amplitudes from the first iterative step of 

CAP-FSMRCC theory. 

 

The 2Πg shape resonance is identified by plotting the complex electron 

affinity spectra [from Eq. 5.3.8] using these (1,0) 1( )ηcV  and (1,0) 2( )ηcV  for various box 

sizes and CAP strengths. On a single processor machine, the CAP-unperturbed 

FSMRCC calculation ( (1,0)
cV ) took 20 days to converge the cluster amplitudes. The 

calculation of (1,0) 1( )ηcV  and (1,0) 2( )ηcV  for 500 different η  values ranging from zero 

to 1x10-2 at a step size of 2x10-5 took only less than an hour to complete. A similar 

CAP-FSMRCC calculation for the complete trajectory would have taken a minimum 

of 500x20 days. 

 

 The Siegert energy for elastic e-N2 scattering has been studied in two sets of 

CAP-CIP calculations. First, to calculate the optimum box size for which the 

absorbing potential is best adapted to the basis set and the size of the target system, 

CAP-CIP calculations were performed for various CAP-box sizes. The velocity of 

the trajectory at the stabilization point is smallest for a box size of cδ =3.0 compared 

to other box sizes. Therefore, all further investigations of the complex resonance 

eigenvalues were performed using this box size. The first 250 points of the η  

trajectories of the resonance eigenvalues calculated using the potentials (1,0) 1( )ηcV  
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and (1,0) 2( )ηcV , which we call first and second order trajectories, respectively, are 

displayed graphically in Fig. 5.3.  To examine the role of CAP effects on the electron 

correlation, we have also performed a zeroth order calculation using the potential  

 

 (1,0) 0 (1,0)( )η η= −c cV V i W .       5.4.3 

The zeroth order trajectory generated using this potential is also given in Fig. 5.3. 

This zeroth order trajectory helps us to estimate the extent of correlation and 

relaxation primarily due to the CAP  effects. A suitable measure is 

 
0( ) ( )CAP

CORR opt optE E Eη η∆ = −  ,       5.4.4 

where 0( )ηoptE  is the Siegert energy point in the zeroth order trajectory, ( )ηoptE  the 

Siegert energy from the first or second order trajectory, and ηopt  is the corresponding 

optimum η value. ∆ CAP
CORRE , which is the absolute value of the energy difference 

between the Siegert energy from the first/second order trajectory and the Siegert 

energy from the zeroth order trajectory, is analogous to the correlation energy used in 

bound-state electronic structure calculations. The ∆ CAP
CORRE  calculated for the first and 

second order trajectories are 6.94x10-4 a.u. and 6.29x10-4 a.u., respectively. It is 

interesting to note that the electron correlation effects due to the CAP apparently 

influence the trajectory only marginally. It also highlights the importance of using a 

highly correlated wave function for the CAP-unperturbed Hamiltonian. Although the 

calculated ∆ CAP
CORRE  quantities are small, it is obvious from Fig. 5.3 that the electronic 

correlation contribution due to the CAP is an important quantity in calculating the 

accurate stabilization point in the trajectory. Quite clearly the second order trajectory 

shows more stabilization compared to the first order trajectory, as (1,0) 2( )ηcV  uses the 

CAP-perturbed (1,0)T  amplitudes while (1,0) 1( )ηcV  does not use the CAP perturbation 

terms [other than the scaling given in Eqs. 5.4.1 and 5.4.2]. The absolute value of the 

energy difference between the Siegert energy from the first and second order 

trajectories is 6.47x10-5 a.u., which means that the complete iterative procedure is 

finished after the second step if an energy convergence criterion of 0.1 mH is 

applied.  



 
 
                                                                                                                                              Chapter 5 

 112

  The trajectories given in Fig. 5.3 are slightly different from the stabilization 

curves generated using the CAP-FSMRCC calculation.19  The optimum point of η in 

the present calculation is 0.00286 while in the CAP-FSMRCC calculation it was 

0.00500. The optimum resonance parameters are also different. The primary reason 

for the difference between the two calculations is the dimension of the calculations. 

The CAP-FSMRCC calculation was performed using 20 active particles, and the 

number of cluster amplitudes was not higher than 350600, while the present 

calculation is performed using 30 active particles and 1448280 cluster amplitudes. [A 

CAP-CIP calculation using 20 active orbitals and 350600 cluster amplitudes 

reproduced the corresponding entry in Table 4.2] Such a large-size calculation is 

particularly important. It may be shown that for a particular Fock space sector in the 

FSMRCC method, the values of the roots obtained by diagonalizing the effective 

Hamiltonian are independent of the dimension of the active space used for the 

calculation. However, the approximate FSMRCCSD method does not satisfy this 

invariance.35 Morevover, the CAP perturbation makes the magnitude of the off-

diagonal elements of the effective Hamiltonian matrix a significant one. Hence, the 

eigenvalues of the effective Hamiltonian, which is not diagonally dominant, depend 

highly on the total number of active valence orbitals chosen for the effective 

Hamiltonian matrix calculation. Considerable accuracy may be achieved when the 

effective Hamiltonian is diagonalized over the complete virtual orbital space. The 

outstanding efficiency of the CAP-CIP method has already enabled us to improve on 

our previous CAP-FSMRCC calculation. The values for the energy and width 

obtained using the Table 5.1. The CAP-CIP data show good agreement with these 

results. 

 

Table 5.1 Energy and width of the gΠ2  shape resonance in e-N2 scattering at the 

equilibrium geometry of N2. See also Table 4.3 for a comparison with other methods 

 

The present method using Energy(eV) Width(eV) 

                                (1,0) 0( )ηcV  
                                (1,0) 1( )ηcV   
                                (1,0) 2( )ηcV  

2.280 

2.298 

2.297 

0.482 

0.507 

0.492 
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Figure 5.3 The η  trajectories for the gΠ2  shape resonance in e-N2 scattering. The 

complex eigenvalues used in the trajectories are obtained from (1,0) 0( )ηcV , (1,0) 1( )ηcV  

and (1,0) 2( )ηcV  calculations. The η values vary from 0.00002 to 0.00500. η  is 

incremented linearly in steps of 0.00002. The region of stabilization of the trajectories 

[corresponding to the resonance position] is magnified in the lower panel.  

 

5.4.2. 2
2gB  Shape Resonance in C2H4

− 

 

It is known that isolated C2H4 (ethylene) anion is not electronically stable.36 

There are several experimental and theoretical reports available in the literature that 

describe the position and lifetime of the low-energy ( )2 * 1 2
2g(π) (π ) B  shape 

resonance of ethylene anion.36-43 In particular, the observation of the 2
2gΒ  state of 
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ethylene anion by electron transmission spectroscopy  shows that the resonance is 

centered near 1.78 eV with a width of approximately 0.7 eV.37 The vibrational 

excitation studies of Walker et al.38 and the absolute elastic scattering and vibrational 

excitation cross sections experiments done by Panajotovic et al.39 confirm these 

findings. Although significant vibrational excitation occurs, the vibronic width in 

each channel is approximately constant. The electron transmission spectrum of 

ethylene38 shows exceedingly weak vibrational substructure. Thus a single 

calculation of a resonance width has meaning within the usual fixed nucleus 

approximation used in this study. 

 

We have used a basis set consisting of 72 Cartesian Gaussians, two s-type 

Gaussians centered on each hydrogen atom and (5s,9p)40 basis on each carbon atom, 

giving nine orbitals of  π ∗  symmetry to accommodate the resonance electron.  Thirty 

low lying virtual orbitals have been taken as the active valence orbitals for the (1,0) 

sector. The geometry of the molecule has been optimized at the level of second order 

Møller-Plesset (MP2) perturbation theory. The ground state 2hD  geometry thus 

obtained has been used for the resonance calculations. The molecule is placed in such 

a way that the molecular plane coincides with the XZ plane, with the principal axis of 

rotation being the Z axis.   

 

The procedure applied for the calculation of the 2
2gΒ  resonance state in 

ethylene is the same as the procedure explained in the above subsection. The 

stabilization of the resonance trajectory is maximum when the CAP box parameters 

xc , yc , and zc  equal 6, 5, and 7 a.u., respectively. In Fig. 5.4 we plot the η  

trajectory of the 2
2gΒ  shape resonance state obtained from CAP-CIP calculations 

using the three approximated potentials, (1,0) 0( )ηcV , (1,0) 1( )ηcV  and (1,0) 2( )ηcV . The 

optimum η  values for the zeroth, first and second order trajectories are 0.00650, 

0.00648, and 0.00672 a.u., respectively. The ∆ CAP
CORRE  calculated for the first and 

second order trajectories are 5.93 x10-4 a.u. and 3.72 x10-4 a.u.  The absolute value of 

the energy difference between the Siegert energy points from the first order and 

second order trajectory, which is a measure of the degree of convergence of the 

Siegert energy,  is 2.20x10-4 a.u.   



 
 
                                                                                                                                              Chapter 5 

 115

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.4 The η  trajectories for the 2
2gΒ  shape resonance in electron-ethylene 

scattering. The trajectories are generated using the complex spectra obtained 

in (1,0) 0( )ηcV , (1,0) 1( )ηcV  and (1,0) 2( )ηcV  calculations. The η values vary from 0.0050 to 

0.0100. η  is incremented linearly in steps of 0.0001. 

 

Table 5.2 compares our theoretical results with the experimental observations 

and the results from other theoretical methods available in the literature. The results 

of our theoretical calculations are in good agreement with the experimental 

measurements.37-39 Our calculated width seems to be a little too large, while other 

theoretical calculations find too narrow a width. (Fixed-nuclei calculations are, of 

course, not expected to achieve perfect agreement with experiment.) For instance, 

Donnelly40 employed the second order treatment of the coordinate-rotated electron 

propagator, revealing a 2
2gΒ  shape resonance with small width. The momentum 

density distribution for the Dyson amplitude calculations done by this author 

highlights the need for a multireference treatment of this particular shape resonance. 

The independent potential derived from our calculation is truly electron-correlated 

and multideterminant in character. The results from our CAP-CIP calculation show 

that the metastable anion formation, like in any other anion formation, requires the 

inclusion of dynamic and nondynamic electron correlation. 
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Table 5.2 Energy and width of the 2
2gΒ  shape resonance in e-C2H4 scattering. 

 

 
Method 

 
Energy(eV) 

 
Width(eV) 

 
Experiment (see text) (Refs. 37-39) 1.78 0.7 

 
Complex Kohn variational calculation (Ref. 42) 
 

1.83 0.460 

Schwinger iterative variational method 
(Ref. 41) 
 

2.5 --- 

Second order electron propagator theory based 
on complex scaling method (Ref. 40) 
(5s,8p) basis 
(5s,9p) basis 

2.49 
1.88 

 
0.234 
0.442 
 

Bivariational SCF based on complex scaling 
method (Ref. 41) 
(5s,7p) basis 
 

 
1.93 

 
0.2 

The present method using 
(1,0) 0( )ηcV  
(1,0) 1( )ηcV  
(1,0) 2( )ηcV  

1.788 
1.772 
1.778 

0.9675 
0.9520 
0.9076 

 

 

5.5.  Conclusion 

 

The attitude reflected in this work is that a resonance is a discrete eigenstate 

[outside of Hilbert space], which is separable from the nonresonant scattering 

continuum. Using analytic continuation concepts, it is possible to focus on 

resonances and treat them utilizing techniques developed for bound states. In this 

chapter, we have derived a combination of a complex absorbing potential with an 

effective one-electron potential that describes the interaction of an electron with a 

many-electron target. A remarkable feature of this effective potential is that it does 

not depend on the kinetic energy of the scattering electron. Traditional optical 

potentials44-50 that describes the elastic scattering of a particle by a many-body target 

for, in principle, arbitrary projectile energy, are energy-dependent. This makes sense, 

since the response of the target depends on the projectile energy. For instance, when 
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a new inelastic scattering channel opens up, i.e. if the target molecule can emerge 

from the collision in an excited state, this must manifest itself in a loss of flux in the 

elastic channel. This consideration indicates that the energy-independent one-particle 

potential derived within the framework of FSMRCC is not such a universal optical 

potential. Rather, it describes elastic electron-molecule collisions below the first 

inelastic threshold. This energy range is of great practical interest (see, for example, 

Refs. [51-54]). The extraordinary power of the Fock space formulation of the 

coupled cluster approach to the many-body problem allows one to describe these 

low-energy scattering processes in terms of an energy-independent one-particle 

potential. 

 

The CAP-CIP method which we have proposed here is similar to our earlier 

work on CAP-FSMRCC. There is, however, a major difference. In the CAP-

FSMRCC method, the CAP is incorporated with the uncorrelated system and the 

analytic continuation procedure is achieved within the correlation energy calculation, 

whereas in the CAP-CIP method analytic continuation is defined for an already 

correlated system. Both methods are theoretically equivalent, and the exact results 

from both need a similar computational effort. However, an approximated form of 

the correlated potential in the CAP-CIP method considerably reduces the 

computational expenses. The way of looking at the analytic continuation procedure 

for the FSMRCC method through an independent particle theory helps us to derive 

the correlated complex potential. More generally, we would like to mention that the 

calculation of the correlated complex potential from the correlated potential and the 

cluster amplitudes explicitly separates the calculation of the electron correlation 

effects and the correlation effects due to the CAP. This formalism thus allows for the 

study of the convergence properties of the FSMRCC procedure and the analytic 

continuation procedure separately.  

 

The absolute error in the eigenvalues of , ( )ηN effH  due to the truncation 

implemented in the calculation of ( )η%cV  is small. The advantages of using 

1( )η%
cV and 2( )η%

cV  for resonance calculations can be summarized as follows: 
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1. The quantitative characterization of electronic resonances is possible using a 

bound state calculation. 

2. Dynamic and nondynamic electronic correlation is included. 

3. The repetitive FSMRCC calculations are avoided.  

4. The analytic continuation for the effective Hamiltonian from FSMRCC 

calculation is direct and simple. The required modifications in the code for 

the entire procedure are additions to ,N effH  and %T , so they do not affect the 

inner part of the FSMRCC programmes. 

5. Since the complete FSMRCC calculation is performed only for the CAP 

unperturbed Hamiltonian, a large-scale effective Hamiltonian calculation is 

possible by defining a large number of valence particle as active.  

6. The eigenvalues , ( )ηN effH  calculated using 0
, ( )ηN effH  and 0( )η%cV  give a 

preliminary idea about the stabilization parameter (CAP strength) and the 

position and width of the resonance. 

7. The accurate stabilization point can be obtained by performing a converged 

( )η%cV calculation for the η  values near optimized values obtained from the 

above approximation.  

 

In summary we would like to say that the CAP-CIP method, based on the 

correlated complex potentials 1( )η%
cV and 2( )η%

cV , is a very promising and 

computationaly viable formalism for calculating the resonances in low-energy 

electron-molecule collision problems. The first numerical application of CAP-CIP, 

which demonstrates the accuracy of the method, is encouraging. 
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