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CHAPTER 1

INTRODUCTION

The chapter briefly discusses salient features and applications of circulating fluidized
bed riser reactors. Subsequently, the motivation for taking up the research work is
presented. The objectives identified for the work are then discussed. Thesis
organization based on the adopted methodology is presented at the end of the chapter.



1.1. INTRODUCTION
Circulating fluidized bed (CFB) refers to the stategas solid fluidization system

wherein the solids are entrained out of the sysbsgmthe flowing gas. The gas
velocities in CFB are far greater than particleni@al settling velocity. The solid
flow into the system, in principle must be main&drexternally to counterbalance the
entrainment out of the system. Typical circulatfluidized bed rector consists of four
principal components — riser, cyclone separatowr@mer and solid flow control
device (Figure 1.1). Gas is introduced at the bots®ction of the riser and carries
with it the solids fed from the down comer througk flow control device. CFBs are
also operated in down flow mode of operation (Chetragg., 2008; Wuet al., 2007).
This work is devoted to the up flow mode of CFBateeas owing to its commercial
relevance in process industries. The solids flovalung the gas gets separated at the
cyclone separators and solids are collected irdalttwncomer. Downcomer serve as
solid storage device and also provides the negebsad to main the pressure balance
for steady operation of CFB system. The solid adnttevice can either be a
mechanical seal or a non mechanical loop sealllikalve, J valve. The function of
solid loop seal is to prevent the backflow of fi@idg gas into the downcomer and to
independently control the solid circulation ratéoinhe CFB system. The inlet and
exit configuration of the CFB system also affeat firevailing flow structure in the
CFB system. CFB systems operate under fast fluidizaegime to dense conveying
regime with both superficial gas velocity and sotigiculation being the control

parameters.

1.1.1. Applications
Circulating fluidized bed applications may be bigagkrouped into low density and

high density circulating fluidized bed processefiuzand Bi, 1995). Well known

commercial applications include fluid catalytic ckang (FCC) process, Synthol
reactor for Fischer Tropsch synthesis (Contraabor @haouki, 1991) and calcination
of aluminum trihydrate to high purity alumina (Reb986). Industrial processes
involving CFB reactor as key element are well doeatad in literature (Koornneef,
2007; Berrutiet al., 1995; Zhu and Bi, 1995; Reh, 1986). Various teghnologies

are being developed based on circulating fluidibeds such as chemical looping

combustion, C@absorption by lime, methanol to olefins, hot g@scing, direct
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Figure 1.1: A typical circulating fluidized bed
system (Yang, 2003)



oxidation of propane to acrylic acid process etgefBexplanations of some of them

are given below.

DuPont has commercialized the use of circulatinglited bed technology for maleic
anhydride production from n-Butane oxidation (Cantor, 1999). Main consumption
of maleic anhydride is in production of polyestesins for boat building, automotive
and electrical industries as reinforced plasticed@tion of n-Butane over Vanadium
Phosphorus Oxide (VPO) catalyst is a typical redeaction with high oxygen
requirement of 3.5 moles of oxygen per mole of naBe. Commercially, reaction is
carried out in fixed bed tubular reactors. Owindhigh exothermic nature of reaction
and hazards from explosive mixtures, n-Butane ifi@etl concentration is limited to 2
mol% in air. This requires use of specialized aupliequipments. Fluidized bed
technology is developed as suitable alternativiexeml bed process. Fluid bed process
reduced the problem of hot spots and subsequenwitatbss. Inlet feed concentration
as high as 4 mol% could be used with the fluidibed technology. However, rapid
axial mixing of catalyst and gas phase back mixmguidized bed reactors resulted
in selectivity loss with degradation to combustiproducts. Attempts to reduce
degradation products by limiting oxygen concenbratresulted in catalyst over-
reduction. Circulating fluidized bed technologyes the advantage of carrying out
oxidation (in riser) and catalyst regeneration (@generators) in separate reactor
units. Near plug flow of gases in CFB limits thertifier degradation of maleic
anhydride and butane to @OContractor (1999) discussed the salient featofes
development of CFB technology for maleic anhydriden inception to pilot scale
operation. Demonstration plant of 0.152 m i.d. ai@dn height riser was successfully
operated for over 18 months to demonstrate useF& ©chnology. The operation
was carried out at high solid flux condition up #6000 kg/mis and at temperature
range of 360— 420c and 2 bar pressure. CFB technology offered hijgctivity to
maleic anhydride with high butane conversion ratesn fluidized bed reactors.
Further concentrated products were obtained aswiggs operated at very low oxygen
concentration. High throughputs were realized wisier operated at high inlet feed
concentration of upto 25mol% of butane. Based aitesss of demonstration plant,
DuPont (Contractor, 1999) commercialized 81 thoddans per annum plant in 1996

for its Tetrahydrofuran (THF) plant.



Chemical looping combustion (CLC) offers promisaldternative of combustion with
inherent CQ separation (Kolbitsclet al., 2009; Kronbergeet al., 2005; Lyngfeltet
al., 2001). The CLC technology consists of a fuel teaend an air reactor. The
metal-oxide catalyst recirculating between thesetars provide oxygen needed for
combustion process. In the fuel reactor, the netale is reduced and the fuel gas
undergoes combustion to give primarily carbon ddexand water. Water is
condensed to obtain pure &’he reduced metal-oxide catalyst is then oxidized
the air reactor. Circulating fluidized bed readchnology is being looked upon for
commercializing the CLC systems on industrial scalaboratory and pilot plant
studies demonstrated successful operation of CL&atpn in CFB’s. The CFB
based CLC system consists of riser reactor opgramair reactor and a bubbling
reactor for the fuel combustion. Ni, Co, Fe, Cudibmetal-oxide catalysts are being
investigated as probable metal-oxide catalysts.iCByfsize range of catalyst varies
from 7um to 2000um.

Acrylic acid is one of the primary intermediate foanufacture of dyes, paints and
polymers. Direct oxidation of propane to acryliedais looked upon as an alternative
to the existing propylene route. Godefrely al. (2009) briefly discussed various
available alternatives for acrylic acid productiemploying fixed, turbulent and CFB
technology. Preliminary process economics showedt tturbulent and CFB
technology offer an edge over employing fixed bedte, which is limited by
available heat transfer area. However, they regddttat capital costs might prevent
adoption of CFB technology over turbulent fluidizeeld reactor. In future, with the
advent of newer catalysts that offer greater casigar and/or selectivity, the
investment costs for CFB technology would be comipetwith the fluidized bed
technology. Moreover, their study also identifteé inherent difficulty in scaling up

of CFB reactor systems.

Thus, the operating conditions and the prevaillog fstructure of the CFB processes
briefed above differ significantly from each oth&he circulating fluidized bed can
be operated in dense, fast fluidized and dilutevifhg regime (Figure 1.2) as reviewed
by Qi et al. (2009), Meiet al. (2007) and Baet al. (1993) etcFor instance, in coal
combustion, the gas velocity and solid flow rate gpically 5 — 8 m/s and less then



40 kg/nfs respectively, whereas in the fluid catalytic kiag process, its 15 — 20 m/s
and greater than 300 kglsrespectively (Fan and Zhu, 1998). This work §@suon
high density CFB processes. Typical high densityBGiperates at superficial gas
velocity ranging from 5 to 20 m/s with solid ciratibn flux greater than 100 kgfm
The motivation behind selecting to simulate highdsiux CFB reactors systems is

discussed in the next section.

1.2. MOTIVATION
The study of hydrodynamics of high solid flux cileting fluidized bed reactor

assumes significance in the context of understanthe fundamentals of high flux
gas — solid flow and also driven by developmentsurrent CFB technologies. The
fluid catalytic cracking technology is continuouddging improved to cater market
needs and other environmental implications. FCQGsuaie required to operate with
heavier feedstock having higher sulphur contemin@nt environmental legislations
require that FCC cracker products have low sulgimntent Developments in FCC
technologies are aimed to produce Ultra Low SulpBasoline (ULSG) and Ultra
Low Sulphur Diesel (ULSD) from heavier crude fracs. Few refineries are looking
to make the FCC’s produce high value petrochemidils propylene without
compromising the fuel output mode. For example MA&XOFIN™ technology of
Kellogg Brown and Root, Inc, offers operationalxflelity to operate FCC either in
maximum propylene yield mode or in the gasolinddyimode depending on the
market needs (Cornet al., 2004; Gilbertt al., 2002). Such process improvements in
FCC technology call for severe operating conditiansl hardware requirements of
the FCC units. Cracking of heavier crude requirgdaheat supply and hence high
solid circulation flux are required. Higher reactemperature and high catalyst to oil
ratio further requires efficient feed distributispstem. The milli-second riser reactors
also require high catalyst/oil ratio. Increase olics circulation flux and suspension
density will be very useful for other applicatiomsgjuiring even higher solids/gas feed
ratios and higher solid concentration. Novel reatéchnology based on two stage
riser process and improved riser design to maxinff&C yields are already
undertaken. Reports stating eight commercial unitsperation with the two stage
riser technology are available (Shanal., 2006; Wanget al., 2004). Thus, there is

significant scope for development of new process®s realizing improvements in



existing process technologies through thorough stigation and understanding of

high solid flux risers.
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Quantitative understanding and predicting the perémce of CFBs rely on the ability
to capture and model inherently complex hydrodyranof gas — solid flow in these
systems (Gauthier, 2009). Gauthier (2009) listed tdomplex flow phenomena
occurring in industrial CFB reactors and highlightee need for further research and
development in such systems. Lack of generalizedingc laws and fluid-particle
interactions at larger scales accompanied by cl@maaction, mass and heat transfer
was also briefed in the work. For instance, commération of n-butane to maleic
anhydride based on CFB technology (Contractor, 1988s not commercially
successful owing to the scaling issues (Gauthi@d9p Therefore there is a greater
need to improve our understanding of gas solid floWCFB systems and develop

reliable scaling methods to commercialize new Cé@hnologies.

Computational fluid dynamics (CFD) facilitates astiortens development time
cycles of new and/or improvements of existing psscknow-how to cater future
demands. Recent years saw increasing usage of Cédlsnto understand fluid
dynamics of high solid flux systems like those omenercial FCC riser etc. and to

evaluate alternate hardware configuration for lpgitecess output.

Several attempts were made in the past to underdten hydrodynamics of gas —
solid flows in vertical pipes or risers and chasnéWlodels of varying degree of
complexity like two-fluid models (the Eulerian-Etien framework), the Eulerian-

Lagrangian framework and direct numerical simulaiovere attempted in the past to
understand the underlying dynamics of gas solivgldCurtis and van Wachem,
2004; van Wachem and Almstedt, 2003; Loth, 2000raRe and Leckner, 1998).

However, the two-fluid based continuum models off@mputational edge over other
models especially in case of systems operating Wgh solid holdup and with those

involving large industrial/ complex geometry (Zéal., 2007).

The two-fluid continuum model description for flizdd bed is based on the mass,
momentum and energy conservation law as given bgefson and Jackson (1967).
These models can be broadly classified into CFDedbasomputational models
(Benyahia, 2009; Let al., 2009; Igciet al., 2008; Almuttahar and Taghipour, 2008;
Vaishaliet al., 2007; Cruzet al., 2006; Huilinet al., 2003; de Wildest al., 2003; Sun
and Gidaspow, 1999; Nieuwland, 1994; Dasgupt., 1993 and 1994; Sinclair and



Jackson, 1989; etc) and semi-empirical based hydardic models (Godfrogt al.,
1999; Nieuwland, 1994; Pugsley al., 1993; Nakamura and Capes, 1973). The
computational models require less ad-hoc adjustneand/or facilitate in
generalization of the empirical/semi-empirical etations developed through actual
physical experiments to wide operating conditidRarade 2002; Sun and Gidaspow,
1999).

The solid phase is modeled as a fluid continuunh sttear stress tensors computed
using kinetic theory of granular flows (KTGF). TKE GF, analogous to the kinetic
theory of gases, is characterized by the granataperature. The solid phase pressure
and the viscosity, which resists the motion of plagticles, are defined in terms of
granular temperature. The models based on KTGHreetgss ad- hoc adjustments
and are widely used (Ranade, 2002 and referenceseinThe constitutive
expressions of the KTGF model involves number ofapeeters like specularity
coefficient, particle — particle restitution coefént, angle of internal friction etc. In
addition, prediction of high solid holdup near thealls requires appropriate
specification of the wall boundary conditions fbetsolid phase. The shear at the wall
for the solid phase is specified through an adpistapecularity coefficient parameter
in the KTGF model.

Several attempts were made in the past to simulaiggrstand and develop state of
art computational two-fluid models for gas solisleri flows. In spite of such sustained
efforts, most of these works that dealt with the galid riser flows were faced with
issues like:

a) Approximating the gas solid flow in cylindrical eis as flow through
channels and simulating the flow in 2D Cartesiamdin.

b) Most studies addressed the effects of model pammeain few selected
guantities like either holdup or solid velocity only turbulent quantities.
Consistent and complete experimental data measuredsingle riser system
is rarely available.

c) Simulations were mainly concerned at low solid feonditions or low mass

loadings



d) Parametric analysis in some cases was coupledooitiplex flow geometry
like risers with two inlets, abrupt exit etc andnbe pose difficulty in

independent parametric evaluation.

Thus, there is a need to evaluate the two-fluid ehdor simulating gas solid riser
flow operating at high solid flux conditions andrg out the salient features and

capabilities of the constituent closures in predgcthe riser flow features.

1.2.1. Objectives of Present Work
The objectives of the present work are

1. To develop and use the Eulerian — Eulerian twadfleomputational models
for simulating flow in gas solid riser reactors asithulate gas solid flow
profiles at typical high solid flux flow conditions

2. Evaluate the model closures for simulating gasdsibdiw. More specifically,
evaluation of multiscale based drag model for pitese exchange coefficient,
boundary condition for solid phase etc. will beused as part of the work.

3. Extend the simulated CFD model from lab scale syst® pilot scale systems
and look into the scale up of predicted flow pril

Although, the work lays more emphasis on the nuraéexperiments pertaining to
gas solid riser flows, comparisons with availablperimental data were also made
and meaningful conclusions drawn thereof. Overathndology followed and the

thesis organization is given in the following senti

1.2.2. Methodology
In conjunction with the aforementioned objectivibge research work is divided into

three parts each targeted to address a speciiie g=scribed as follows:

Part 1. Evaluation of structure dependent drag model

The flow in riser at high solid flux conditions &companied by pronounced radial
segregation and cluster formation (Lackermeteal., 1994; Horio and Kuroki, 1994;

Yerushalmi and Squires, 1977). The clusters areamhym entities and result in

enhanced slip velocities observed in riser flowhe Tcluster formation results in

decreased inter phase momentum drag experiencetiebparticles. Modeling the
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interphase momentum exchange coefficient assurgaegisances in capturing these
key features of gas solid flows. Further, thenpibase momentum exchange provided
by drag plays an important part than the solid phstsess tensor (Ranade, 2002;
Agrawalet al., 2001; Yasunat al., 1995 and references cited therein).

Attempts were made in the past to evaluate the mame exchange closures in
modeling the gas solid flow in high flux risers.élr'tdrag correction factors based on
empirical correlations were seldom valid for ramfdigh solid conditions existing in
riser reactors and were not able to predict themiesl increase in slip velocities in
these systems. Nieuwland (1994) developed empiceoaklation to correct the slip
velocity at high solid flux flows from the data w&n Breugekt al. (1969). At solid
holdup greater than 10%, the correction factor wheut 30. The correlation of
Nieuwland (1994) showed improved predictabilitytbé model with experimental
data of van Breuged al. (1969). But evaluation with Yang al. (1992) showed not
so good results. O’Brien, and Syamlal (1994) usegerimental solid volume
fraction data to empirically adjust the drag caméint in simulating gas solid riser
flows. However, the model had serious limitatias, the proposed relation was not

generalized for all operating conditions.

Sundaresan’s research group (legical., 2008; Andrewset al., 2005; Agrawakt al.,

2001.) showed that coarse grid simulations with gud closure can predict the
occurrence of clusters and radial segregation snsgéid flows. The sub grid closure
was either a simple time average closure or ardifteclosure based on arbitrarily
chosen filter size or a stochastic closure. Thairkwhighlighted that inclusion of sub
grid closures to account for unresolved flow stnoes or clusters significantly

affected the predicted results from two-fluid madel

To overcome the shortcomings of the conventionagdcorrelation, Li (2000)
developed Energy Minimization Multiscale Model (EMBY] a structure specific
model to represent interaction between gas and pbkses. The model addressed the
heterogeneity at different scales existing in galdsflows and the average drag
coefficient was obtained as sum contribution of dmenponent drags at different
scales of interaction. The EMMS model accountscfaster formation and captures

the effective increase in slip velocity. The models further extended to incorporate
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inertial effects by Wang and Li (2007). The EMMSrfrework appears to be a
promising approach for simulating high solid fluger flows. However, the use of the
EMMS model at high solid flux conditions existing FCC riser systems is yet to be
ascertained. There is a lacuna in the literatugarding the applicability of EMMS

approach to high flux flows.

In the first part of this work, the EMMS based dragdel for interphase momentum
transfer was simulated for typical high solid flflew conditions and improvements
of existing EMMS framework in terms of predictinglpished pressure drop data was

investigated.

Unlike earlier studies wherein EMMS drag correlatiwas incorporated into CFD
and results from computational model was comparigd xperimental data, direct
comparison of EMMS model output with available dates attempted in this work.
This assumes significances as it enables evaluatioconstituent expressions of
computational models. Prediction of explicit ocemce of minimum energy
consumption conditions, comparison of predictedstelu size with reported values
from literature, sensitivity of predicted drag wiEMMS parameters etc were also

addressed as part of this exercise.

Part 2: 3D Periodic computational model for simulating fully developed riser
flows

Developing state of art engineering model with teas requires basic flow
information such as time averaged fully developed fprofiles (velocity and solid
volume fraction) and/or dispersion coefficients. tcough empirical correlations are
available, they do not offer predictive flexibilipver wide operating conditions. This
necessitates development of hydrodynamic modegdsrsolid riser flows to predict
time averaged fully developed flow profiles. Moreovully developed flow was
observed in typical risers with large H/D ratiosaivdizam and Shadle, 2008; Huang
et al.,, 2006). Simulation of actual risers with HAD50, without jeopardizing the
spatial resolution, demands enormous computaticoat and time. One-way to
alleviate huge computational requirement withoutmpmomising on the spatial
resolution is by use of periodic flow domains tanslate fully developed flow

profiles. Such attempts were made in the past &byae the predictive capability of
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two-fluid model approach in simulating gas solidtieal flows (See for example Igci
et al., 2008; Benyahiat al., 2007; Zhang and Reese, 2003 etc.). Agraaval (2001)
performed highly resolved simulations in 2D and @&iodic computational domain
with domain size equivalent to typical grids usedcoarse simulations of large
systems. They showed that the two-fluid model [gabde of predicting the unstable
transient clusters/strands provided the grid sixgleyed is of the order of 1Qd
Computational tools like FLUENT(Version 6.3.26), CFX*(Version 10, both from
Ansys Inc, USA) do not have in-built periodic modiet simulating fully developed
flows for multiphase systems with specified massvfrates for each phase. This can
be overcome by use of user-defined functions (URFmake the computational

domain translationally periodic along the flow ditien explicitly.

In this research work, periodic 3D CFD model basedtwo-fluid approach was
developed for simulating fully developed hydrodymariow profiles (holdup, local

velocities) through external user defined functiohkimerical experiments were
performed with this periodic computational modetl @onclusions drawn accordingly
on the effect of various model closures and tunpagameters like specularity
coefficient, granular model formulation and so ®he results from the UDF based
3D periodic model were also compared with the 2i3-aymmetric and 2D full riser

domain simulations.

Part 3: Numerical smulation of scaling lawsfor riser flow

Successful design of such systems from lab scaladostrial scale necessitates
scaling parameters that ensure proper hydrodynaimdarity between reactors at
various scales or across operating conditions. rsite efforts have gone into
establishment of scaling laws based on governingateaps of continuity and
momentum of Anderson and Jackson (1967). Differsats of scaling laws
established involves dimensionless groups suchegad®ds number, Froude number,
flow rate ratio, particle diameter to column diasretatio etc. Knowltoret al. (2007),
Xu and Gao (2003), van der Mearal. (1999), Glicksmaret al. (1993), Chang and
Louge (1992), Glicksman (1984), had dealt with ¢hesaling parameters under

different flow assumptions.

13



Recently Qiet al. (2008) analyzed the available literature and owmeemental data
and suggested an empirical scaling parameter as&doude number and flow rate
ratio to ensure local and global hydrodynamic snty in riser reactors. This
empirical scaling parameter was shown to ensure loctl and global hydrodynamic
similarity under different operating conditions.rRbe same Qi scaling ratio (@t
al., 2008) radial profiles of solid concentration, tpae velocity and cluster voidage

exhibited similar profile in the fully developedil region. The average solid holdup

was shown to vary linearly with respect to fRg**G, /(ppug) scaling ratio.

This looks promising as a single scaling parametsuring hydrodynamic similitude

in riser systems at both, local and global, levélevertheless, this empirical

parameter cannot guarantee hydrodynamic scalingisers beyond their range

without rigorous validation. The parameter wasdéstith most of data sets obtained
with air as fluid medium at ambient conditions. Tgreposed scaling parameter did
not consider the effect of fluid density. Furthére ratio of particle size to column
diameter may be significant in small diameter gseand affect the relative

contribution of particle shear at wall to the oWenaressure gradient (Pita and
Sundaresan, 1991 and references therein). Furéteiation of the scaling parameter
requires extensive experimental data sets of geloability.

This can be avoided to an extent, with the useoafputational models, wherein the
simulated profiles at different conditions can bempared to draw meaningful
conclusions on scaling analogies. The periodic agatpnal model with UDF
developed earlier was employed to address thi®.isSiset of operating conditions,
all having the same Qi scaling ratio (Qial., 2008) was simulated following the
periodic 3D computational model. The work was deen towards numerical
prediction of hydrodynamic similarity at high solitlx operating conditions. A
comprehensive collection of all available data oespure drop and solid holdup in
gas solid riser flows was done and observed disor@ps in development of scaling

laws based on experimental set up were highlighted.
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1.2.3. Thesis organization
The thesis is organized into four chapters and ragigesection as mentioned below.

The thesis is further provided with the nomenckatand reference section complete

with all necessary bibliographic information.

Chapter 1 discusses on the background for taking up thisareh work and the

motivation behind the work. The objectives and rodtiiogy are discussed therein.

Chapter 2 is on Energy Minimization Multiscale (EMMS) modahd evaluation of
EMMS for high solid flux riser flows.

Chapter 3 is on development of computational models basetivorfluid approach.

The mathematical model is discussed briefly at lieginning of the chapter and
equations employed are tabulated for the referefidhe reader. Followed by 3D
periodic model based on user defined sub routire2D axis symmetric and 2D full

domain simulations are discussed.

Chapter 4 is on the use of developed periodic 3D computationodel to evaluate
the scaling in riser flows. Experimental data oasgsure drop and solid hold up are
consolidated and presented therein with the systemaalysis.

Annexure are provided at the each of each chapter, wheeprcable.

Appendix provided at the end of the thesis gives detailheftwo fluid CFD model

studies on gas solid riser systems and the usaredefunction used for the periodic

flow simulation.
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CHAPTER 2

MUTLISCALE DRAG MODEL FOR GAS SOLID RISER
FLOWS

The chapter briefly outlines the importance of multiscale model for gas solid
flows and the energy minimization muti-scale (EMMS) based drag coefficient model
for the gas solid riser flows. The EMMS model was simulated for high solid flux
conditions. The model was tested for implicit minimum in the energy consumption for
suspension and transport of particles. Sensitivity analysis of model parameters was
performed and the EMMS model output were compared with available experimental
data outside the CFD domain. Attempts made to improve the existing lacunae in the
EMMS framework keeping intact the energy minimization postulate were also
discussed and conclusion drawn accordingly.



2.1. BACKGROUND

2.1.1.Importance of Interphase Drag Closures in ModelingGas Solid
Flows
Quantitative understanding and predicting the perémce of CFBs rely on the ability

to capture and model the inherent complex hydroahycs of gas — solid flow in these
systems. In recent years, computational fluid dynanfCFD) based models are

increasingly used to understand and to quantitlgtmesdict gas-solid flows in risers

Most of the CFD models of high solid flux riserg drased on the Eulerian-Eulerian
approach (Ranade, 2002). In this approach, gas lid diow is modeled as
interpenetrating continua. These models requireagujate formulation of inter phase
momentum exchange for coupling between the phdisbas been shown that inter
phase drag force formulation is the critical clestor simulating gas-solid riser flows
with adequate accuracy (Ranade, 2002; Agraaval., 2001; Qiet al. 2000 and so
on). Agrawalet al. (2001) reported that the contribution of solicest obtained from
KTGF was negligible and the effect of particle tdus played a dominant role in

simulation.

Conventionally Wen and Yu (1966) and/or Ergun ()98@rrelations are used in
estimating inter phase drag. These correlationdigiréne drag correction factor to be
dependent only on the overall solid holdup and shianecreased drag with solid
concentration. It is note worthy to mention thegde correlations were derived based
on experiments done on particulate fluidized bed/@nfixed bed. In the fast
fluidization regime operating at high solid flwadial segregation of particles occurs
in riser and occurrence of strands of particlessfelrs) becomes more pronounced
(Muller and Reh, 1994). The strands of particleglasters are dynamic entities and
affect the flow structure and the performance of tBFB system. Because of
formation of such clusters, solid particles exhgip velocity many times higher than
their terminal settling velocity. Such high velgcieéads to possibility of down flow of
particles near the wall (Derouigt al., 1997; Nieuwland, 1996). The pronounced
lateral segregation and solids down flow near ta# with the velocities much higher
than the terminal settling velocities may occur douehe formation of clusters. The

experimental results of Muller and Reh (1994) shbwao, that the formation of
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stands of particles resulted in considerable draduction, leading to longer
acceleration region in risers. @i al. (2000) reported that the particles fed into the
riser got elutriated immediately and the simulatledv became rather dilute as a
whole if the drag correlation derived from Ergunuation was employed. They
claimed that the current drag correlations werg saitable for low gas velocity and
coarse patrticles, in which case the terminal vglosias equal to the superficial gas
velocity. It has been observed that it was not iptssso simulate the down flow near
the riser wall without modifying the underlying @mphase momentum exchange
model. None of the correlations mentioned abovewawaicfor formation of clusters
and increase in effective slip velocity and therefoone were able to capture the key
flow characteristics of high solid flux risers (fexample, Makkawi and Wright, 2003;
Ranade, 1999). Hence, it is essential that anypatetional model developed to
predict the flow dynamics in gas-solid riser mustaunt for the formation of clusters

and hence for the observed increase in slip vedscit

2.1.2.Maodification of Interphase Momentum Exchange in Twefluid
Models

Efforts are taken in the past to empirically depeénd incorporate drag coefficient
correction factors tuned to fit given set of expental data. For instance, O’Brien
and Syamlal (1994) investigated the data of Baaeal. (1988) and empirically
corrected the drag coefficient to match the expenital data. Bagt al. (1991) and Li

et al. (1982) proposed an empirical correlation for thegdcoefficient based on their
own experimental results. Their correlation waseldasn average solid hold values
over the entire cross section and thus the dradficeat did not reflect the
dependence on local heterogeneous structure anadosl heterogeneity. Matsen
(1982) proposed a correlation to estimate thev@lpcity of clusters as a function of
single particle terminal settling velocity and vole fraction of solids. The ratio of
slip velocity to terminal settling velocity at 10%elids volume concentration was
about 5. Similarly, Nieuwland (1994) proposed arpiital correlation to correct the
drag coefficient in gas-solid riser flows. They eh&ed that experimental slip
velocities were as high as 30 times as that ofténeninal settling velocity of the
particles. Recently, Hellandt al. (2007) employed two quadratic type correction
functions, to account for the formation of clustarsd for the observed decrease in

drag coefficient with solid holdup. These voidagedtions had minimum drag
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coefficient at solid holdup of 0.023 and 0.042 limwer and higher particle Reynolds
number respectively. This gave settling velocitytha particle as two and three times

the terminal settling velocity of an isolated peldi

It is clearly evident that empirical correlationsed to account for the influence of
clusters on the interphase drag force term diffesigdificantly in their predicted slip
velocities. Moreover, such correlations were foumot be very useful for all
experimental data sets and lacked generality. Tdreection factors for the drag
coefficient cannot be employed for experimentaldibons, other than those used to
develop or test these developed relations, withfidence. It appears that cluster
formation, their size and slip velocity may be ftiogs of more parameters other than
just the solids volume fraction and terminal segflvelocity. Corrections to the drag
coefficient to include the cluster formation hawebe done with more insight into the
physics of the system rather than correlations dase average experimental
guantities. Recently Makkawi and Wright (2003) peth out that it was far from
inaccurate to assume that the exponent of the ata@mnefactor for the drag coefficient
was a constant and proposed several correlatioriseoéxponent of the correction
factor for the wall and for the center region ofiidized bed on the basis of own

experimental results.

Yanget al. (2004) have briefly reported on the schemes toecbthe inter phase drag
correction factor to include the effect of flowwsttures. These are discussed in the

foregoing sections.

Interface tracking between gas and particles

Direct numerical simulation (DNS), pseudo — paeticiodelling (PPM) and Lattice —
Boltzmann method (LBM) approaches track the intafaetween each particle and
the surrounding gas. The interactions between thesgs need not be described
explicitly. DNS approaches are based on solvingi&tavStokes equation for the all
the concerned particles of the gas — solid sysfére.influence of particles on fluid
was reflected by the nonslip boundary conditionfloid flow field and was then
computed by solving the Navier — Stokes equatidmereas the influence of fluid on
particles was reflected by the integration of thress on each element around the

surface of particles. In PPM and LBM approaches,fiiid is resolved into pseudo —
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particles of length scales smaller than the carestit particle size and then the drag

force is calculated by the collision process betweseudo particles and real particles.

Refinement of computational grids

Zhang and van der Heyden (2001) and Agraetadl. (2001) have indicated that

simulations of the gas-solid two-phase flow withgthigrid resolution using the

conventional correlations for the average drag faoeht or even using correlations
for the standard drag coefficient for a single igltis capable of simulating the

meso-scale structures. This is due to fact thagrbgéneity is weakened as the grid

size is reduced.

Structure specific model or multi-scale models

Another approach in developing drag correlationsrdpresent the physical flow
structure existing in gas — solid flow is to assuagructure for each control volume
and then solve the pertinent force balance equaaod obtain information regarding
the interaction at different scales. This is reddrto as sub-scale or meso-scale
modeling approach, wherein appropriate models aveldped to capture the cluster
and its influence on the flow. Li (2000, 1994) deyed the structure specific model
to represent interaction between gas and solid gshasle represented the
heterogeneity at different scales existing in gagldlows and obtained the average
drag coefficient as sum contribution of the compundrags at different scales of
interaction. Yanget al. (2003a, 2003b) employed the approach of energy
minimization multi scale modeling (EMMS) of Li (20D to obtain effective drag
coefficient for typical low solid flux riser flowThey showed that the effective drag
from the EMMS model was less than that predicteccdyventional drag closures.
The EMMS model accounts for cluster formation aagtares the effective increase
in slip velocity. This appears to be a promisingrapch for simulating high solid
flux riser flows. The significance of the struaurased model for drag coefficient is

discussed in the following section.

2.1.3.Need for Multi Scale Modeling Approach
The need for drag correction factors based on nsghie approach arises from the

experimental observations, as discussed earliat, tte presence of meso scale
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structures (clusters or stands of particles) resnltdecreased drag than that predicted

by the conventional drag correlations.

Figure 2.1 shows the possibility of the two possifibw structures with the same
overall solid holdup. Essentially the drag in thdse flow structures and the
transport characteristics are different and thudething such flow structures with the
correlations based on average cross sectional satees not justified. Further more
Figure 2.2 signifies that drag coefficient is sémsito the prevailing structures in the
flow and stresses the need to modify the drag latiwas with a more insight in to the

prevailing structures in the flow field rather thiasmsed on average values.

Moreover the drag modification approaches basegriohrefinement and those based
on direct numerical simulation, though can themselprovide all the necessary
closures laws for the flow models, are computallgmaore intensive. These can be
used to understand the issues like cluster formattbeir characterization and
segregation with few hundreds or thousands pasti®et for simulation of practical
high solid flux flows it is evident that these risiare either directly or indirectly be
coupled with other models to derive a meaningfulobasion. The structure specific
model of Li (2000), on other hand looks promisiray develop the drag closure
relations for the practical operating conditionghwaase.

The earlier works on EMMS (Ge and Li, 2003; Yagl., 2003a, 2003b; Xu and Li,
1998; etc) involved development of drag coefficiatrrection factor following
EMMS approach and incorporating the effective dragh EMMS model into the two
fluid CFD model. The earlier work validated theuks from CFD simulation against
the experimental quantities. It is strongly recomdes that development of state of
art CFD model requires usage of appropriate caestitrelations that represent the
physics of the system. Such constituent relatiores reeeded to be thoroughly
investigated and evaluated prior to their inclusionthe CFD framework. In the
earlier work, no attempts have been made to comppereEMMS model outputs
(cluster size) with available experimental datadelation. This could disguise the
efficient usage and development of drag correlatenthe CFD model. Further, in
the EMMS framework, cluster voidage is assumedoasi@nt value independent of

operating conditions. In contrast, the observgeeermental data (Harrit al., 2002)
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shows cluster voidage as a function of overalldsbbldup. This issue is studied in the

present work.

The earlier attempts have restricted to usage oMBMmodel for low solid flux
operating conditions. Recently Jiradilak al. (2006) used the EMMS model to
simulate their riser flow at high flux condition 8 — 167 kg/rfs. However Jiradilok
et al. (2006) incorporated the drag coefficient correctiactor from the EMMS
results of Yanget al. (2004), to their simulate riser flow. It shouldwever be noted
that drag coefficient correction factors need tmbtined from the EMMS model for
each specific case (Yamyjal., 2004). The correction factor as reported by Yerai.
(2004) is not a generalized correlation and isiapple only for the system studied by
Yanget al. (2004). The system and the simulated operatinglitons of Yanget al.
(2004) and Jiradiloket al. (2006) are quite different. The simulation resudtsd
subsequent conclusions drawn by Jiradébkl. (2006) cannot be generalized. More
recently Qiet al. (2008) employed drag coefficient developed fromNEMapproach
to simulate gas solid flow at solid flux of 53 kgérand 489 kg/As. However, their
work did not provide evaluation of the EMMS appioamutside the CFD domain.
Comparison of predicted cluster size with reposellies from literature, sensitivity
of predicted drag with EMMS parameters etc weredistussed in their work. The
use of the EMMS model at high solid flux conditiomsgsting in FCC riser systems
are yet to be ascertained. Very few works empldg®iMS model for simulating the
gas-solid flows in high flux risers. Hence, in thesearch work, EMMS model was
evaluated outside the CFD domain and parametr&itsaty of the model was carried

out to draw meaningful conclusions.

In the section to follow, the basic structure of ®MMS model and its mathematical

formulations are discussed in brief.
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2.2.ENERGY MINIMIZATION MULTI SCALE (EMMS) MODEL
The energy minimization multiscale modeling waspased by Liet al. (1998) and

subsequently investigated by number of researcheasly from the Chinese
Academy of Science and their collaborators (Yeing., 2003a, 2003b, 2004; Xu and
Li, 1998 etc.). The model was proposed with thanpry objective to focus on
observed drag in two-phase gas solid flow accongghby clustering phenomena.
The gas solid flow possesses spatial and tempeatardgeneity. This spatial and
temporal heterogeneity was addressed by model@gy#és solid flow consisting of
two phases namely the dense or the cluster phasthardilute or the lean phase. The
flow mechanism occurring in these phases depend tipe scale of observation,
which leads to rather heterogeneity in terms ofjdiiche total effective drag for the
gas solid flow was expressed in terms of sum doumtion of the component drag
from the cluster and the dilute phase. Much ofrtregerial described in this section
follows Li and Kwauk (2003).

2.2.1.Flow Mechanisms in Gas Particle Flow
Gas and particle exhibits their own individual manent tendencies. Particles, by

virtue of their higher inertia, tend to accumulatéh minimum potential energy. Gas
tends to move through the least resistance patbe@ng on the relative dominance
of the gas or the particle nature of the flow, elcgaristics of the two-phase gas solid
flow in risers fall into different flow regimes fro fixed to the pneumatic transporting
flow. The prevailing mechanisms in gas solid fl@aclassified accordingly into three

types (Li and Kwauk, 2003) described below

Particle dominance (PD)

The gas solid flow governed by particle dominaneglizes distinct particle motion

and the motion of the fluid has negligible effettictating the motion of the particles
and on the other hand the fluid motion is dictdigdhe particle. This corresponds to

fixed bed regime (Figure 2.3).
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Fluid dominance (FD)

In this mechanism the distinctive motion of theidlis recognized and the particle
motion is governed by the fluid flow around the tde. This corresponds to the
transport regime in gas solid flow wherein the iobe$ are simply carried away by the
fluid domain along in their direction (Figure 2.3).

Particle fluid compromise (PFC)
The gas solid flow in fluidized bed is neither &fiii dominance nor of particle
dominance. There exists balance between the tweaiirey mechanisms and the

resultant flow is due to the compromise betweenptimicle and the fluid dominance
mechanisms (Figure 2.3).

FLUIDIZATION TRANSPORT
Particle-dominafed  Parficis-fuid-compromising  Fluid-dominateq

Figure 2.3: Mechanisms of interaction in gas sttd (Li and Kwauk 2003)

2.2.2.Fluid — Particle Scales of Interaction
The gas solid flow exhibits three scales of inteoacdepending upon the scale of

observation. Depending upon these scales of olsmmvdhe flow mechanisms
existing in these are also different. In the suetspecific model (Li and Kwauk,

2003) three scales of fluid — particle interacti@me identified as micro, meso and
macro scale.
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Micro scale or particle scale of interaction

The micro scale is at the scale of observationasfigde size, which is about 100 —
500 microns. The constituent particles of the gdisl $low can be at the cluster phase
or/and in the dilute phase. In the cluster phasgu(E 2.4) the particle is under the
influence of the surrounding particles and expessnthe particle dominance
mechanism. In the dilute phase, the particle isosunded by the fluid and is under the
fluid dominance mechanism. Thus depending on tlesgln which the particle has

its presence it experiences either particle oflthd dominance mechanism.

Meso scale of interaction

Meso scale of interaction is concerned with theraxttion between the cluster as a
whole entity and the dilute phase surrounding igyFe 2.4). This is at the cluster

scale of observation, which is about 10 to 500 sirtiee particle scale (particle size).
The particles along the cluster boundary which rekefithe cluster as an entity is
experiencing the fluid-particle compromise mechamiss it is under the effect of

neighboring particles from inside the cluster at&b &he surrounding fluid of the

dilute phase which encircles it. For simplicitystinherently assumed that the cluster
is surrounded by only the fluid and that particlearticle interaction between the

cluster and the dilute phase are hence not acabusmte considered. This also
eliminates the possibility of cluster — clusterenatction that is not accounted in the

model.

Macro scale of interaction

The macro scale is at the system level (Figurg. 2tddeals with the interaction

between the gas solid flow as a whole and the syfteundaries, which result in

macro heterogeneity. The macro heterogeneity hdiglrand axial components as
well. The wall-effect results in radial distributiopatterns in the hydrodynamic
parameters. Axial macro scale interaction resultemf the pressure drop

considerations and inlet and outlet effects. Thermacale of interaction governs the

dependence of local hydrodynamic flow structuresocation.
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2.2.3.Energy Resolution and Concept of Energy Minimizatio
The total energy associated with fluid — partiglstem, expressed as specific energy

consumption rate, f\ consist of two components — energy consumeduspension
and transport of particles,sNand energy dissipated in the particle — fluidwilo
acceleration etc, N Ng is further slit into the energy required for susgien, N and

energy required for transport;.N

N, = N, + N, (2.1)

N, = N, + N, (2.2)
The energy term, Nresults from the slip between the fluid and thetiples is also
dissipated because it does not contribute to th&atg motion of the particles,
making the total dissipated energy as#NN4. However, this portion of energy is
responsible for retaining the potential energyhaf particles, which are suspended in
the system that is, keeping the system expandetljsatherefore different from the
purely dissipated energyqNThese energies are quantified by respective press
heads, neglecting the wall friction effects. Theergy N is given as sum of the
respective pressure heads times slip velocity endluster, dilute phase and in the
interphase. The termNcharacterizes the intrinsic tendency of parti¢dsard an
array of the lowest interaction with the fluid amply the movement capability of the
particles.

Energy consumption is also expressed in terms @fggnconsumed per unit volume

of the system, W Wy, and W as given by Equation 2.3.
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W, = NT(l_ 8)pp
W, = N (1-¢€)p, (2.3)

W, = Ny(1-€)p,
The energy term, W expresses the intrinsic tendency or capabilityhef fluid to

move through lowest resistance path.

The total energy, N is thus resolved and used in characterizing lthe fegimes of
gas solid flow — fixed to transport regime. For thees solid flow corresponding to
fluidization, at velocities between the minimum idlization velocity, and the
transport velocity, neither the particles dominade can the fluid dominate the other
in displaying either’s tendency exclusively. TheQPffow mechanism is thus said to
exist. In the lower end of this regime or velocitgnge, the particles tend to
accumulate as continuous dense phase emulsiontagn@kcess gas to pass through
as bubbles. At the higher end of this velocity niipe particles in the continuous
emulsion shred themselves to form clusters or @gamd form discontinuous dense
phase, distributed in a dilute broth of sparsebtridiuted particles, called the dilute
continuous phase. Particles in the dense phasettefudm clusters along the walls
giving rise to gradient across the flow sectiorhisTregime as postulated by Li (2000)
is characterized by minimal energy per unit maspadficles, N, (Equation 2.4) at

which the particles aggregate to form clustersstadds.

At the fluid dominant flow mechanism, when the dlwielocity exceeds the transport
velocity, all particles are freely flown throughettluid media and all the energy is
spent in breaking the particle clusters as smatli@ser to individual particles and in
distributing them through the flow section. Maxinparticle dispersion corresponds
to maximal energy expenditure per unit mass ofigas, which is mathematically
stated in Equation 2.4.

N = Min, PFC mechanism

st . (2.4)
= Max, FD mechanism

2.2.4.Mathematical Framework of EMMS Model
According to the energy minimization multi scaledeb the gas particle interaction

(fluid — solid interaction) occurs not only betwesingle particle and the surrounding
fluid in the dense and/or the dilute phase (micaley but also between the clusters
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and the surrounding dilute broth (meso scale). fliid tends to move upwards with
minimal resistance while the particles tend toyatheemselves with minimal potential
energy and consequently the compromise between réspective movement
tendencies leads to the minimization of energy eonion rate for suspension and
the transport of particles. The gas solid two pHse is modeled in cluster — dilute
phase framework. Eight variables are defined terilss the two phases (Figure 2.5).
The cluster phase is characterized by homogendasters of uniform size and
voidagee.. The cluster phase fraction in a given volumeharacterized by f. Dilute
phase is assumed to be consisting of discreteclestof uniform size g with
voidage ofs;. The superficial gas and particle velocity in thester and dilute phase
are characterized byl Uy, Uyt and s respectively. Force balance for the cluster and
dilute phase, pressure balance equations and aodgtiaquation for the gas and

particle are shown in Table 2.1.

Dense phase: Uy U., &, d,

} Total B variables
Dilute phase: Ui Uss &

Micro-scale Micro-scale

in dense phase: in dilute phass:

particle-dominated fluid-dominated

with slip velocity:

& “"'--._‘_‘__\_-_‘_-
T L:‘{ o

L]

with slip velocity:

i
Uy = Uy — f-'. - L,

Meso-scale Macro-scale

occurring at interface
betarean dilute phase
and the dense phase:

ococurring within eguiprment
/ boundaries:
with global avarage slip

-

. . “ -
particle-fluid compromising = 3 ==.‘." ::: i velocity:
with slip velocity: o® :H' Lo

- & T L

| [T - -?. - .-..:
U, = U — =" ey U, -e' ;

\, T—5.) SR -

Figure 2.5: Eight structure specific parameterthefmodel. Li (2000)
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Table2.1: Basic equations (EMMS mode

Sno| Equation Expression

1 Force balance in cluster phase

mchf + miFi - f(l - Ec)(pp - p)g =0

2 Force balance in dilute phase

mRE@-f)-@-f)L-¢)p, -plg =0

3 Pressure balance between cluster m,F
mF + oy - mF
and dilute phase (L-f)
4 Continuity equation for gas Uy = Uyg @ = F) + ugf

5 Continuity equation for particles| u

p

U @a-f) + upcf

6 Overall continuity equation e =¢g@-f)+ef

Table2.Z: Degree of freedom analysis fthebasic ancextendectEMMS

Primary Known u, G, d, 3
variables | Unknown W, Uy, Upc, Wof ,€c, &1, €, T, i, &, &, @ 12(9)
Primary Force balance equation (2), pressure balance equét)| 7 (6)
equations | Pressure balance equation in terms of inertial $gfih and
continuity equation (3)
Secondary| F, i, F, Coe; Gor, Coi, Gooe Coor, Cooi, R&, Re, Re, | 18
variables | Usg Usf, Usi, Mg, MMk, My
Secondary| Drag force expression (3), Drag coefficient relati(),| 18
equations | Reynolds number expression (3), Slip velocity dgbn
(3) , Expression for number of particles/cluster peit
volume (3)
Degree off = Total no of unknown variables —Total no of equad 5(3)
freedom = (12+18) — (/+18)

“Italicized numbers in brackets are for the basicMB/model without inertial terms
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EMMS model has three degrees of freedom to arivéhe solution (Table 2.2)
corresponding to the point of minimal energy congtiom for suspension and
transport. The EMMS model employs cluster size elation based on energy
consumed for suspension and transport as givendguattbn 2.5. The cluster size
correlation is based on the assumption that clissteris inversely proportional to the
energy consumed for suspension and transport. Amge tends to maximum value
(€ — emay, all input energy is utilized for transport ofrpeles and ¢ tends to gl (Li,
1994).

dcI = (25)

With cluster diameter defined by Equation 2.5, tilve other parameters are needed
such that the energy required for suspension asadsport, is minimum. Li and
Kwauk (2003) postulated that for the fluidizatiomgime, the fluid particle
compromise mechanism prevails and the energy dperguspension and transport
was minimized as cluster voidage reduces to mininflurdization voidage and the
dilute phase voidage reaches the upper bound, wisicthe maximum voidage
attainable in the gas solid system. The neces$asyres are given bigquation 2.6.

For the case of fluidization with particle — fluumpromise PFC, the EMMS model
postulates, mathematically, the occurrence of mahiNg; at

m (2.6)

With the additional constraints for cluster voidage dilute phase voidage, satisfying
minimal energy consumption (Equation 2.4), the EMMf®del equations give a
unique solution for the given operating conditié®sand y. The derivation of model

eqguations can be found in Annexure 2A.
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Extended EMMS Model

Recently Wang and Li (2007) incorporated three taolthl inertial terms “@ q and

&" in the force balance equations for the clusteagah interphase and dilute phase
respectively. Following the approach of Xu and 1998), the set of equations was
iteratively solved to arrive at the solution. Witicorporation of additional terms in
the EMMS framework, the model has 5 degrees ofdfvee (Table 2.2). The inertial
phase term for the interphaseisacalculated from the pressure balance between th
constituent phases. Detailed model description lmanfound from Li (1994) and

works therein.

Solution of EMMS model equations
The solution of the EMMS model equations was baseduitable expressions for the
component drag force terms,, i, F and slip velocity &, us and ;. Appropriate
expression for drag coefficients have to be incaafsal in the expressions for the
drag force. EMMS model solution is based on thk¥ahg assumptions —
(1) The cluster and the dilute phase were consideré@ tsomogeneous and also
the clusters were homogeneously distributed invargvolume section. Hence
Wen and Yu (1966) correlation was applied to deteenthe drag in the
cluster phase, dilute phase and for the particiethe interface between the
clusters and dilute phase.
(2) Only drag and gravity forces were considered.
(3) The cluster voidage was set equal to the minimuidi##ation voidage and the
dilute phase voidage was set at the maximum vafu@ 3997 as given by
Matsen (1982). This was in line with equation (2.6)

Apart from the three assumptions mentioned eatkarand Li (1998) simplified the
original equations of the EMMS model by usage ofveo law form of drag
expression for the standard drag coefficient inc@laof Wen and Yu (1966)
expression. The equations (Annexure 2A) were solf@dthe given operating
conditions (input parameters) employing bisectiearsh algorithm. The solution was
initiated with guess value for the cluster fractimd iterations were continued until
cluster fraction converges satisfying the critegimen by Equation (2.7). Tolerance

value was set as 0
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[f, —f._,| < tolerance (2.7)

where i is the iteration number

From the knowledge of the eight parameters of tinecture specific model, the
component drag coefficients and the total effectiveg coefficient were calculated.
The correction factor for the drag coefficient waadculated taking the Wen and Yu

(1966) drag expression as a reference.

Model equations were solved in MATLAB 7. The MATLABode was tested by
comparison of the results from the present workhwéported simulation results for
air- FCC system (929.5 kgfand 54um) at G = 50 kg/nfs (Xu and Li, 1998). Good
agreement was seen for all the reported profilégu(Es 2.6a — 2.6¢c)his ensured
that the model equations and the code used wemrnsistence with the results
published earlier. The model and its MATLAB implemetion were then used for
further investigation of the EMMS model. All simtizn studies were done with air —
sand system of particle diameter 128 and particle density 2540 kginTypical
high solid flux condition of solid circulation flugf 100 — 500 kg/is and superficial

gas velocity in the range 5 — 20 m/s was used.
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2.3.RESULTS AND DISCUSSION

2.3.1.Criterion of Minimum Energy Consumption Solution
EMMS model is based on the postulate that for gigperating condition the gas

solid system attains the state of minimum energysamption for suspension and
transport (Ny). The extended EMMS model has five degrees ofdfyee(Table 2.2).
Hence, the EMMS model solution corresponds to thbaj minimum in the iy in the
five-dimensional space. Ge and Li (2003) discusbedexistence of different regimes
of gas — solid fluidized bed with the possibilitiytavo minima for the N — one at. =

€mt and the second at higher value of around 0.98970.They varied the cluster
voidage over the range frogp; to emax. The existence of minima at cluster voidage of
€mf Needs to be ascertained on the grounds of incieaseergy consumption &g
tends to (or becomes lower tha). Though in principle the cluster voidage ranges
from €min 10 €max it was varied from O to 1 to understand the matitecal behavior of
the EMMS system of equations and the nature otisolwbtained beyond acceptable
limits. Contour plots of N were analyzed, keeping all but variable fixedinter the
local minimum N; with respect to the variable under consideratiarhe locus of
local-minimum N; was further analyzed for the global minima in tbeergy
consumption profile with reference to cluster irs@rterm @, cluster voidage. and
cluster size g The base case simulation was done for air — $88dm - 2540 kg/m
system and drag coefficient for the constituentspsavas calculated from Wen and
Yu (1966). To maintain consistency with previoupaged works on EMMS, Li
(1994) cluster size was taken for base case siantaand dilute phase voidage was
kept as 0.9997 in this study. The force balanceaggu for the dilute phase was
simplified with @ value as 2g. It should be noted that keepingnaiftial terms as 2g
corresponded to the basic framework of the EMMS ehod

The variation of energy consumption ratios{N;) with dimensionless cluster phase
inertia (a/g) for superficial gas velocity 10m/s and solidxfl300 kg/ms is shown in
Figure 2.7. The simulation was done at differerduased values of cluster phase
voidage. Occurrence of local minima in the energgstmption with cluster phase
inertial term was inferred at all assumed valueslos$ter voidage up to certain value
(say ~0.97 in Figure 2.7). At still higher value$ duster voidage, energy
consumption ratio increases with cluster phasdiaiéerm.
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The plot is re-drawn in terms of cluster voidagel ahown in Figure 2.8. At lower
values of g minimum N; is observed at higher values of cluster voidagé \ewest
possible cluster voidage assumed at 0.4. At highlkeres of g distinct minimum with
respect to cluster voidage was not observed (Figufeand 2.8). The minimumsN
shifts to lowest possible cluster voidage. For gxamat @ > 10g, there was no

distinct minimum N; with cluster voidage forg= 10m/s and &= 300 kg/nfs.
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Figure 2.7: Variation of energy consumption ratithvdimensionless cluster phase
inertia at different cluster voidage foga 10 m/s and G= 300 kg/ms and at
& = 0.9997 and Li (1994) cluster size

36



Energy consumption ratio,

0.9

0.8

0.7 1

0.6

0.5+

0.4

ajg=2

‘\/

2
///
uster phase inertial terrg@

— D
—
—15
— 25
—T5
W Fitted data

—3
=10
20
=50
=100

0.7 0.8
Cluster voidage, (-)

0.9

Figure 2.8: Variation of energy consumption ratidhveluster voidage at
different dimensionless cluster phase inertia for @0 m/s and = 300
kg/mfs and ak; = 0.9997 and Li (1994) cluster size

37




Further, this local minimum Nsolution with cluster voidage was found to depend
the arbitrarily assumed value of lowest possiblestedr voidage. To illustrate the
same, the basic framework of the EMMS model witstdr inertia fixed at 2g was
simulated. It was observed that the local minimarthe N; with cluster voidage was
found to be depended on the lowest minimum clugbéliage. A small shift in the
lowest minimum cluster voidage, say from 0.4 to, {dr called as choking point
transition voidage in EMMS literature) would resurtshifting of occurrence of the
minimum N, (Figure 2.9). For instance a change of lowest iptes€luster voidage
from 0.5 to 0.6 would shift in the critical chokisglid circulation flux from G~500
kg/mfs to G ~ 600 kg/ms. Thus, with ambiguity in determination of thisoking
point transition or in EMMS terminology the parédluid compromise (PFC) to fluid
dominance (FD), determination of critical solidXltemains an academic exercise. In
the FD regime, the EMMS solution would correspomdhte point of local minimum
Nst with cluster voidage and in the PFC the EMMS sotutvould correspond to the
lowest possible cluster voidage arbitrarily assunredhe model. Thus, the basic
framework of the EMMS model without the inertialrtes did not exhibit a distinct

and explicit minimum in the Nwith cluster voidage.

In contrast, for a given value of cluster voidatle, extended model predicts explicit
local minimum in N; with respect to cluster phase inertial term (Feg@r7). The
points of minimum energy consumption correspondh® EMMS solution for the
given operating condition. Further this did notuiegq prior determination of choking
point as the case with the basic EMMS frameworle diute phase inertial term was
found not to have very significant change in theuteobtained and the point of local
minimum N;; with cluster inertia was not affected by ordermedgnitude change in
dilute phase inertial term. Hence for sake of siaify, dilute phase inertial term was

assumed at value of 2g for all further simulati@figure 2.10).
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To ascertain the global minima in the energy caomsion, simulation was done for
cluster voidage range from 0.3 — 0.8 and clustee satio (d/dp) of 25 — 1000. At
each value of cluster size ratio and cluster vaddgcal minimum in the energy

consumption with respect to cluster phase inertia determined. The variation of the

cluster phase inertia corresponding to local miminiu; (ac|Nstm_ ) is shown in Figure

2.11. For any set value &f, the global minimum occurs at highest possiblestelu
size, not explicitly predicted from the EMMS mod&he energy consumption ratio
decreased monotonically with decrease in clustedage in the range 0.3 — 0.8.
Further this observation was not affected by therafing condition (Figure 2.12).
Thus, inclusion of an additional inertial termg)(ahowed improvement towards
attainment of distinct energy minimization localiyt not on global scale. Minimum
energy consumption was observed only witfarad not withe; and/or ¢. The global
minimum in the energy consumption occurs at theekivpossible cluster voidage and
highest cluster size assumed in the EMMS framework.
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2.3.2.Sensitivity of Results with Dilute Phase Voidage
The EMMS framework sets the dilute phase voidageéhat value of maximum

voidage, stated as 0.9997. To ascertain the satsitif dilute phase voidage, the
basic framework of EMMS model was simulated for-asolid riser systenpf 2540
kg/m® and ¢ 129um) operated at solid circulation flux of 300 kgémand cluster
phase inertia (&g) set to 2. The dilute phase voidage was vamethé range from
0.999 — 0.9999. The effect of small perturbatiorthis value on the EMMS model
was found to significantly affect the drag coeffiai correction factor. For a 0.02%
change in dilute phase voidage the effective dragfficient correction factor
increased by a factor of 2 (Figure 2.13a). The rhadeunstable with small
perturbations in dilute phase voidage. The extresgmesitivity with respect to the
assumed value of dilute phase voidage is certaimigesirable. Such extreme
sensitivity of the EMMS model with the dilute phasgidage was due to the cluster
size correlation employed in the EMMS approach. $aasitivity of the predicted
cluster size following Li (1994) correlation withe dilute phase voidage is shown in

Figure 2.13b. It was therefore essential to exanpiogsibility of using alternative
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correlations for estimating cluster sizes. This veaamined and discussed in the

following section.
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2.3.3.Comparison of Cluster Size Predicted with EMMS Modé&with
Reported Correlations
The cluster size correlation employed in EMMS models based on empirically

relating the cluster size with energy consumed dospension and transport (Li,
1994). Several other cluster size correlationsaaeglable. For example, Harrés al.
(2002) developed a set of correlations for meastetusolids concentration (Equation
2.8), and cluster size (Equation 2.9), in termsnefin cross sectional averaged solids

concentration as:

— 148

0013+ ¢,
4 = & (2.9)

d, —

40.8 — 94.5¢,
The cluster size in Equation (2.9) denotes the nveaincal cluster length in the near
wall region of risers. Wegt al. (1995) have reported an empirical relation (Ecurati
2.10), for the radial cluster size, based on tbgin experimental data, in terms of
local bed voidage and Reynolds number based on diseneter. The experiments
were carried out with air and FCC catalyst ofi4and 1398 kg/fhon riser of 8m
height and 0.186m inner diameter. The cluster sias determined by cross
correlation technique on the data obtained fromicaptfiber image sensor. The
experiments were done for the superficial gas vlaange of 1.2 to 8.5 m/s and
solid circulation flux of 18 to 215 kg/fs.

r, = Al -¢)f° Re®

A =344+19 (2.10)
B = 061+ 002

C = 0.075

Zou et al. (1994) obtained an empirical correlation for disienless cluster size
based on image analysis. The experiments wererpetbwith air — FCC system{d
54 pym andpp, 929.5 kg/m) on 0.09 m diameter and 10 m height riser operated
superficial gas velocity of 1.3 — 3.5 m/s and sdiidtulation flux of 9 — 65 kg/fs.
The Zouet al. (1994) correlation is given in Equation 2.11.
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1.3889
e 1—8 0.25 8_1'5
dq =1.854{L} + 1 (2.11)

Gu and Chen (1998) [as reported in Bi, 2002] gaeecixpression for cluster size as

d, = 1{0';)27— 10}( ) +d32( e (2.12)

cl
p

It is obviously evident that these cluster sizer@ations do not depend on dilute
phase voidage and hence not sensitive to the ¢h#ise voidage. For instance, drag
coefficient correction factor computed with Hargtsal. (2002) and Weet al. (1995)
did not exhibit sensitivity with dilute phase vogia(Figure 2.14 and 2.15). The dilute
phase voidage was found not to affect the predicteerall solid holdup/cluster
fraction. Usage of appropriate correlations for ttlester size in the EMMS
framework was therefore critical. The observed @ity with dilute phase voidage
(discussed in the previous section) was not inltesethe model but was because of

the choice of the cluster correlation of Li (1994).
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Figure 2.14: Variation of drag coefficient correctifactor with solid
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Figure 2.15: Variation of drag coefficient correctifactor with
solid holdup for G= 300 kg/ns at different values of dilute phase
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2.3.4.Comparison of EMMS Model Pressure Drop with
Experimental Pressure Drop Values
Comparison of reported experimental fully developeessure drop values in gas —

solid CFB with the pressure drop value from EMMS elogas done to assess the
EMMS approach. The literature data used for pressure evaluation were selected
to see that location of pressure drop measuremastinvthe fully developed region.
For data wherein axial pressure gradient profiles wegported in the literature, the
pressure drop corresponding to the fully developsglon was considered in this
study. The details of the reported experimental qunes drop data is tabulated in
Table 2.3.

The extended EMMS model was simulated with set valueluster voidage and
cluster size given by Li (1994) to obtain local mam in the energy consumption
with cluster phase inertial term. From the knowkedy cluster fraction computed
from extended EMMS model (solution point correspagdio minimum energy
consumption with respect to cluster phase inertts,solid holdup was determined
from overall mass balance. Subsequently the pressup was computed from the
overall solid holdup value, ignoring the frictionasistance. The pressure drop from
the solution corresponding to minimum energy cor@ion was compared against
the reported data (Figure 2.16a and 2.16b) of Niaguwav(1994). The EMMS solution
corresponds to minimum Nagainst afor eache; (minimum point on each curve of
Figure 2.7). The extended model was found to pogrgdict the experimental
pressure drop at any assumed value of cluster geid&his shows that cluster
voidage cannot be set at constant value indepemd@nmterating conditions. This was
in agreement with the correlation of Haretsal. (2002) that showed cluster voidage

to be function of overall solid holdup.

The basic framework of the EMMS model with & 2g also suffered from poor
prediction of literature pressure drop value (Feg@rl7). It must be note worthy to
recollect that the basic framework of the EMMS madiglnot signify the minimum

Nst and depend of the arbitrarily set value of lowebgster voidage (0.5 for this case).
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Table 2.3: Literature data used for EMMS model eatibn

Sno | Reference Riser Particle Superficial | Solid
Dimensions Properties gas velocity | circulation
m/s flux, kg/m?s
1. Nieuwland (1994) H=3m Glass beads 12.3 105 - 300
i.d.=0.03m | p,=2900 kg/m
D/d, = 45.8 d, = 655um
Ar =30.0439
Uer = 5.288 m/s
2. Nieuwland (1994) H=28m FCC 10 100 - 400
i.d. =0.054m | p, = 2540 kg/m
D/d, = 418.6 d, = 129um
Ar=5.7534
Uer = 0.77 m/s
3. Monceauwet al. H=N.A. FCC 4.6 50 — 250
(1986) [ as reported in i.d = 0.144m | p, = 1385 kg/m
Dasguptaet al., 1998] | D/d, = 2441 d, =59um
Ar=2.12
Uer~ 0.133 m/s
4. Yerushalmi (1986) [ | H = N.A. FCC 2.2and 4 50 — 250
as reported in i.d=0.152m | p,= 1070 kg/m
Dasgupteet al., 1998] | D/d, = 3102 d, = 49um
Ar =1.6168
Uer = 0.073177
5. Baderet al. (1988). H=122m Sand 3.7-10 98 and 147
[as reported by Obrieni.d. = 0.305 m | p, = 1714 kg/m
and Syamlal, 1994] | D/d, = 4013 d,=76um
Ar = 3.404548
Uier ~ 0.236 m/s
6. Yerushalmiet al. H=7.0104m | FCC 1.8-45 20 -220
(1976) i.d. =0.0762 m p, =881 kg/ni
D/d, = 1270 d, = 60um
Ar=22
Uer ~ 0.086 m/s
7. Herbertet al.” (1998) | Downer FCC 04-6.1 79 and 92
H=46m pp = 1400 kg/m
i.d.=0.05m d, = 75um
Drd, = 667 Ar =271
Uer = 0.203 m/s
8. Huanget al. (2007) H=151m FCC 25-10 38 -220
id.=01m | p,=1500 kg/m
D/d, = 1493 d, = 67um
Ar=2474
Uer = 0.179
Qi et al. (2008) H=151m FCC 3-12 24 — 225
11. i.d.=0.1m P = 1500 kg/m
D/d, = 1493 d, = 67um
Ar=2474
Uer = 0.179
N.A.  Not Available

Pressure drop obtained from axial presgradient profile at fully developed region.
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Figure 2.17: Pressure drop gradient as functicsobd
circulation flux with EMMS model predictions with [1994)
cluster sizeg; = 0.9997 and & 29 for Nieuwland (1994) data at
ug = 10m/s

While interpreting these results, it should be dotieat the gas-solid flow in riser
exhibits significant radial heterogeneity at highli¢ fluxes. To account for such
radial heterogeneity, the EMMS model was appliechwaitcore-annulus framework
for simulating gas-solid flows in risers. The detadf core-annulus framework are
discussed in Annexure 2B. However, even with the eoannulus framework which
accounts for radial heterogeneity, the predictiohthe EMMS model did not change
significantly and therefore could not successfydhgdict the experimental data of

pressure drop.

The EMMS model was further tested by comparing ptedicresults for the
downward gas-solid flows. Downers exhibit nearlyifomn radial profile with
minimal boundary effects. The comparison of the jpted pressure drop from the
basic EMMS framework with.a= 2g with experimental downer data of Herletral.
(1998) is shown in Figure 2.18a and Figure 2.18cah be seen that despite the
radial uniformity in downers, the predicted pressdrop was significantly higher

than the experimental data. It is known that eftdcskin friction in downer flows is
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larger than in riser. However its contribution imegicting pressure drop was
negligible (less than 10% up to superficial gaery of 5m/s) in comparison with
the order of magnitude difference observed betwden predicted and reported
values. Direct comparison of predicted overallgdioldup with the reported values
of Herbertet al. (1998) also showed significant difference. Thesseolations

supported the conjecture that methodology of figkedter parameters like voidage or

size required to be investigated in the EMMS framé&wo
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Figure 2.18a: Pressure drop gradient as functicgupérficial
gas velocity with EMMS model predictions for Herbetral.
(199¢) downer systei with &, = 2g,e. = 0.5 ancg; = 0.999°
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downer system at G 92 kg/nis and with a= 2g,&; = 0.9997
and Li (1994) cluster size

The poor prediction of EMMS pressure drop with htere data, motivated to adjust
one of the model parameters to match the literatata. The extended EMMS model
has 5 degrees of freedom to arrive at the solud@responding to minimum energy
consumption. For the given operating condition wbesficial gas velocity and solid
circulation flux, dilute phase voidage)(was assumed. The dilute phase inertial term
(&) was fixed at value of 2g for brevity as it wasifid not significantly alter the
solution. Eventually, 3 degrees of freedogn @ and @) could be fitted to arrive at

EMMS solution of minimum energy consumption thad fite literature pressure drop.
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In the first case, the cluster voidage was fittednatch the literature pressure drop
and cluster size was determined from Li (1994)timha The exercise of fitting the
cluster voidage to match the experimental presdusp also guaranteed the energy
minimization criteria of the EMMS framework. At giweoverall solid holdup, the
fitted cluster voidage correspond to minimung & shown in Figure 2.19. It should
that attempt of fitting cluster voidage with expeental data, for the EMMS model
without the inertial term (a= 2g) destroyed the energy minimization framewofk
the EMMS model as shown by the fitted data in Figug8. The fitted curve does not
guarantee the minimum insNThe extended EMMS model with additional degrees of
freedom guaranteed energy minimization in conjuitl wrediction of experimental
data. The fitted data point ensured local minimaNiwith a as shown in Figure
2.19.
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Figure 2.19: Variation of energy consumption ratith cluster phase
inertial term at different solid holdup with Li (28) cluster size for
Nieuwland (1994) data at & 10 m/s and G= 300 kg/ms
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The procedure of fitting cluster voidage was sevsito the dilute phase voidage
owing to the cluster size correlation (Li, 1994)@ayed in the EMMS model (Figure
2.21). Hence, appropriate correlations for clustee needs to be used in the EMMS
framework that avoids such undue sensitivity witlutd phase voidage. Following
discussions made earlier, Harasal. (2002) correlation was also used to correlate
cluster size with solid holdup in the EMMS model.f@e this, an exercise was
carried out to ensure that the method of fittingstér voidage guaranteed local
minimum N at all values of cluster size. The effect of clusiee on the fitted cluster
voidage and the energy consumption ratio is shawfigure 2.22 and Figure 2.23. At
each cluster size ratio, the overall solid holdupswheld constant at reported
experimental value (solid holdup or pressure dropg cluster voidage was fitted for
various assumed;avalues. The EMMS solution would correspond to pabit
minimum N with a. For any given cluster size value, explicit minimwenergy

consumption with awas observed, but the global attainment of minimemergy
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consumption was observed at highest possible clsite. Thus, the cluster size

retains its key significance in model predictions.
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Figure 2.21: Variation of fitted cluster voidagenaihimum N
with solid circulation flux for Nieuwland (1994) tiaat ¢ =
10m/s with Li (1994) cluster size and differentued of dilute
phase voidage
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In the second attempt, the cluster size was fitechatch the experimental pressure
drop data for assumed cluster voidage value. Reengcluster voidage, the energy
consumption profile did not show occurrence of miam value with a(Figure 2.24).
There was no significant change ig With the fitted cluster size. This was obvious as
a. affects the force balance of particles within agh cluster rather than that of
cluster as whole. Also at large values pf{say ~45 fore; of 0.5), the fitted cluster
size ratio was less than 1, which is physically neallistic. Thus fitting cluster size to
match with experimental pressure drop at assumester| voidage proved to be not
very useful. For the same reasons, optimizingnaélé parameters to obtain minimum
energy consumption solution that fits the experitakedata was also not possible.
Hence all further results were obtained by adjustnd cluster voidage for pre-

specified cluster size values.
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Figure 2.24: Variation of fitted dimensionless ¢ttrssize and corresponding
energy consumption ratio with cluster phase inatidifferent cluster voidage
for Nieuwland (1994) datag# 10m/s and 6= 300 kg/nis
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The dependency of the fitted cluster voidage was adsertained with the cluster size
correlation used in the model. The cluster size el#ained from either the Harres

al. (2002) or Li (1994) correlation. Figure 2.25 shofwactionalized dependence of
cluster voidage with respect to the overall soldthnp. The clusters are more loosely
packed as against the clusters predicted from $latrial. (2002) €. correlation
(Equation 2.8). With the given scatter in the ayadditerature data, the fitted cluster
voidage was found not to be significantly dependantthe cluster size correlation
used in the model. However the cluster phase mddrm at minimum energy
consumption was dependent on the cluster sizeiaeldFigure 2.26). The fitted
cluster voidage ensured local minima ig fdr all the data sets tested (Figure 2.27a to
2.28b). Thus the procedure of tuning cluster voidagmatch the experimental value
within the extended EMMS model framework kept intded energy minimization
postulate and also showed improvement in predictireg experimental data over

earlier EMMS framework without inertial terms.

The fitted cluster voidage and cluster phase irledran computed based on Harels
al. (2002) cluster size, was correlated with the dVveid holdup (Figure 2.25 and

2.26) following least square algorithm as

g, = 2.0518 - 1.9325, + 0.9661 (2.13)

a/ -0.2012
In| £ | =3.9758¢ (2.14)
85

Equation 2.13 and 2.14 were incorporated into the EMidodel and the pressure
drop was predicted again from the extended EMMS ehwedth these developed

regression expressions. The predicted pressurefanopthe model is compared with
the experimental data (Figures 2.30a — 2.30f). Trediptive capability of the model

improved with these correlations but consistenulteswere not obtained at all
operating conditions. Parity plot for the pressdrep computed from the extended
EMMS model predictions is shown in (Figure 2.31&)slclearly demonstrated that
the EMMS model did not significantly improve the giaions in comparison with

already available methods for pressure drop odswidup predictions (Figure 2.31b
and 2.31c). Despite keeping intact the energy mgation postulate and fitting the
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cluster voidage to experimental data, the percentiyiations as high as 35% were
observed with the EMMS framework. With these largwidtions, it might not be
justifiable to employ EMMS based multi scale apptoaver the other available

methods or correlations.

In conclusion, the extended EMMS model with inclasod inertial term promises the
attainment of distinct local minimum energy constiop for given operating
condition and assumed values of cluster voidage cmster size. These points of
local minimum energy consumption could not prethet experimental pressure drop
data and the model parameters require to be adpmstia predict experimental data.
The dilute phase inertial term @an be omitted from the extended model as this was
not found to have any significant effect on modeldictions. Further development of
extended EMMS model is required to enable to achiewaimum energy
consumption on a global scale with respect to elusbidage and/or cluster size.
Attempt of fitting cluster voidage to match the exmental pressure drop data also
ensured energy minimization principle of the EMMSnfiework. Cluster size
representation plays a significant role in predigtithe drag coefficient from the
model. Correlation developed for fitted parameteegds further introspection for
successful predictions and for reducing the largecgntage deviations. Given the
current state of the extended EMMS model with lenadimum N;; and fitted cluster
voidage, no significant benefit was obtained oveeaaly reported correlations.
Although the EMMS approach looks promising with nudale approach for
estimating interphase momentum transfer coefficieomsidering the aforementioned
evaluation and observations, the usage of EMMS mioditle two-fluid CFD model

framework appears to be not justifiable.
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Figure 2.30c: Pressure drop gradient as functisobd circulation flux
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2.4.CONCLUSIONS

EMMS approach is computationally investigated fosgble development of drag
closures for high solid flux riser models. The caisabns of the present study are as

follows:

The drag coefficient correction factor from the EMM@proach was less than unity
signifying the decrease in the effective drag duéhe formation of clusters in gas —
solid flow. This qualitatively captured high slip lgeities observed in the
experiments. The extended EMMS model with the ineteian predicts distinct local
minimum energy consumption for given operating ¢tol and assumed values of
cluster voidage and cluster size. However, the npal@meters require adjustment to
predict the experimental pressure drop data. Theedpphase inertial term can be
omitted from the extended model, as this was natdiato have any significant effect
on model predictions. The cluster voidage was fittedporedict the experimental
pressure drop keeping the energy minimization fiaaonk of the EMMS model as it
was. Understanding the physics of cluster phaseiahéerm will help to further
improve the predictive capability of extended EMM8dal with the minimization of

energy consumption for suspension and transport.

In light of these conclusions, it can be said thatpresent frame work of the EMMS
model is not very useful to simulate the drag domit correction factor for high
solid flux gas — solid flows. Improvement in term$ cluster phase drag force
expression to account for particle — particle, tdus particle frictional effects, better
estimations of cluster phase voidage and usagppbpriate cluster size correlations
may be necessary before the EMMS approach is usatévelop the drag force

correction factors.
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ANNEXURE 2A: EMMS MODEL EQUATIONS
The basic EMMS model framework and the extended EMMSeahequations are

listed below. Most of the material presented hetwis Wang and Li (2007), Yang
et al. (2003) and Xu and Li (1998).

Basic Equations(Li et al., 1999)
Force balance of particles in dense phase:

mFf + mF - fL - ¢)p, - plg =0 (2A.1)

Force balance of particles in the dilute phase

mFE@-f)-@-f)a-¢)p, -pl=0 (2A.2)

Upon simplification
mE - (1 - & )(pp - p)g =0 (2A.3)

Pressure balance between dense and dilute phase

mF
mFE + < -mF =0 2A.4
fif (1 _ f) cc ( )
Mass balance Equations:
Uy = Uy @ = F) + ugf (2A.5)
U, = Uy @ —1f) + u,f (2A.6)
€ =g@-f)+ef (2A.7)
Cluster size:
u ue

d| " = |u, +

P|:(1 B smax) ( ™ 1- smf J}g
d, = (2A.8)

Nstpp _ (U f + Upsmf ]g
(o, - p) " :

Additional stability criteria of EMMS model
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(2A.9)

N, = o, - plug
Py
1
N, = —— [mFu,f + mFu, @ - f) + mFu, @ - f)] (2A.10)
@ - 9p,
= min, for PFC — Fluidization (2A.11)
= max, for FD — Transport (2A.12)
Non negativity constraints:
u, =0 us =0 u; =0 (2A.13)
Relevant ParameterdqLi et al., 1999)
The drag force acting on single particle or clustesuspension
Td? P
F = Cp —2> - Ul 2A.14
c Dc 4 2 sc ( )
Foc WP (2A.15)
f Df 4 2 sf '
2P 2
F = C, — = us 2A.16
i Di 4 2 Si ( )
Superficial slip velocity
u u
u, =—2--—"> 2A.17
=T Tl AL
u u
T (2A.18)
e (1-g)
u u
u, =2 pe (2A.19)
8f (1_80)
Characteristic Reynolds Number:
d.u d.u
Re, = Pl R = Phls gy o Pdilly (2A.20)
H H

M
No of clusters or particles in unit volume
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m, = (- 8;) m = @-¢) 8;) m = 3 (2A.21)
%6 o Y6 o T o
Coe, Cor , Coi is the drag coefficient for particle or clustersuspension. Appropriate

expressions in terms of Reynolds number are ugedrdg coefficients.

Derivation of simplified equations
Solving eq (2A.1) —(2A.4)or mcF. myFr and mF;

mF = £ - f)e - e)o, - plo (2A.22)
mF = @L-¢)p, - plo (2A.23)

Extended model equations
Wang and Li (2007) introduced additional terms hie force balance equations to

account for the inertial loss as

m.F. = (1-¢)(p, - p)a. - g) (2A.24)
mF =f(e-¢,)p, -p)a -g) (2A.25)
mF = (1-¢ ), -p)a; -0) (2A.26)

From the pressure balance equation between thepli@g. 4) , the expression for a
is obtained as

o = A-fll-e)a ~g)-(-¢ fa ~g)

2A.27
fle-¢.) 9 ( )
Equation for Re;
From eq. (2A.24)
m.F, =(1-¢)p, -p)a. -9) eq (2A.24)

Substituting eq. (2A.14) and eq. (2A.21) in eq. @28 and then using eq (2A.20) we
get,

(@.~9) (2A.28)
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3
= 4pd;p, ~phy (2A.29)
3 i
Equation for Re;:

From eq.( 2A.25)

mF =f(e-¢.)p, -p)a —9) eq (2A.25)

Substituting eq (2A.16) and eq.( 2A.2ih) eq. (2A.25) and then simplifying using
eg.( 2A.20) we get

A

C,; R& = Ar (1), —sc)@ (2A.30)
Ar = ;‘pd (“ ko (2A.31)

Equation for Re:
From eq (2A.26)

m,F; = (1-¢ )p, -p)a -9) eq (2A.26)
Now substituting eq (2A.15and eq (2A.21). in eq.v(26)and using eq. (2A.20)

C,, R& = Ar, @ (2A.32)

4p dlp,-plo

Ar, =
f 3 |~12

(2A.33)

Substituting appropriate expression for the dragffments in eq (2A.28), eq.
(2A.30) and eq. (2A.32) in terms of respective Rega number, and solving, we get
the values of Re Rg and Re Once the Reynolds number is determined, the slip

velocities are calculated from eq. (2A.20).

Fluidization regime: Particle Fluid Compromise (PFCQ mechanism of EMMS
model

Assumptions: (Xu and Li, 1998; Lkt al., 1999)

€, = €

! (2A.32)
& = ¢

max

From eq (2A.5) eq (2A.6kq.( 2A.17) and eq(2A.18)
Uy = U@ = F) + ugyf eq.( 2A.5)

g
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U, = U@ =) + u,f eq.( 2A.6)

u, =—>*-—F-< eq (2A.17)

— ugf upf
Uy =———7—— eqg (2A.18)
e (-g)

Rearranging eq (1&8q.(18) and eq. (6) we get

u
u_ =lu +—<le 2A.33
gc I sc (1_86)_ c ( )
u, =|ug + ] £ (2A.34)
’ L (1_8f)_
u,—u.f
Uy =P P (2A.35)
@-f)

Substituting eq. (2A.34) and eq. (2A.35) in egA.8) and eliminating g using

eq.( 2A.35) we get expression fox as follows

u :f(u +ijs +(1—f)(uf+ Y jef (2A.36)
’ 1-¢, 1-¢,
U = T™P (2A.37)

P ef  &f
1-¢ 1-¢

Ug

2A.38
= (2A.38)

TMP =u, —u.ef —ug (1—f)—

Summary of equations for solving fluidization regine: PFC approach

m.F. = (1-¢)p, -p)a. -9) eq. (2A.24)
mF =f(e-¢.)p, -p)a -9) eq. (2A.25)
m.F = (1-¢)p, -p)a -0) eq. (2A.26)

_ (1-f)[(1-8)(a;(-8£i)8- §1—8f L)) eq. (2A.27)
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E. = ¢

[ mf

Sf = 8max

A = 4pd3(o, -p)o
3 p?

C,.R€ = Ar[1 8}

1-¢

L od (p, ~plo

3 p?

Cp RE = Ar (L-f (g, -

4p &(p, -plo

Ar, =
3

C,, RE& = Ar, (& g_g)

T™MP

(a,

-9)

:)a0)

g

& f

J =up—upcf
pf

@-f)

_ u
u._=lu P e

gc sc+ (1_80)

of

Uy =
P ef
1-¢ 1-¢

TMP =u, —u.ef —ug
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Y

fl = fitr f2 = fitr
Yes
No

Calculate f using equation

Co RE = Ar (L-f)(e, -¢.)
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converged
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Drag coefficients expressions:
1. Wen and Yu (1966) drag coefficient expression

Cp =Cpoe ™ (2A.39)

24 36

where CDO =— W (2A40)

2. Modified drag coefficient of Xu and Li (1998)ds on Wen and Yu (1966)

C,=Coe ™ (2A.41)

whereCpy =—— (2A.42)
e

The values of B and k are got from the Table 2#Aehd against corresponding to the

value ofk. The termk is a modified form of Archimedes number definedakmws

for the different phases c, f and i respectively,

- _ %

k. = d, (18_4.78()1(% : )i)fg} (2A.43)
(y %

K¢ = dy (p"s_él_—&)w} (2A.44)
B 57 _ _ %

AR (0 u;c)(pp p)pg} on a5

3. Ergun (1952) drag coefficient expression

C, = is[w + 1.75} (2A.46)
3e Re
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Table 2A.1: Parameters for Xu and Li (1998) dragfficient

expression
K B
C —

PO Re

K < 175 24

CDO_ -

€

175 < K £ 455 _ 27
CDO_ REOBQ

455 < Kk < 1243 _ 204
CDO_ REOBQ

1243 < Kk < 5135 _ 718
5135 < kK < 19295 _ 116
CDO_ Rema
19295 < Kk < 123425 _ 015
Coo= Re 01

123425 < Kk < 1530 _ 426
CDO_ Remg

76




ANNEXURE 2B: VALIDATION OF EMMS MODEL WITH CORE
— ANNULUS RISER FLOW APPROACH

The flow structure in the riser was assumed tofbme — annulus type flow (Figure
2B.1). At given operating conditions, the diametkcore and superficial gas velocity
in the core were assumed. From mass balance, therfeial gas velocity in the
annulus was determined (Equation 2B.1). At fullweleped flow condition, the
pressure drop across core is equal to pressureatm@ss annulus (Equation 2B.3).
By trial and error procedure, the solid circulatibtax through core that satisfies
Equation 2B.3 was found out. Figure 2B.2 illustsagelution procedure for the core —
annulus approach. The procedure was repeated ftaratit assumed values of
superficial gas velocity through core and for diiet values of core diameter.

ugD2 = ugcoreD(Z:ore gannulus.(D2 Diore) (281)
GSD2 = Gscore[)(zzore + Gsannulus(D Diore) (282)
AI:)core = AI:)annulus (283)

< COI’E >
Compute Assume Assume

Ugannuius from mass |« »
Compute

balance Ugeore
Compute .
4. 4 Assume e, from mass p| pressure drop in
| | Gscore balance core and annulus
1 | y from EMMS model
| |
|

Gsannulusugcore Scoreugannulus

T H
U G

g

Figure 2B.1: Core annulus riser Figure 2B.2: Solution procedure for core —
flow approach annulus riser flow approa
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CHAPTER 3

CFD MODELING OF GAS SOLID RISER FLOWS

The chapter discusses the development of CFD model to simulate fully devel oped flow
profiles for gas solid riser flows. The fully developed flow profiles were simulated
using FLUENT™ (Ansys Inc, USA). The two fluid model equations, closures and the
methodology of implementing periodic flow boundary conditions using user defined
function (UDF) are discussed in the following sections. Drag coefficient was found to
significantly affect the radial flow structure. Radial segregation of solids was also
found to be sensitive to the value of specularity coefficient (more pronounced
segregation at lower values of specularity coefficient). Some simulations were also
donein 2D and 2D axis symmetric domain. Influence of grid resolution on predicted

radial segregation is discussed.



3.1.BACKGROUND
Hydrodynamic flow modeling of circulating fluidizdakd systems is categorized into

three groups based on the outcome from the modetatagory I, Il and Il (Fan and
Zhu, 1998). Type | models ignore radial flow sturetand provide steady state axial
flow profiles. Type Il models provide both steadwts radial and axial profile for
riser flows based on pre-assumed radial flow pattd&e core annulus, dense and
dilute cluster in co-existence etc. Type Ill modete computational flow modeling
(CFD) techniques and solve full 3D conservationatigms of mass, momentum and
energy. Such models provide detailed flow inforimatin all the 3 three spatial co-
ordinates as well as transient flow characterisiiétee CFB modeling test exercise of
Fluidization VIII conference (Berrutet al., 1995) and it's follow up (Sun and
Gidsapow, 1999) strongly suggested that type lldet® based on full conservation
eguations of mass, momentum and granular spedificétr the solid phase captured
the significant trends in the riser flows. Consetdlye CFD models offer an edge in
modeling riser systems and are widely adopted imletiog riser flows. The CFD
models for dispersed multiphase flow systems likes golid risers and general
methodology of CFD models for such complex systears be found in Curtis and
van Wachem (2004), van Wachetral. (2003), Loth (2000), Crowet al. (1996) etc.
The CFD models are classified into different grolggsed on the Eulerian or the
Lagrangian treatment of the primary phase (gas)thadsecondary solid phase. For
large industrial riser systems, models based onflividd model approach or called the

Eulerian — Eulerian model framework are more slgtab

The two fluid model equations for the risers arsdabon the continuum description of
fluidized beds by Anderson and Jackson (1969 a®d)19In this two fluid approach,
both the primary and the secondary phase (gasdia are treated as fluid continua.
The hydrodynamics of the system are described imseof volume averaged
conservation equations for mass, momentum and gierghe pertinent phases. The
interactions between the phases are modeled basecbmstitutive relations for
interphase momentum exchange factors. The shesssswithin the solid phase is
modeled empirically based on experimental data ased on kinetic theory of
granular flow (KTGF). The KTGF model is analogoosthe kinetic theory of gases

and is based on the granular temperature of thd pblase measured in terms of
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fluctuations in the particle phase velocities. EaBl1 lists some of the studies which
deal with the CFD modeling of risers. More detailedormation about the
computational studies on riser flows can be hadchfAppendix I. The models based
on KTGF approach offer flexibility for matching tipeedicted results with the data or
for extending the developed model to larger syst@Rasiade 2002).

Table 3.1: List of studies on gas solid riser fldvesed on two fluid model

Non KTGF Models KTGF based models

Laminar — Laminar Turbulent — Turbulent -

Laminar Turbulent

Benyahiaet al., 2002
Dasgupteet al., 1994
Tsuo and Gidaspow,
1990

Benyahia, 2009

Luetal., 2009

Almuttahar and Taghipour,
2008

Hadinoto and Curtis,
2009

Benavidest al., 2008
Bolio and Sinclair, 1995

Benyahiaet al., 2007
Benyahiaet al., 2005
Zhang and Reese, 200
Zhang and Reese, 200

[y

Benyahiaet al., 2007
Vaishaliet al., 2007
Benyahiaet al., 2000

Neri and Gidaspow, 2000

Pita and Sundaresan, 1991

Bolio et al., 1995
Nieuwland,1994
Lougeet al., 1991

Sinclair and Jackson, 1989

Despite large amount of research publications tempsuccessful predictions of gas
solid riser flows with two fluid model approach,nggal framework or guidelines for
riser flow modeling are seldom visible. As notedtive Chapter 1, there are still
lacunae in the basic understanding of complex fldarmation like predicting cluster
or meso scale structures, radial segregation imssoparticle-particle interaction,
usage of constituent drag laws for momentum exahatg A study of the reported
riser flow models shows that all possible variantsmodel closures and model
parameters have been used to model riser flowsAppendix I). For example the
value of specularity coefficient used to specife tholid wall boundary condition
varied from 0.5 to 0.002 (Benyahahal., 2007; Benyahia&t al., 2005; Bolioet al.,

1995; Nieuwland, 1994; Sinclair and Jackson, 1988).many of the studies,
simulations of experimental circular cross sectiser have been performed in 2D

Cartesian framework (Almuttahar and Taghipour, 200&ishali et al., 2007;
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Benyahiaet al., 2002; Neri and Gidaspow, 2000 etc.). Such a sgmtation might
destroy the basic flow physics of cylindrical risgsstems. Quantitative predictions in
some cases were poor and required proper invastigaito constituent closure
relations used in such two fluid models. For insggnBenavideset al. (2008)
simulated rise flow atg= 5 m/s and &= 40 kg/nfs in 3D computational domain
with transient two fluid model approach and KTGlestres for the solid phase.
Better prediction of radial solid holdup profile svéound at higher axial locations.
Almuttahar and Taghipour (2008) performed transiesimulations in 2D
computational domain. Their simulation results oagd the quantitative trends but
gualitative match required improvement of the mo&ahilar results can be obtained
from work of Vaishaliet al. (2007). They compared their 2D transient simatati
results with the data obtained of Bhusarapu (200Bhugh the drag closures from
Syamlalet al. (1993) improved the model prediction for certaghested experimental
data, no generalization can be made of the modeleXample, inverse segregation of
solid holdup towards the axis was observed forrriggerated at dense flowing
conditions of y = 4.5 m/s and &= 37 kg/nfs. Similar inverse segregation was also
found from the work of Benyahiat al. 2005. Further, though many investigators
employed 1D model with periodic boundary conditiomst all effects like gas phase
turbulence, particle — particle interactions, aasafe granular energy conservation
equation were accounted together.

The importance of periodic flow models in simulgtigas solid riser flows is briefed
in Chapter 1. The two fluid model equations areatdg of predicting the meso-scale
structures provided the spatial grid resolutiofinie enough to capture them. Agarwal
et al. (2001) noted that with grid size of the order 6f darticle diameters, one can
simulate the meso-scale structures in two dimeiasiand three dimensional periodic
computational domains. Recently, Igtial. (2008) predicted the existence of meso-
scale structure and heterogeneity in gas solidcaftows through use of filtered two
fluid model equations. These filtered equationsenebtained by averaging results
obtained over small domain, size of which is in thege of few centimeters (2 - 4
cm). Apart from increased understanding of the syl interactions, periodic flow
simulations also find use in development of fulgvdloped flow profiles. The fully
developed flow profiles are useful in developmehtiogineering scale performance

models for process industries. Moreover, typicsérireactors are with H/D ratio of
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30 and above. Computation of the entire riser ceagithout jeopardizing the grid
resolution demands enormous computational resourtbs demand for large
computational requirements can be partially avoidié¢dlly developed flow profiles
were simulated with periodic flow boundaries acrb&sregion of interest.

Given this background, a systematic study was takien to evaluate a two fluid
model for gas solid riser flows using commercialDCBoftware FLUENTY (v
6.3.26, Ansys Inc, USA). However, commercial CFBlsdike FLUENT™ (v 6.3.26,
Ansys Inc, USA) do not have the in-built facility simulate fully developed flow
profile with mass flow rate specification for mphiase flow models. In the present
work, the user defined functions (UDF) of FLUEN'Twere used to enable periodic
boundary condition for the computational domain d@hdreby simulations were
performed to predict fully developed flow profile®Vith this periodic boundary
condition methodology, the domain size in the stredse direction was considerably
reduced. This reduction in stream wise domain r@irement was utilized to have
significantly finer grid resolution in the span wiglow direction. Consequently,
attempt was made to employ the UDF based perioditeirto simulate fully develop
flow profiles for gas solid riser flows. The mathatical framework of the two fluid

model for risers is discussed in the next section.

3.2.MATHEMATICAL MODEL
The gas solid two phase riser flow was modeled with two fluid approach

(Anderson and Jackson, 1967), wherein the two phagere considered to be
interpenetrating continua coupled with momentumheaxge coefficient. Both the
fluids were considered to be incompressible andthielan. Reynolds averaged mass
and momentum conservation equations were solvedngute the gas solid flow in

the vertical riser.

Conservation equations for mass, momentum and lambguantities are given in
Table 3.2. For more details the one can refer tBENT 6.3 user manual and
Ranade (2002). The gas phase shear stress was @agvenom contribution of the
molecular transport mechanism (laminar shear gtia@sd of the turbulent transport
arising out of Reynolds averaging. The turbuldntsses were modeled following

Boussinesq’s eddy viscosity hypothesis. The turiubfear stresses were computed
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from the turbulent kinetic energy and turbulentsgiation rate. Only gravity and
interphase drag force were considered. Other fdikeslift and virtual mass were
found not very significant in gas solid verticabils (Armenio and Fiorotto, 2001).
The drag coefficient £was calculated based on the standard drag ceeificif a
single patrticle falling through an infinite staghamedium (Go) and correction factor
to account for the presence of other particlesanzisters. Wen and Yu (1966) was
employed as default drag coefficient to develop lithee case CFD model for riser

flows.

For the solid phase, the kinetic theory of grandliaw (Jenkins and Savage, 1983)
was employed to compute the shear stress. Thes ggesor for the solid phase was
composed of three terms, namely, due to solid preqg), shear viscosityls 9 and
bulk viscosity (1,9 of the solid phase. These constituent terms énstiness tensor

were calculated from the reported literature catrehs (Table 3.3).

83



Table 3.2: Two fluid model equations

Overall continuity

S =1

Continuity for each phase o, p _
%+ div(e,p,U,) =0
Gas phase momentum balance | 9 (epU) = _
——=+div(pUU) = —egradp + div(t)+S
- (pUU) gradp (1)+S.
Solid phase momentum balance (gsppv ) g _ g gi
T+ iv(p,VV) = —¢_ gradp + div(t,)+S,

Granular temperature

g{%(ppase)-km'(ppasv@)} =a gV +D'(K9 S Q‘Ve SO,

Turbulent kinetic energy
(a) Mixture model

(b) Dispersed model

N

oU

K N Zslpl i
%+ div(p,U k) = div(“t,m ij+Gk’m - p,e Wherep, =>gp, U, =12

=S
ok i=1 zeipi
i=1

0 k
%+div(spu k) = div(shmk}+sGk —egpe+epl,

Oy
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(c) Per phase model

d(e,p,k,

—iK|q(U|—

P +div(e, p,U k)
div(sq L
Gk

N
Dkqjmqekq —sqpqeq+|Z: K ,q(c Iqk,—cqlkq)
=1
Mg

uq).:—ta"msﬁi K g (u,—uq).8 .

[l =1 q q

Dsq

Turbulent dissipation rate
(a) Mixture model

(b) Dispersed model

(c) Per phase model

i=1

0(pn€ : Him N
%+ div(p,U €)= d|v£ C;e EJ+E(CIEGK’”‘ —CZEpme) Wherepmz_Zsipi
N
Zsipiui
Um:ile
2 ER
i=1
9(22€) | div(ep U o) = div[ehﬂej+si(CleGk—CZEpe)+spI'IE
ot o, k
ole, p,€ )
¥+dlv(£qquqeq
= div| e, B00e, [+51(CLe G, —Cspe)+€—qCZN:K(Ck
q O_k q kq le™ q 2¢~ q q-q kq 3e — Iq Ig™ |
€ My € N M
- k—ckz K (U, q).Elto('I Oe, +—“q C“Zi Ky (U, —uq).eq‘m“q e,

Gas phase laminar shear stress

=g, (OU+0OUT) —% en, LU
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Gas phase turbulent shear stres

S

2 =
T, =pu (0U +DUT)—§( pk+pp,0.U)]1

Gravity force

F,=€pg

Drag force

Fy =K, (U-V)

Interphase momentum exchangs
coefficient

D

g

_3eg,pC,|U-V|
4 d

p

g-s

Drag coefficient

Co = Cpof (€)

Solid phase shear stress

H OV

SjD.\/

T, =P, +us,s(DV + DVT)+(ub,s—g

Granular energy dissipation due
to particle collision

3
— 12(1_ %) g 2M\3/2
Yos = dp\/ﬁ PO O,

Granular energy dissipation due
to interphase momentum

exchange

Q= 3K, O,
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Table 3.3: Granular model specifications

Granular temperature model Algebraic

Granular conductivity Syamiat al., 1993

Granular bulk viscosity Luet al., 1984

Frictional viscosity None

Granular conductivity Syamlat al., 1993

Solids pressure Syamilaial., 1993

Radial Distribution Iddir and Arastoopour, 2005
Elasticity modulus Derived

Packing limit 0.6

Particle — Particle restitution coefficient 0.9

The solid pressure and solid phase viscosity dependthe fluctuations in the solid
phase velocity given in terms of granular tempemtlihe granular temperatur®)(

is defined as root mean square of the solid pHastuting velocity (V).
©=2(v?) (3.1)

Therefore, in addition to the momentum equation tfog solid phase velocity, a
conservation equation for the granular temperatuas also solved. The granular
energy flux depends on the diffusion coefficient fgranular temperaturexds),

collisional dissipation of granular energy.() due to inelastic particle-particle
collision (Lunet al., 1984) and the transfer of granular energy X between the gas

phase with the solid phase (Gidaspow, 1994). Ther-particle collision y,,) was

characterized by the particle — particle restitutemefficient (Table 3.3). Zero value
for the particle — particle restitution coefficiagnotes purely elastic collisions.

In the algebraic granular energy formulation, tleeuanulation, convection and the

diffusion terms in the granular energy conservagqnation were neglected resulting
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in algebraic expression for the granular energythim partial differential equation
(pde) formulation, the full conservation equatian fhe granular energy (Table 3.2)

was solved to compute the granular energy.

The turbulent quantities were computed by solvihg two equation kemodel.
FLUENT provides three formulations — mixture, digeel and per phase of the
multiphase ke model. In the ke mixture model formulation, phase weighted average
guantities were employed to solve a single setwaf €quations, one each for the
mixture turbulent kinetic energy and mixture tudntl dissipation rate. The termx &
accounts for the generation of turbulent kinetiergy due to shear in the fluid.

Gy = My (DU, +0U7 ):0U,, (3.2)
The constants appearing in the equation were takeéh = 1.44, G, =1.92, G, =
0.09,0¢ =1 ando, = 1.3 (Launder and Spalding 1974).

The k-e dispersed multiphase model solves one set of equédr the primary phase
accounting for the turbulent kinetic energy produttand dissipation due to
interphase momentum exchange. The turbulence iditpersed phase was computed
following Tchen theory of dispersion of discretetdes by homogeneous turbulence
(Hinze, 1975). The second and third term on the Rifi®quation (Table 3.2) are
given by Equation (3.2). The last terms in the ¢iguasignify the effect of particles
on the turbulent kinetic energy and dissipatioe @&tprimary phase (gas). The effect
on turbulent kinetic energy due to the interphasenentum exchange was modeled
as

n, =i—g;(kgg—2k) (3.3)
Where k s signifies the covariance between the gas phasesaiti phase velocities.
Following Elgobashi and Abou-Arab (1983), the effet particles on turbulent

kinetic energy dissipation rate was modeled as

€

M =cgeEr| . With G = 1.2 (3.4)

The covariance between the gas and the solid phekeities were computed
following Simonin and Viollet (1990). Detailed edizeas may be obtained from the
FLUENT 6.3 Manual.
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The per-phase k € multiphase model solves set of two equations #arheof the
Eulerian fluid phase. This model is computationaltyore intensive as this
necessitates solving set of two additional equatimn the dispersed phase also. The

turbulent kinetic energy and dissipation rate fo tach phase is tabulated in Table

r]Iq

3.2. The parameter{= 2 andC, =2(1 ] andny is the ratio of characteristic

r]Iq
particle relaxation time scale and Lagrangian irgkgime scale for the particle
(FLUENT 6.3 Manual).

In the present work, all three k- multiphase approaches were used and their relative

merits in predicting the hydrodynamic profiles drecussed.

3.2.1.Boundary Conditions
Velocity inlet boundary condition was used at thieti face. Initially at the start of the

simulation, velocity for both the phases and voldraetion of sand were specified at
the given operating condition. The velocity profite each phase was assumed to be
uniform across the cross section at the inlet. rAftee ' time step, user defined
subroutines were hooked to specify the values foattet at the inlet boundary (to
implement periodic boundary condition). Outflow ddion was used for the outlet

boundary face.

For the primary phase (gas), no slip condition wagloyed at the walls. The wall
shear boundary condition for the solid phase wasrgby rate of axial momentum
transferred to the wall by the particles in a tlaiyer adjacent to wall surface (Sinclair
and Jackson, 1989) as

_ ('p.rll'lslip[:)pssgOe}/2
Tsw=
’ 2\/_ ;]’]ax

whereq is the specularity coefficient. The value@f= 0 denotes free slip or specular

(3.5)

wall and@ = 1 denotes diffusive transfer of particles thiotige wall.
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Wall boundary condition for the granular energy vedained by use of transport
balance for the thin shell adjacent to solid walfface (Johnson and Jackson, 1987).
The granular energy flux can be either positive (sl sink) or negative (wall as
source) depending upon the relative magnitudesasfular energy dissipation due to

inelastic collision with wall ¢ ,) and generation of granular energy due to shear at

the wall. Granular energy dissipation due to inatallisions with wall is written as
_ \/gmpesgo(l_ é/v) @%

Os,w
4e™

(3.6)

For the algebraic granular model, the generatiograhular energy was set equal to
dissipation. Hence, specifying only the speculacgfficient implicitly specifies the
particle — wall restitution coefficient. A more btarate description of the Eulerian

model for gas solid flows can be had from Gidaspb®94) and references therein.

3.2.2.3D Computational Domain
The computational domain consisted of a small 3@edshtial element of the riser

column (Figure 3.1) of i.d. 0.054m and height 0.005(~39¢). The base case
simulations were performed on domain with a tofaB806 hex cells at spacing of
approximately 0.68 x Ifm [5.33¢)] and 7 cells along the periodic domain. The
unimodal size distribution of the grid size basadcell volume on outflow domain is
shown in Figure 3.2, wherein the linear dimensi@s womputed as cube root of cell
volume. The mean dimensionless linear dimensionapasoximately 5.56and was
sufficient to ensure grid independent results (Amdret al., 2005; Agrawalet al.,
2001).

3.2.3.User Defined Function
To simulate periodic flow profiles across the conmagpional domain, the computed

flow quantities from the outlet boundary surfaceavepecified at the inlet boundary
surface after every iteration. This was carriedlyutise of user defined functions and
memory variables in FLUENT. The computed flow quantities viz gas and solid
phase velocities in three directions, turbulentmies, solid volume fraction and
granular energy were accessed at the outlet boynfime and stored at the
corresponding inlet face boundary through userngefimemory variable (UDMI).
For example, face labeled as 6 in Figure 3.3 avthket boundary face corresponded
to face labeled as 4 at the inlet boundary. In &xample, the outlet and inlet face
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labels differed by a constant value of 2. For 3mpatational domain, the outlet and
inlet face labels differed by a value of 6. The stbvalues from the UDMI were then
accessed at the inlet boundary. Appropriate coardactors were also employed to
enforce gas and solid mass flux at their speciieldie. The correction factor for a
phase was defined as the ratio of the computed fluasat the outlet boundary to the
specified mass flux. The mass flux of a given phas the outlet boundary was
computed from the mass flow rate across each fatleeooutlet cell and computed

using the following equation:

_Zil(pquqani)i (3.7)
YA

i=1

q

The user defined function used in this study is giveAppendix 1.

Wall

T_, x Periodic cross sectional surface —> Z

Figure 3.1: Computational domain for periodic fleimulation
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3.2.4.2D Axis Symmetric and 2D Computational Domain
Simulations were also performed with 2D axis symroefcylindrical) and 2D

(Cartesian) computational domain for the riserashe diameter 0.054m and height of

8m.

For the 2D case, both the lateral sides were gpdc#s wall boundary and hence
would actually correspond to a channel flow in 3be geometry for 2D was made in
Gambif™ (v 2.4.6, Ansys Inc, USA). Hex meshed of two difet spatial resolutions
was employed. A coarse grid with spatial resolut®0.0054m (42¢) and total of 10

X 1372 hex grids along span wise y direction arrdash wise x direction (flow
direction) gave a total of 13720 (14k) hex cellmeFgrid geometry with spatial
resolution of 0.001m (~7.8dand total of 54 X 800 hex grids along span wise y
direction and stream wise x direction (flow direcij gave a total of about 43000 hex

cells (43k). Gravity was specified in the x directias g = -9.81 m/é,

For the 2D axis symmetric domain, the riser geoynetas meshed with 5 X 1600
(8k) hex cells along the radial and axial directiespectively. This corresponds to the
coarse grid resolution of ~ 0.0054m (4Rdith the aspect ratio of 1.08: 1 (radial:
axial). Fine grid with spatial resolution of 0.0005~3.8¢) and total of 54 X 1600
hex grids along radial direction and axial flowetition (total of about 86000 i.e., 86k

hex cells) was also employed.

Unless stated otherwise, a typical gas solid gdartigstem of particle size 1286n and
particle density 2540 kg/hflowing upward at superficial gas velocity of 810 m/s
and G 300 kg/nfs was considered for all simulation studies. Ainsigy and viscosity
were taken as 1.225 kgimand 1.7894 X 1B Pa s respectively. The mixture-
turbulence model and algebraic KTGF model were eygaldor all simulations by
default. The drag coefficient was specified by WenvYiu (1966). Table 3.3 specifies

the default granular model parameters used foptegented riser flow simulations.
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3.3.RESULTS AND DISCUSSION
In the beginning, the simulations were done on 2be and 2D axis symmetric

computational domains. The equations were solvedgusegregated solver and
second order discretization schemes for the vasabBIMPLE algorithm was
employed for the pressure velocity coupling. Theetstep for each simulation was 1x
10* s. The simulated results were time averaged fapgef about at least 20s.
Solution convergence was monitored by recording dhea-weighted quantities —
solid circulation flux, slip velocity at the outfloboundary, static pressure drop across
the domain and radial profile of flow variables @ibed at different time intervals or

averaging time durations.

Flow development in the 2D Cartesian geometry mepreng gas solid vertical
channel up flow is shown in Figure 3.4a. These tesuere obtained with a spatial
resolution of 42glacross the domain and aspect ratio of ~1. Thelrpthéle of the
solid holdup was developed at distance of about 4ram the entrance. Radial
segregation of solids towards the wall was cleadptured. However, when the
resolution was further increased to %,8the radial segregation of solids towards the
wall was affected (Figure 3.4b). The peak in theialadolid holdup profile was
observed at around the normalized distance of 1@ fcentre and not at the wall.
Radial segregation captured at lower grid resatuti@ay be due to the poor resolution
of the computational grid near the wall. Furthesotation of the grid shows
inadequacy of the model to capture the radial bgereity. Hence, care should be
taken in simulating the gas solid riser flows. Glations reported in open literature
with larger grid size (of the order of 30dnd more) or with poor resolution of grids
near the wall might mislead the observations. Wasth to reinforce at this point that
coarse grid simulation without any sub grid closufer cluster formation could

mislead observations.

Similar observation was found from the simulati@sults from 2d axis symmetric
model with the coarse grid of ~ 42and fine grid of 3.8¢(Figure 3.5a and 3.5b).
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Figure 3.4a: Time averaged cross sectional profilolid holdup at y
= 10m/s and G= 300 kg/ms at planes along stream wise flow direction
from 2D computational domain with spatial resolotiaf 42¢,
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Figure 3.4b: Time averaged cross sectional profikolid holdup at
Ug = 10m/s and &= 300 kg/ms at planes along stream wise flow direction
from 2D computational domain with spatial resolotif 7.8g)
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Figure 3.5b: Time averaged radial profile of sdi@dup at y=
10m/s and G= 300 kg/ns at different axial locations from 2D axis
symmetric computational domain with spatial redolubf 3.8g,
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3.3.1.Single Phase Flow Simulation in Periodic 3D Computenal
Domain

Prior to two phase gas solid periodic flow simuwas, the methodology of
incorporating UDF’s to simulate fully developedvlovas tested with single phase
flow simulations on 2D axis-symmetric and 3D congbinal domain. For the 2D
axis — symmetric test case, flow through circularss sectional pipe was simulated
on computational domain shown in Figure 3.3. Nocefls across the axis (Y
direction) was varied to ensure grid independestilts. No of cells along the axis
was kept constant at 3 in all the simulations. Téwsult (Table 3.4) with external
periodic UDF’s was in coherence with the FLUENT iittoperiodic model for single

phase.

Table 3.4: Results of single phase test simulat@mm2D axis symmetric domain

Simulation No Cells Centerline | Pressure drop

velocity m/s | gradient Pa/m

Analytical result (Assumed Darcy friction factor0:024 at Re 22.2222
30117 corresponding to 10 m/s)

54Y cells with UDF 54 12.0251 19.3041
864 Y cells with UDF 864 12.0470 21.5634
864 Y cells with FLUENT Periodic 864 11.7626 22.7368

option

For the 3D test case, the riser base case congnahtiomain was simulated for
single-phase flow through pipe. For superficial \&@locity of 0.1 m/s (Re ~ 370,
Laminar) through pipe of i.d. 0.054 m the simulapeessure drop gradient was 17.56
X 10° Pa/m with ~10% deviation from the analytical valilie centre line velocity
was 3.45% higher than the expected analytical valhe simulated profile is shown
in Figure 3.6. For 3D test case of turbulent &mwfthrough pipe (Re ~ 37000,
Turbulent flow) of i.d. 0.054m, the periodic simudat using UDF’s predicted the
pressure drop with 5.8% deviation from that obtdifieom Moody friction factor
chart (b = 0.02). With establishing the adequate implententaof periodic boundary

conditions for single-phase flows, two phase flomgations were performed for the
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base case gas solid riser system. The system ¢alZetdart B classification with
particle terminal velocity of 0.7914 m/s. This giwbe particle relaxation time scale

based on terminal settling velocity to be 0.0806 s.

Simulation was started with uniform patching of tt@nputational domain with the
operating velocities and cross sectional averadiel $wmldup. The cross section
average solid holdup was approximated based orfagltpr correlation of Patienae

al. (1992). The UDF was hooked at the inlet boundatgrahe ' time step. The
equations were solved using segregated solver aednd order discretization
schemes for the variables. SIMPLE algorithm was ewsa for the pressure velocity
coupling. The time step for each simulation was @% 4 The simulated results were
time averaged for period of about 30 — 50s. Ragialfiles were obtained by
azimuthal average of flow quantities on 50 radiahdis. Solution convergence was
monitored by recording the area-weighted quantitiesolid circulation flux, slip
velocity at the outflow boundary, static pressurepdacross the domain and radial
profile of flow variables obtained at different #mintervals or averaging time
durations. A typical time averaged radial profile smlid holdup with specularity

coefficient of 0.0001 and at different averagingdiduration is shown in Figure 3.7.

98



Dimensionless z velocity,

Mean solid holdup, (-)

= Simulated
om B Analytical
15+
1 £
0.5+
0 T T T T -
0 0.2 0.4 0.6 0.8 1
Normalized radial location, (-)
Figure 3.6: Radial profile of dimensionless z vélpéor laminar flow of
air through circular pipe at 0.1 m/s: 3D simulation
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Figure 3.7: Radial profile of time averaged soladdup at y = 10 m/s, G
=300 kg/nis, @ = 0.0001 and at different averaging time periochtian
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3.3.2.Effect of Specularity Coefficient
The effect of specularity coefficient on radial dolholdup was investigated.

Specularity value of zero signifies free slip boandfor the solid phase whereas the
value of 1 denotes no slip boundary. A very lowueabf specularity factor showed
radial segregation in the solid holdup profile tods the wall (Figure 3.8a).
Although, solid volume fraction profile closer toeé slip condition ¢ = 0.0001)
showed solid peaking towards the wall (Figure 3.8myulations showed no presence
of solids holdup very close the wall. Further sdihd to accumulate onto a ring
rather than monotonically increasing towards th#.wa higher values of specularity
coefficient, solids tend to concentrate mid-waywssn the centre and wall as shown
in Figure 3.9. At higher values of specularity dméént (0.01 and 0.1 show in Figure
3.9), transient motion of solid clusters were nbserved in the CFD simulation.
Solids were accumulated at particular location amde not significantly changing
with flow time. At this juncture, no specific reasoan be attributed to this anomalous

behavior observed in the CFD model predictions.

Lowering the specularity coefficient reduced thera cross sectional solid holdup
in the flow domain. This is evident from the raduarticle velocity profile shown in
Figure 3.8b. For a specified solid circulation fluscreasing specularity coefficient
resulted in decrease in average particle velocitsoss the domain and hence
increased average solid holdup. The global hydrasymaarameters are listed in
Table 3.5. It can be observed that in all the ca#ies, solid hydrostatic head
contributed to nearly 90% to the predicted presduoe gradient.

The radial profile of solid holdup at different vakiof specularity coefficient with
PDE formulation of granular energy flux is showrFigure 3.10. It can be seen from
Figure 3.8a and Figure 3.10 that the radial prefdan be easily classified into two
distinct types with peak holdup near r/R ~ 0.5 /&t + 0.8. For a given value of
specularity coefficient, the difference in resytiedicted using algebraic and full
conservation (partial differential equation formida with convection and diffusion
term) formulation of granular energy was not siguaint (see for example Figure 3.11
at @ = 0.0001). The time averaged cross sectional agdraglid holdup in both the

cases was 0.75 = 3%.
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Figure 3.8a: Radial profile of time averaged sbliddup at different
values of specularity coefficient fog & 10m/s and G= 300 kg/ms

101



10

''''''''' ~

v 9 )
£ \
>
'
o
o 8-
>
[
X
«©
~
0} 7
IS
©
C
<
n

6,

— - ¢=0.0001 —— =001
—=0.1
5 T T T T
0 0.2 0.4 0.6 0.8 1

Normalized radial location, (-)

Figure 3.8b: Radial profile of time averaged axelocity of sand at
different values of specularity coefficient foy®110m/s and G= 300
kg/mfs

Table 3.5: Predicted results foy =1 10m/s and G= 300 kg/ms and atg = 0.0001 from periodic
and full riser domain simulations

Specularity Coefficient | Pressure drop Solid holdup, (-) | Slip velocity,
gradient, (Pa/m) (m/s)

0.0001 340 (315) 0.01264 0.77

0.01 637 (580) 0.02327 1.9

0.1 674 (604) 0.02426 2.11

" The value in brackets denotes the cibution from solid head/gravi
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Figure 3.9: Contour of time averaged solid holdupya 10 m/s and &= 300 kg/ms at
different values for specularity coefficient
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Figure 3.10: Radial profile of time averaged mealidsholdup at y =
10 m/s and G= 300 kg/nis with pde granular formulation and different
values of specularity coefficie
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Figure 3.11: Radial profile of time averaged mealidsholdup at y=

10 m/s and G= 300 kg/nis andg = 0.0001 with algebraic and pde
granular formulation
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3.3.3.Effect of Drag Coefficient Formulation
Considerable amount of research is devoted todimaulation of drag coefficient for

gas solid riser flows in order to capture the obsérincrease in slip velocity in these
systems (Chapter 2). Multi scale structure basad €rmulation for computing the
interphase exchange coefficient in high solid ftiser flows systems was assessed in
Chapter 2. It was found not suitable to be impletegmnto the CFD framework in its
current form. Hence the effect of drag coefficiéomulation is demonstrated with

other reported and widely used drag correlatidres\Wen and Yu (1966)

The time averaged radial profiles of mean gas vslpdolid velocity and solid
holdup is shown in Figure 3.12a to Figure 3.12dldtd et al. (2007) developed an
empirical correlation for gas solid riser flows. éfihcorrelation gives a minimum in
the drag coefficient function for solid holdup vesu of around 0.05. Radial
segregation with increased solid holdup near thik iwaredicted by Hellandt al.
(2007) whereas Gidaspow (1994) Wen and Yu (196@)elaion results in lower
cross sectional solid holdup and pressure dropigmadTable 3.6). However, the
simulations also predicted the presence of soleds the central core resulting in the
formation of core annulus and core type profilesHbuld be noted here that higher
solid holdup region near the center was resulinoé taveraging of instantaneous solid
holdup profiles. Contours of solid holdup at theigdic cross section (Figure 3.13)
show that dense solid cluster move in random nearcentral core section. Such
dynamics were even observed with Gidaspow (1994 delation but not with Wen
and Yu (1966) correlation.
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Figure 3.12b: Radial profile of time averaged sarghn z velocity at

ug = 10m/s and G 300 kg/nis
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Figure 3.12c: Radial profile of time averaged msalid holdup at y

= 10m/s and G= 300 kg/ms

Table 3.6 Predicted results fay=110m/s and G= 300 kg/ms and with different drag formulations

from 3D periodic simulations

Drag Pressure drop Overall solid Slip velocity, (ms/)
gradient, (Pa/m) | holdup, (-)

Wen and Yu (1966) 340 (315) 0.01264 0.77

Hellandet al. (2007) 1913 (500) 0.0201 4.53

Gidaspow (1994) 2528 (463) 0.0186 3.839

" Pressure drop gradient given in brackets denbeesdntribution due to solid head/gravity alone
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Figure 3.13: Contour plots of instantaneous satildibp at the
periodic cross section fog & 10m/s and &= 300 kg/ms with
Hellandet al., (2007) drag correlation
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The periodic flow model with the UDF was extendedstody the effect of various
other parameters as well like effect of particleparticle restitution coefficient,
particle — wall restitution coefficient, turbulenaeodel, operating conditions —
superficial gas velocity, solid circulation fluxcet~or the sake of brevity, the results
from all such parametric studies are not includethe thesis. The main purpose of
the research work was to develop the computatiorethodology to simulate fully
developed flow profiles with specified mass flux fgas solid two phase flows and
show the proof of concept in computing periodiowflprofiles with a commercial
CFD package. Additional simulation results whicke arot included here may be

obtained from me (E-mail: naren_pr@yahoo.com)

3.4.CONCLUSIONS
Periodic boundary conditions were implemented byettging a User defined

function. This was then used to carry out simulaiohfully developed gas solid riser
flow using a two fluid model with KTGF. The work iigghted and brought to focus
the necessity of employing finer grid size in siatilg gas solid riser flows. The
UDF based periodic model approach developed in wuosk looks promising to
simulate fully developed gas solid riser flow pledi without compromising on the
spatial resolution. The UDF approach is helpfyuiicious selection and assessment
of model (turbulence, granular) parameters, whiah further be employed for full

domain simulations.
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CHAPTER 4

RISER SCALING

The chapter deals with the evaluation of hydrodynamic scaling law for gas solid riser
flows. A comprehensive analysis of literature data on pressure drop was presented.
Based on this, observations are made on the development of empirical scaling laws
from experimental data. Further, the 3D periodic computational model was used to
perform numerical experiments and study the effect of various system and operating
parameters in predicting hydrodynamic scaling in riser flows. The Qi scaling ratio
ensured similarity in global parameters like overall cross sectional average solid
holdup or pressure drop gradient. Smilarity in local flow profiles were not observed
for all the test cases.
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4.1. BACKGROUND

Successful commercialization of a process from tabindustrial scale requires
development of appropriate scaling laws. The sgaliaws ensure proper
hydrodynamic similarity between reactors at varisaales or operating conditions.
Scale up is an integral part of process developfifentycle. Hydrodynamics of large
scale industrial CFBs can be different from lablesd@aFB systems. The effect of
reactor scale on the prevailing flow structure tealse accounted properly. Otherwise,
this might lead to performance deterioration arahpfailure as well. For instance, as
briefed in Chapter 1, industrial scale plant fortiah oxidation of n-butane to maleic
anhydride was unsuccessful owing to scaling isgDeslukovic, 2010). Therefore,

development of proper scale up criteria assumesfisignce.

Following Anderson and Jackson (1967), the twadfimodel for gas solid riser flow
is based on the conservation equation for massramdentum transport. The scaling
parameters for the hydrodynamic similarity are vktifrom the dimensionless form
of conservation equations (Knowltehal., 2007; Xu and Gao, 2003; van der Meker
al., 1999 etc.) Evaluation of scaling laws requiredergive experimentation.
Performing experiments at extreme operating camutiand at larger scales may not
be feasible at all times. In this context, compatal fluid dynamics offers the
advantage by facilitating evaluation of these scpliparameters with fewer

requirements of extensive physical experiments.

Recently Qiet al. (2008) proposed an empirical scaling parameteedas Froude
number and flow rate ratio. The proposed scalingupater ensured both local and
global hydrodynamic similarity in riser reactordiel parameter was tested with data

from literature and their own experiments.

Qi empirical scaling parameter:  Fry°°G, /(ppug) (4.1)
2
Fry =Y
Where gD (4.2)

For the same Qi scaling ratio, radial profiles olics concentration, particle velocity

and cluster voidage exhibited similar profile ire thully developed flow region. The
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: : , Fr>°G, /(p u )
average solid holdup was shown to vary linearlyhwispect to the P

scaling ratio.

This looks promising as a single scaling parametsuring hydrodynamic similitude

in riser systems both at local and global levelvéitheless, this empirical parameter
cannot guarantee hydrodynamic scaling in riseroeéythe tested range without
rigorous validation. The parameter was tested mitist of data sets obtained with air
as fluid medium at ambient conditions. The proposedling parameter did not
consider the effect of fluid density. Further, treio of particle size to column

diameter may be significant in small diameter gseind affect the relative

contribution of particle shear at wall to the ovenaressure gradient (Pita and
Sundaresan, 1991 and references therein). Furéteiation of the scaling parameter
requires extensive experimental data sets of gelability. This can be avoided to an
extent, with the use of computational models, winetbe simulated profiles at

different conditions can be compared to draw megfainconclusions on scaling

analogies.

With this background, work was carried out with tim to investigate the ability of
CFD models to predict scaling in riser flows. Thyeative was to perform numerical
experiments to study the effect of parameterswese unaccounted in the Qi scaling
ratio. The methodology involved simulating fullyvd¢oped flow profiles in gas-solid
riser flow system with imposed periodic boundamotigh user defined sub routines.
The 3D CFD model with periodic boundary conditioasndeveloped (see Chapter 3).
This was then simulated to numerically investigdie hydrodynamic similitude in

gas-solid riser flows based on Qi scalng ratio.

42. MATHEMATICAL MODEL

The gas solid two-phase riser flow was modeled witie two-fluid approach
(Anderson and Jackson, 1967), wherein the two phasere considered to be
interpenetrating continua coupled with momentumhexge factors. Both fluids were

assumed to be incompressible and Newtonian in @aRegynolds averaged mass and

112



momentum conservation equations were solved to atemjhe gas-solid flow in the

vertical riser.

The turbulent stresses were modeled following tleusBinesq’'s eddy viscosity
hypothesis. The mixture &multiphase model with standard wall functions (FENJT
6.3 manual) was adopted for the riser scaling esudin the ke mixture model
formulation, phase weighted average quantities wargloyed to solve a single set of
two-equations, one each for the mixture turbulemtetic energy and mixture
turbulent dissipation rate. The interphase momenaxohange between the two
phases was provided through the drag coefficiemt.tlie present case, Wen and Yu

(1966) drag model was employed.

For the solid phase, the kinetic theory of grandliaw (Jenkins and Savage, 1983)
was employed to compute the shear stress. Theitwmmgtterms in the solid phase
stress tensor were calculated from the reportedatiire correlations (Table 4.1).
Algebraic formulation for the granular energy wa®d in the study, neglecting the
accumulation, convection and the diffusion termghm granular energy conservation

equation.

Table 4.1: Granular model specifications

Granular temperature model Algebraic

Granular conductivity Syamlal et al. 1993
Granular bulk viscosity Lun et al. 1984

Frictional viscosity None

Granular conductivity Syamlal et al. 1993

Solids pressure Syamlal et al. 1993

Radial Distribution Iddir and Arastoopour 2005
Elasticity modulus Derived

Packing limit 0.6

Particle — Particle restitution coefficient 0.9
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4.2.1. Boundary Conditions
Velocity inlet boundary condition was used at thieti face. Initially at the start of the

simulation, velocity for both the phases and voldraetion of sand were specified at
the given operating condition. The velocity profite each phase was assumed to be
uniform across the cross section at the inlet. rAftee ' time step, user defined
subroutines were hooked to specify the values foattet at the inlet boundary (to
implement periodic boundary condition). Outflow ddion was used for the outlet

boundary face.

For the primary phase (gas), no slip condition wagployed at the walls. The wall
shear boundary condition for the solid phase wasrgby rate of axial momentum
transferred to the wall by the particles in a tlaiyer adjacent to wall surface (Sinclair
and Jackson, 1989) as

_ (prll'lslip[:)pssg0(9/1/2
Tsw=
| 2 FEr™

whereq@ s the specularity coefficient. The value@f= 0 denotes free slip or specular

(4.3)

wall and@ = 1 denotes diffusive transfer of particles thiotige wall.

Wall boundary condition for the granular energy veddained by use of transport
balance for the thin shell adjacent to solid waliface (Johnson and Jackson, 1987).
For the algebraic granular model, the generatiograhular energy was set equal to
dissipation. Hence, specifying only the speculacgfficient implicitly specifies the
particle — wall restitution coefficient. A more btarate description of the Eulerian

model for gas solid flows can be had from Gidaspb®®4) and references therein.

4.2.2. 3D Computational Domain

The computational domain consisted of a small 3ffeitintial element of the riser
column (see Figure 3.1 of Chapter 3) of i.d. 0.0%hd height 0.005 m (~38d The

base case simulations were performed on domain avitital of 38206 hex cells at
spacing of approximately 0.68 x i [5.33d] and 7 cells along the periodic domain.
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4.2.3. User Defined Function

To simulate periodic flow profiles across the comapional domain, the computed
flow quantities from the outlet boundary surfaceevepecified at the inlet boundary
surface after every iteration. This was carried loytuse of user defined functions
(UDF) and memory variables in FLUENY. The computed flow quantities were
accessed at the outlet boundary face and storetieatorresponding inlet face
boundary through user defined memory variable (UPNlhe stored values from the
UDMI were then accessed at the inlet boundary. 8ppate correction factors were
also employed to enforce gas and solid mass flukeit specified value. Further

details are provided in Chapter 3 of the thesis.

4.3. RESULTSAND DISCUSSION

4.3.1. Investigating Scaling L aw with Experimental Data on Risers

To begin with, it was envisaged to analyze the bdipa of Qi scaling ratio in
predicting the hydrodynamic similarity in riser fle with the available data from
literature. The pressure drop data (correspondheofully developed flow region in
riser) from literature was therefore consolidated analyzed. For data wherein the
axial profile of pressure drop gradient was giving value corresponding to fully
developed location was selected. The fully devedopecation corresponds to
negligible (less than 10%) change in pressure dradient in the axial flow direction.
Neglecting the frictional pressure drop contribatisolid holdup was calculated from
the pressure drop values. Details of the data irsélte study are tabulated in Table
4.2. Data used in Qet al. (2008) to develop the scaling parameter are marked
explicitly in the Table 4.2.

The solid holdup (cross sectional average solididylat fully developed conditions)
as function of Qi scaling ratio is shown in Figdréa and 4.1b. Figure 4.1a illustrates
sample data used by @i al. (2008) to develop the empirical scaling ratio. &ivhe
scatter, the solid holdup was found to vary lingavith Qi scaling ratio. However,
when solid holdup data from other literature sosinaere also included in same plot
(Figure 4.1Db), the empirical relation fails to prtdhe solid holdup uniquely. Figure
4.1c illustrates the same in terms of pressure graglient. Thus, Qi scaling ratio,
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based on Froude number and flow rate ratio, wasdda be inadequate in predicting
the global parameters — pressure drop gradient koldup uniquely, provided the

data shown were measured accurately.

In order to understand the reliability of experinadmata, three data sets (Bader et al.
1988; Yerushalmi et al. 1986, 1976) from Table we&e chosen to represent the
pressure drop data on risers (Figure 4.2a). ltaglwwhile to note that experimental
errors bars were not directly available from theréture sources. In absence of this
information, we have examined whether presencengf systematic or otherwise
errors in the reported data can cause observededatcies. Assuming one among
the chosen three data sets to be reliable at a tineesolid circulation flux and
pressure drop values of the other two data sete wifset to the extent that the two
data sets overlap with the first one. The offsquined in terms of percentage error in
solid flux (&) and pressure drop datdaR) was noted. For example, an offset of 75%
and -30% in Gs andP in Bader et al. (1988) data and an offset of -20f 20% in
the value of Gs andP in Yerushalmi et al. (1986) data would overldpttalee data
sets with that of Yerushalmi et al. (1976) date l{rigure 4.2b). Similar exercise was
also done with the other two data sets as shoviigre 4.2c and 4.2d. This showed
that experimental trend observed with the repod&ia were not unique and reliable.
Lack of accuracy in the measured variable likedstilix, pressure drop may mislead

the development of scaling parameters for risevslo

It is also worth to establish that percentage srroffset introduced into the data
were not mere numerical artifacts. To illustrate arstify the same, an experimental
cold CFB facility was setup and solid circulatiolxf was measured by manual
opening of valve and collecting the solids flowioigt of the riser column for known

amount of time. Care was taken to see that théitotantory in the CFB system was
not reduced beyond 10% of initial amount duringfthg measurement. Experimental
data revealed that measured solid circulation fln@wed variation as high as 100%.
Thus solid flux measurement by use of quick closmtyes could have percentage
errors as high as 100%. This justified the measantrmaccuracies incorporated in
the data shown in Figure 4.2a. Details on the empmeital setup, measurement

procedure and solid flux data are given in AnnexiAe
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Thus it was evident from analysis of literatureadahd also from experimental data
from present work that measurement inaccuracieg wetical in data analysis and
interpretation. Development of scaling laws, withdaking into consideration of

these experimental inaccuracies may lead to pdergretation of riser flow data.

Table 4.2: Literature data used for evaluationcaliag law in riser flows

Sr Reference Riser Particle Superficial | Solid
no Dimensions Properties gasvelocity | circulation
m/s flux, kg/m?s
1. Qietal. " (2008) |H=151m pp = 1500 kg/m | 3—12 24 — 202
D=0.1m d, = 67um
2. Huanget al.” (2007) | H=15.1m pp = 1500 kg/m | 2.5-10 38— 220
D=0.1m d, = 67um
3. Zhangetal.” (2001) | H=151m | p,=1500 kg/m |5.5-8.2 23-201
D=0.1m d, = 67um
4. | Xuetal.” (2000) H=3m pp=2222 kg/m | 1.6-25 12.3-14.6
D=0.097m | ¢ =166um
5. Issangyaet al.” H=6.1m pp = 1600 kg/m | 4, 8 45 - 240
(1999) D =0.0762 m d, = 70um
6. Mastellone and H=575m Pp=2540 kg/m | 3-6 15-117
Arena”* (1999) D=012m | d,=89um
7. Mastellone and H=575m pp=1700 kg/m | 3 35-55
Arena” (1999) D=0.12m d, = 70pum
8. Mastellone and H=575m pp = 2600 kg/m | 5, 6 16 -117
Arena” (1999) D=0.12m d, = 310um
9. Nieuwland (1994) H=3m Pp = 2900 kg/m | 12.3 —40 (1| 98 — 312
D=0.03m d, = 655um bar), 5.4 —
12.4 (4 bar),
51-8.24
(6 bar)
10. | Nieuwland (1994) | H=8m pp = 2540 kg/m | 10 100 — 400
D=0.054m | g =120ym
11. | Nieuwland (1994) H=3m pp = 2900 kg/m | 5.1-8.24 | 86 —300
D=0.03m d, = 275um (6 bar)
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Sr Reference Riser Particle Superficial | Solid
no Dimensions Properties gasvelocity | circulation
m/s flux, kg/m?s
12. | Ouyangetal.” H=10m pp=1380kg/m |[2-75 10 - 207
(1993) [as reported in D =0.254 m d, = 65um
Ouyang and Potter,
1993]
13. |Arenaetal”(1991) |[H= 575m | p,=2543kg/m |5 92, 115
[as reported in D=0.12m d, = 90pm
Ouyang and Potter,
1993]
14. | Arenaetal”(1991) |[H= 105m |p,=2543kg/m |5 114, 251
[as reported in D=04m d, = 90pm
Ouyang and Potter,
1993]
15. | Lounge and Change| H=7m pp = 2600 kg/m | 2 40
(1990) D=0.203m d, = 88pum
16. | Baderetal.” (1988). | H=12.2m pp=1714 kg/m | 3.7-10 98 and 147
[as reported in Obrien D = 0.305 m d, = 76pum (1.5 atm)
and Syamlal, 1994]
17. |Lietal”(1988)[as |H= 10m P, =930kg/m | 15-26 14 - 193
reported in Ouyang | D=0.09 m d, = 54pm
and Potter, 1993]
18. | Hartgeetal.” (1986) | H= 3.3 m Pp= 2600 kg/m | 3.4—-4 72 -90
[as reported in D=0.05m dp = 56um
Ouyang and Potter,
1993]
19. | Hartgeetal.”(1986) | H= 7.8 m pp = 2600 kg/m | 4.2-5 64 — 118
[as reported in D=04m d, = 56um
Ouyang and Potter,
1993]
20. | Monceauxet al. H=N.A. pp = 1385 kg/m | 4.6 50 — 210
(1986) [ as reported | D = 0.144m d, = 59um
in Dasguptaet al.,
1998]
21. | Rhode&(1986)[as | H= 6m pp= 1800 kg/m | 25-45 8.5-107
reported in Ouyang | D=0.152 m

and Potter, 1993]

d, = 64pm
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Sr Reference Riser Particle Superficial | Solid
no Dimensions Properties gasvelocity | circulation
m/s flux, kg/m?s
22. | Rhodes (1986)[as |H= 6m pp = 2600 kg/m | 6,8 70 - 160
reported in Ouyang | D=0.152 m d, = 270pm
and Potter, 1993]
23. | Yerushalmi (1986)[ | H= N.A. pp,= 1070 kg/m | 2.2and 4 50 — 190
as reported in D=0.152m d, = 49um
Dasgupteet al.,
1998]
24. | Arenaetal.” (1985) |H=6.4m Pp = 2600 kg/m | 7 199 - 600
[as reported in Lougg D =0.041 m d, = 88um
and Change, 1990]
25. | Yerushalmi and H=85m pp=1070 kg/m | 1.2-5.1 63173
Avidan® (1985) [as | D =0.152 m d, = 49um
reported in Ouyang
and Potter, 1993]
26. | Weinsteinet al.” H=85m pp=930kg/m | 2.9-3.4 70 — 130
(1984) [as reported in D =0.152 m d, = 54um
Ouyang and Potter,
1993]
27. | Yangetal”(1984) |[H= 8m pp=794 kg/m | 5.3 43.5 - 160
[as reported in D=0.115m d, = 220pm
Ouyang and Potter,
1993]
28. | Yerushalmiet al. H=7.0104 m | p, =881 kg/nt 1.8-45 20 -220
(1976) D=0.0762m | g = goum
N.A.  Not Available
Pressure drop obtained from axial presgradient profile at fully developed region.
* Pressure drop obtained from axial sbliddup profile at fully developed region, neglegti
friction
# Data used for analysis in&al., (2008)
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4.3.2. Numerical Experimentsto Evaluate Scaling Law

Numerical experiments were performed with the 3Dnpotational model with
imposed periodic boundary condition to assess dpalality of Qi scaling ratio. The
simulations were done for typical gas solid rigetem of air — FCC system of 29
pm andp, = 2540 kg/m. Air density and viscosity were taken as 1.225Rgand
1.7894 X 10 Pa s respectively. Gravity was specified as g9.81 m/&. Superficial
gas velocity of 10 m/s and solid circulation fluk3®0 kg/nfs was used for base case
simulations. The system belongs to Geldart B diassion with particle terminal
velocity of 0.7914 m/s. This gives the particleasedtion time scale based on terminal
settling velocity to be 0.0806 s. The Qi scalinga corresponded to 0.00245 for the
base case.

Simulations were started with uniform patchingteé tomputational domain with the
operating velocities and cross sectional averadiel $wmldup. The cross section
average solid holdup was approximated based oragdtpr correlation of Patienat

al. (1992). The UDF was hooked at the inlet bounddigr ahe f'time step. The
equations were solved using segregated solver aednd order discretization
schemes for the variables. SIMPLE algorithm wasleygal for the pressure velocity
coupling. The time step for each simulation wad@%s. The simulated results were
time averaged for period of about 30 — 50s. Ragialfiles were obtained by
azimuthal average of flow quantities on 50 radiahdis. Solution convergence was
monitored by recording the area-weighted quantitiesolid circulation flux, slip
velocity at the outflow boundary, static pressurepdacross the domain and radial
profile of flow variables obtained at different #mintervals or averaging time

durations.
Set of numerical experiments were performed to uatal the effect of various

parameters like particle density, particle sizegraping conditions, fluid viscosity in

predicting similarity in riser flows. The simulatigparameters are listed in Table 4.3.
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Table 4.3: Simulation details for riser scalingdstu

Sr no Fluid Fluid Particle Particlesize Riser Superficial Solid circulation | Qi scaling
density | viscosity density d,, m diameter gasvelocity | flux ratio
p, kg/m*® | M, Pas Py, kg/m® D, m Ug, M/s Gs, kg/m?s -

1 1.225 0.000017894 | 2540 0.000129 0.054 10 300 205192

2 1.225 0.000017894 | 2540 0.000129 0.054 5 99 03736
3 1.225 0.000017894 | 2540 0.000129 0.054 15 574 205M1 72
4 1.225 0.000017894| 2130 0.000129 0.03 10 300 1K,

5 1.225 0.000017894 | 2745 0.000129 0.07 10 300 1K914%

6 1 0.000017894 | 2540 0.000129 0.054 10 300 0.082151
7 2 0.000017894 | 2540 0.000129 0.054 10 300 0.02151
8 1.225 0.000017894 2540 0.000075 0.054 10 300 205192

9 1.225 0.000017894 2540 0.00006 0.054 10 300 a3
10 1.225 0.00003 2540 0.000129 0.054 10 300 0.az215
11 1.225 0.00001 2540 0.000129 0.054 10 300 0.az15
12 1.225 0.000017894 2540 0.00023 0.054 10 300 205192
13 1.225 0.000017894 2540 0.0001 0.054 10 300 a3
14 1.225 0.000017894 2540 0.000129 0.054 10 100 00817307
15 1.225 0.000017894 2540 0.000129 0.054 5 33 810081 2
16 1.225 0.000017894 2540 0.000129 0.054 10 1000 008@73068
17 1.225 0.000017894 2540 0.000129 0.054 20 300 008@B832
18 1.225 0.000017894 2540 0.000129 0.054 5 500 2688055
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The effect of particle classification (Geldart ty@ad size over the predicted solid holdup is
shown in Figure 4.3. The base case is for Geldasy®em with g = 129 um. The flow
structure with Geldart A systemy(é 75 and 6Qum) displays two distinct regions of higher
solid holdup (Figure 4.4). Despite the differenage the local flow structure, global
hydrodynamic parameter like the pressure drop gradicross sectional average solid
holdup, slip velocity were within 5% deviation angothe three cases. Hence, though the Qi
scaling ratio predicted the similitude in globakgraeters, similarity in local flow structure

was not observed in the computational model priedfist

The effect of particle size over local solid flomgture is shown in Figure 4.4. All the three
particle sizes belong to Geldart B type systemhigher particle size, the radial profile was
found to be more uniform than at lower particleesizhe mean slip velocity (area weighted
average over the periodic outflow boundary) neaidybled from 0.66 to 1.49 m/s with
particle size change from 1@0n to 230um. The time averaged cross sectional mean solid
holdup increased from 0.0123 to 0.135 when thagbarsize is changed from 1Q6n to 230
pm. This suggests that particle size and partidssification (Geldart type) plays significant
role in determining the local flow structure andlwpl parameters. Scaling parameters which

does not account for the particle size may notdpeapriate to represent the riser system.

Another set of numerical experiments with fluid giéyn as a variable under study was
performed. The radial profiles (Figure 4.6) shownitr trend for all the three cases
investigated. However, solid peaking or segregats@as found more pronounced at gas
density of 1.225 kg/fh Fluid density was not found to have significarfltience on predicted
flow structures provided the Qi scaling ratio ipkeame. Further, the global quantities like
pressure drop slip velocity and cross sectionalramee solid holdup were within 5%

deviation.
Thus 3D computational model with periodic boundargs found useful in evaluating the

scaling laws. The model was also used to simulafience of parameters like fluid

viscosity, riser diameter and operating conditiongredicted flow characteristics.
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4.4. CONCLUSION

In conclusion, computational model with imposedgdic boundary was used to evaluate the
scaling laws and study influence of various paransebtn predicted local fully developed
flow structures. Qi scaling ratio ensured similantth global parameters but the similarity in
local flow structure was not observed in all thedated cases. With the Qi scaling ratio, the
global quantities were predicted within an accuraty-5% deviation. However, in some
cases, mere equivalence of Qi scaling ratio didemsure the similarity in the local flow
structure. The work consolidated the available datapressure drop in risers. This study
brought out the significance and need to incorgogator while reporting experiment data.

Failure to do so may mislead the development adiefft scaling laws.
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Annexure4A: Cold Flow Experimental CFB Setup

The circulating fluidized bed setup consisted ofarylic riser column (i.d. = 0.044 m, o.d.
= 0.05 m and H = 1.5 m), a solid storage vessal £.0.2 m, H = 0.6 m) of acrylic, a glass
cyclone (d = 0.20 m, H = 0.40 m) and flexible pdhydene solid return leg (d = 0.028). The
schematic sketch of the set up is shown in Figérd.4Compressed air at 10bar was blown
at bottom of the riser column at controlled ratbeTgas velocity was measured through
calibrated electronic anemometer. The riser botti@s designed for lateral entry of solids, at
an angle of 45to the riser axis, from the solids storage vegis®iugh solid return leg. The
solids and air travelled upward and passed throigiit angle exit at the riser top. The riser
exit was provided with a ‘T’ junction and customameequick closing solid flow control valve
to divert the flowing solids through solids outl&olid circulation flux was measured by
simultaneously operating the solid flow controlwed and the diverted solids through the
outlet were collected for known period of time. Digr normal operation, the solid control
valve to the output side was kept completely cldsethaintain the solids circulation between
the riser and the downcomer return leg. Increasesscsectional area at the solids storage
vessel provided quick separation of solids from flbeving air. The entrained solids were
further separated in the cyclone separator. Sclidiscted in the storage vessel flow through
the return leg due to gravity and were entraingd the riser at the riser bottom by the up
flowing air stream. Glass beads of density 2500nkAnd mean diameter of 250n was

used in the present study.

M easur ement of Solid Circulation Flux

The solid circulation flux for a set superficialsgaelocity was measured by weighing the
amount of solids collected for measured samplingetiThe solids control valves on either
sides of the ‘T’ junction at riser top was manualfyerated to provide quick closing of solids
flowing into the storage vessel and diverting tbéds flow through the outlet valve. The
measurements were taken after attainment of s&atly judged by constant level of solids in
the storage vessel. The leak flux, which denotedflix of solids through the solids outlet
during normal riser operation, was maintained belokg/nfs. The change in the solids level
in the storage vessel was also monitored during fhieasurements. Experiments were
conducted at small sampling intervals and soligsllehead change in the storage vessel was
not significant during these measurements. Thel saiculation flux was measured for three
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solids inventory of 5, 10 and 15 kg. The measur@d sirculation flux as function of

superficial gas velocity is shown in Figure 4A.2.

Cyclone

_ Solids storage
T vessel

250

> Valve

> Solids outlet

> Solids return leg

1500

» Riser

Diagram not to scale
All Dimensions are in mm

Figure 4A.1: Experimental circulating fluidized I systen
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CHAPTER 5

CLOSURE

Summary of the research work and the areas identified for future work on modeling of

gas solid riser flows are presented here.



51. SUMMARY
The present research work was focused on ssmulation of gas solid riser flows at high

solid flux conditions with the two-fluid model approach. Evaluation of interphase

momentum closures based on Energy Minimization Multiscale Model (EMMS) was

performed to assess its applicability for riser flows. 3D CFD model with periodic

boundary conditions (imposed through user defined functions) was developed to

simulate fully developed flow profiles. The periodic CFD model was used to evaluate

model parameters and hydrodynamic scaling laws without jeopardizing the grid

resolution in gas -solid riser flows.

The specific contributions of the research work are listed as follows:

>

>

An independent evaluation of EMM S drag model was attempted in this work. The
results predicted by the EMMS model were compared with the literature data. It
was found that the extended EMMS model with the inertial term predicted
distinct local minimum energy consumption for given operating condition and
assumed values of cluster voidage and cluster size.

The EMMS model parameters required adjustment to predict the experimental
pressure drop data The dilute phase inertial term was not found to have
significant effect on model predictions. It can be omitted from the extended
EMMS model.

Effort to fine tune the model parameters, keeping intact the energy minimization
characteristic, did not improve the prediction accuracy in comparison with the
predictions based on available literature correlations.

3D CFD model with periodic boundary conditions could shorten the time taken in
evaluation of CFD model closures and parameters without jeopardizing the spatial
resolution.

In conjunction with the conventional acumen, radia segregation of solid volume
fraction was predicted with 2D models at coarse grid and poor resolution near the
walls. The solid holdup was found to be highest at the walls. However such
maximum solid holdup at the walls was not observed with fine grid ssmulations.
Through numerical experiments it was shown that the model parameters like
specularity coefficient can be adjusted to match global experimental quantities

like pressure drop and average solid holdup.
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» The work consolidated the available data on fully developed pressure drop
gradient and/or cross sectiona average solid. It was shown from analysis that the
experimental inaccuracies like measurement of solid circulation flux can mislead
the development of hydrodynamic scaling laws for riser flows.

» Scaling law proposed by Qi et al. (2008) does not account system and particle
characteristics and it was found to be insufficient in predicting hydrodynamic

scaling in riser flows.

5.2. SUGGESTIONSFOR FURTHER WORK
With the observations from the present study, the some suggestions for further work

on developing state of art computational models for riser flows are outlined in the

following:

» The cluster parameters for the multi-scale EMMS drag model need more study.
Development of unified correlation for cluster size based on fluid and particle
properties and column diameter are in progress (Subbarao, 2009). However,
currently developed correlations are based on cluster voidage as adjustable
parameter. A mechanistic model to obtain the cluster parameters will help in
developing the current multi-scale drag model framework.

> Effect of spatial resolution in the CFD model predictions needs to be investigated.
Non occurrence of radial segregation at wall from the fine grid simulations of 3D
CFD model needsto be investigated carefully.

> Proper design of riser experiments with the reporting of measurement errors is
essential for further development of scaling laws.

» The 3D CFD model with imposed periodic boundary conditions can be
generalized for other tranglationally periodic multiphase systems like slurry flow
through horizontal pipes etc. to simulate fully developed flow profiles.

53. CLOSING REMARKS
In my opinion, recent works on simulating gas solid riser flows with two fluid model

are not effective in predicting the experimental trends. For example, Benyahia (2009)
simulated gas solid riser flows with drag coefficient obtained from filtered sub grid
model and EMMS models. However, the predicted flow profiles were far from

experimental data of PSRI. Despite numerous research publications on riser flows, the
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predictive capability of the two fluid CFD model for riser flows did not improve
significantly over the years. The present framework of the Eulerian-Eulerian models
for gas solid riser flows appears to be inadequate. A fresh perspective and new
approaches to re-examine the effectiveness of two fluid Eulerian Eulerian model
equations for gas solid riser flows is required. Efforts are needed on identifying
missing issues and enhancing understanding of complex interactions taking place in

riser flows.

Nonetheless industrial relevance of riser simulations cannot be under estimated. The
two fluid model is a powerful tool in evaluating novel process routes and hardware
configurations (Lan et al., 2009; Gao et al., 2008, 2006). The effect of new hardware
design on product selectivity and yields, extent of non uniformity in catalyst
distribution etc can be studied qualitatively with the two fluid models. Such studies
will facilitate acceleration of process innovations at industrial scale and selection of

most promising configurations amongst many available options.

To sum up, ssimulation of gas-solid flow operating at high solid flux condition still
poses challenge to chemica engineers. The development of successful state-of-art
predictive models for gas-solid riser flows involves multiple tasks and requires multi-
level approach. These include - understanding physics of gas-solid riser flows at high
flux conditions, development of constituent models, generation of reliable and
exhaustive experimental data sets and development of efficient computational models
and methods to evaluate the developed gas-solid model. The present work addressed
some of these issues. Despite the shortcomings reported in the work, the present
computational work brought out a method for quick and reliable selection of model
parameters with best possible spatia resolution. The strategy employed in the current
work can be extended to provide direct one-to-one comparisons with the experimental
guantities and would help in development of more effective computational models for

gas solid riser flow systems.
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NOMENCLATURE



NOTATIONS

Arg, Ar;

Ari

B
Co
Coo
Cpboc
Coof
Cooi

—h

fy
Fe
Fo
Fr
Fi
Fro

Jo
Gs

- o)d?®
Archimedes number defined M ,dimensionless
VI

_ 3
Archimedes number defined (p S)d”g ,dimensionless
U

Coefficient or parameter ofsg; dimensionless

Overall drag coefficient, dimensionless

Standard drag coefficient of particle, dimenksa

Standard drag coefficient of particle in densase, dimensionless
Standard drag coefficient of particle in dilptease, dimensionless
Standard drag coefficient of particle in intempl between dense and
dilute phase, dimensionless

Drag coefficient of particle in dense phase,ahsionless

Drag coefficient of particle in dilute phase, @insionless

Drag coefficient of particle in interphase, diraemless
Mean cluster size, m

Cluster diameter, m

Diameter of the particle, m

Diameter of the riser column, m

Particle — particle restitution coefficient, dinsgonless.
Particle wall restitution coefficient, dimensiess
dense phase fraction per unit volume, dimersgm
Flow time, s

Drag Force acting on a particle in dense phdgerticle
Overall drag force per unit volume, Nfm

Drag Force acting on a patrticle in dilute pha$particle
Drag Force acting on a particle in interphase, Niga
Froude number based on riser diameter, dimeresen!|
Acceleration due to gravity, /s

Radial distribution function

Solids circulation flux, kg/fs

Height of the riser column, m
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Re

Re

Internal diameter, m

Index of Gy, dimensionless

Turbulent kinetic energy per unit mass/sh
Index of Goc, dimensionless

Index of Ggr, dimensionless

Index of Gyi ,dimensionless

No of particles in unit volume of dense phases /
No of particles in unit volume of dilute phase’/

No of particles in unit volume at the interphaséween dense and dilute

phase, /rh

Energy consumed for transportation and suspenp&o unit mass of
particles, J/ kg s

Total energy consumed per unit mass of particldsy 3

Outer diameter, m

Reynolds number, dimensionless

Characteristic Reynolds number of particlesensk phase defined as

dp.u
Re = GoPollse , dimensionless
vl
Characteristic Reynolds number of particles intdiphase defined as
dp.u
Re = DRl Gimensionless
Il
Characteristic Reynolds number of particlesiten phase defined as
d.p.u,
Re = SoPellsi , dimensionless
M

Averaging time period, s

Intermediate parameter, m/s

Superficial gas velocity, m/s

Superficial gas velocity in dense phase, m/s
Superficial gas velocity in dilute phase, m/s
Minimum fluidization velocity, m/s

Overall superficial particle velocity defined @gp,, m/s
Superficial particle velocity in dense phasdrdst, m/s
Superficial particle velocity in dilute phase, m/s
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Us Overall superficial slip velocity, m/s

Usc Superficial slip velocity of particles in densiease, m/s
Ust Superficial slip velocity of particles in dilupkhase, m/s
Usi Superficial slip velocity of particles in intphase, m/s
X Co-ordinate axes

y Co-ordinate axes

Axial location of riser, m

Greek Letters
a Phase corresponding to c, f or i for dense, @iaurtd inter phase

respectively, dimensionless

€ Overall volume averaged voidage, dimensionless

€ Turbulent kinetic energy dissipation rate per umss, M's’
€ Cluster voidage, dimensionless

E_cl Mean cluster voidage, dimensionless

& Dilute phase voidage, dimensionless

Elimit Limiting value of voidage, dimensionless

Emax Maximum voidage, dimensionless

Emf Voidage at minimum fluidization conditions, dimenisiess
€s Solid holdup, dimensionless

g Solid holdup at maximum packing condition, diniengess
s_s Cross sectional averaged solid holdup, dimensgsn|

(0] Specularity coefficient, dimensionless

A Solid phase shear stress, K/m

Vs.w Solid phase shear stress at wall boundary,?N/m

K Modified form of Archimedes number, dimensiosles

I Viscosity of the gas phase or air, Pa s

T Factor pi, dimensionless

0 Granular temperature, ¥

p Density of fluid phase, kg/in

Pg Density of primary gas phase or air, kg/m

Pp Density of the particle, kg/fn
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MODELING OF HIGH SOLID FLUX CIRCULATING FLUIDIZED BED
REACTORS

Circulating fluidized bed (CFB) refer to state of gas solid flow wherein the solids are
entrained out of the system by the flowing gas at velocities far greater than particle
terminal settling velocity. The solid flow into the system, in principle must be
maintained externally to counterbalance the entrainment out of the system.
Circulating fluidized bed applications may be broadly grouped into low density and
high density circulating fluidized bed processes (Zhu and Bi, 1995). This work
focuses on high density CFB processes. Typical high density CFB operates at
superficial gas velocity ranging from 5 to 20 m/s with solid circulation flux greater
than 100 kg/m”s. Known commercial applications include fluid catalytic cracking
(FCC) process, Synthol reactor for Fischer Tropsch synthesis (Contractor and
Chaouki, 1991), Calcination of aluminum trihydrate to high purity alumina (Reh,
1986). Industrial processes involving CFB reactor as key element are well

documented in literature (Reh, 1986., Berruti ef al. 1995., Zhu and Bi, 1995).

The study of hydrodynamics of high solid flux circulating fluidized bed reactor
assumes significance in the context of understanding the fundamentals of high flux
gas — solid flow and driven by developments in current CFB technologies. For
example, cracking of heavier hydrocarbon molecules, necessitates that the most
advanced type of feed injection nozzles are used and catalyst be well distributed
across the riser cross — section. The milli-second riser reactors also require high
catalyst/oil ratio. Increase of solid circulation flux and suspension density will be very
useful for other applications requiring even higher solids/gas feed ratios and higher
solid concentration. There is significant scope for development of new processes and
realizing improvements in existing process technologies through thorough
investigation and understanding of high solid flux risers. Quantitative understanding
and predicting the performance of CFBs rely on the ability to capture and model

inherently complex hydrodynamics of gas — solid flow in these systems.

Computational fluid dynamics (CFD) facilitates and shortens development time

cycles of new and/or improvements of existing process know-how to cater future



demands. Recent years saw increasing usage of CFD models to understand fluid
dynamics of high solid flux systems like those in commercial FCC riser and to

evaluate alternate hardware configuration for better process output.

Several attempts were made in the past to understand the hydrodynamics of gas —
solid flows in vertical pipes or risers. Models of varying degree of complexity like
two fluid models (the Eulerian-Eulerian framework), the Eulerian-Lagrangian
framework and Direct numerical simulations were attempted in the past to understand
the underlying dynamics of gas solid flows. However, the two-fluid based continuum
models offer computational edge over other models especially in case of systems
operating with high solid holdup and with those involving large/ complex geometry.
The present research work is focused on development and use of two-fluid

computational models for simulating flow in gas solid riser reactors.

The two-fluid continuum model description for fluidized bed is based on the mass,
momentum and energy conservation law as given by Anderson and Jackson (1967).
These models can be broadly classified into CFD based computational models (Sun
and Gidaspow, 1999., Nieuwland 1994., Dasgupta et al. 1993 and 1994., Sinclair and
Jackson, 1989. etc) and semi-empirical based hydrodynamic models (Godfroy et al.
1999., Nieuwland, 1994., Pugsley et al. 1993., Nakamura and Capes, 1973). The
Eulerian — Eulerian two-fluid CFD based computational model is adopted here to
investigate gas solid two-phase flow in high solid flux riser systems. The
computational models require less ad-hoc adjustments and/or facilitate in
generalization of the empirical/semi-empirical correlations developed through actual

physical experiments to wide operating conditions.

The solid phase is modeled as a fluid continuum with shear stress tensors computed
using kinetic theory of granular flows (KTGF). The KTGF, analogous to the kinetic
theory of gases, is characterized by the granular temperature. The solid phase pressure
and the viscosity, which resists the motion of the particles, are defined in terms of
granular temperature. The models based on KTGF require less ad- hoc adjustments
and are widely used (Ranade, 2002 and references therein).The constitutive
expressions of the KTGF model involves number of parameters like specularity

coefficient, particle — particle restitution coefficient, angle of internal friction etc. In



addition, prediction of high solid holdup near the walls requires appropriate
specification of the wall boundary conditions for the solid phase. The shear at the wall
for the solid phase is specified through an adjustable specularity coefficient parameter

in the KTGF model.

Several attempts were made in the past to simulate, understand and develop state of
art computational two fluid models for gas solid riser flows. In spite of such sustained
efforts, most of these works that dealt with the gas solid riser flow were faced with
issues like:

a) Approximating the gas solid flow in cylindrical risers as flow through
channels and simulating the flow in 2D Cartesian domain.

b) Most studies addressed effects of model parameters on few selected quantities
like either holdup or solid velocity or only turbulent quantities. Consistent and
complete experimental data measured on a single riser system is rarely
available.

c) Simulations were mainly concerned at low solid flux conditions or low mass
loadings

d) Parametric analysis in some cases was coupled with complex flow geometry
like risers with two inlets, abrupt exit etc and hence pose difficulty in

independent parametric evaluation.

Thus, there is a need to evaluate the two-fluid model for simulating gas solid riser
flow operating at high solid flux conditions and bring out the salient features and
capabilities of the constituent closures in predicting the riser flow features. In the
present work, the Eulerian — Eulerian two-fluid model was developed to simulate gas
solid flow profile at typical high solid flux flow conditions and an attempt was made
to investigate the model parameters in simulating the riser flow features. Although,
work lays more emphasis on the numerical experiments pertaining to gas-solid riser
flows, comparisons with available experimental data were also made and meaningful
conclusions drawn thereof. The overall research work is divided into three sections as

discussed below:



Part 1: Evaluation of structure dependent drag model

The flow in riser at high solid flux conditions is accompanied by pronounced radial
segregation and cluster formation (Yerushalmi and Squires, 1977., Horio and Kuroki,
1994., Lackermeier et al. 1994). The clusters are dynamic entities and result in
enhanced slip velocities observed in riser flows. The cluster formation result in
decreased inter phase momentum drag experienced by the particles and modeling the
interphase momentum exchange coefficient assumes significances in capturing these
key features of gas solid flows. Further, the interphase momentum exchange provided
by drag plays an important part than the solid phase stress tensor (Agrawal et al.
2001., Yasuna ef al. 1995, Ranade, 2002 and references cited therein).

Attempts were made in the past to evaluate the momentum exchange closures in
modeling the gas solid flow in high flux risers. The drag correction factors based on
empirical correlations were seldom valid for range of high solid conditions existing in
riser reactors and were not able to predict the observed increase in slip velocities in
these systems. Nieuwland (1994) developed empirical correlation to correct the slip
velocity at high solid flux flows from the data of van Breugel et al. (1969). At solid
holdup greater than 10%, the correction factor was about 30. The correlation of
Nieuwland (1994) showed improved predictability of the model with experimental
data of van Breugel et al. (1969). But evaluation with Yang et al. (1992) showed not
so good results. O’Brien, and Syamlal, (1994) used experimental solid volume
fraction data to empirically adjust the drag coefficient in simulating gas solid riser
flows. However, the model had serious limitation, as the proposed relation was not

generalized for all operating conditions.

To overcome the shortcomings of the conventional drag correlation, Li (2000)
developed Energy Minimization Multiscale Model (EMMS), a structure specific
model to represent interaction between gas and solid phases. The model addressed the
heterogeneity at different scales existing in gas solid flows and the average drag
coefficient was obtained as sum contribution of the component drags at different
scales of interaction. The EMMS model accounts for cluster formation and captures
the effective increase in slip velocity. The model was further extended to incorporate
inertial effects by Wang and Li (2007). The EMMS framework appears to be a

promising approach for simulating high solid flux riser flows. However, the use of the



EMMS model at high solid flux conditions existing in FCC riser systems is yet to be
ascertained. There is a lacuna in the literature regarding the applicability of EMMS
approach to high flux flows.

In the first part of this work, the EMMS based drag model for interphase momentum
transfer was simulated for typical high solid flux flow conditions and improvements
of existing EMMS framework in terms of predicting published pressure drop data was
investigated. Unlike earlier studies wherein EMMS drag correlation was incorporated
into CFD and results from computational model was compared with experimental
data, direct comparison of EMMS model output with available data was attempted in
this work. This assumes significances as it enables evaluation of constituent
expressions of computational models. Prediction of explicit occurrence of minimum
energy consumption conditions, comparison of predicted cluster size with reported
values from literature, sensitivity of predicted drag with EMMS parameters etc were

also addressed as part of this exercise.

It was found that the extended EMMS model with the inertial term predicts distinct
local minimum energy consumption for given operating condition and assumed values
of cluster voidage and cluster size. However, the model parameters required
adjustment to predict the experimental pressure drop data. The dilute phase inertial
term can be omitted from the extended model, as this was not found to have any
significant effect on model predictions. The cluster voidage was fitted to predict the
experimental pressure drop keeping the energy minimization framework of the
EMMS model as it was. However, the global minimum in energy consumption was

not observed in the EMMS framework.

The present work brought out an independent evaluation of EMMS drag model.
Assessment of model predictions with global hydrodynamic parameters brought the
salient features of the structure specific EMMS model. The issues identified in the
work needs to be addressed further for successful development of cluster based drag
model. Once successful, this structure specific drag model can then be incorporated

into the computational model to study the fluid dynamics of gas solid riser flows.



Part 2: 3D Periodic computational model for simulating fully developed riser
flows

Developing state of art engineering model with reactions requires basic flow
information such as fully developed flow profiles (velocity and solid volume fraction)
and/or dispersion coefficients etc. Though empirical correlations are available, they
do not offer predictive flexibility over wide operating conditions. This necessitates
development of hydrodynamic model for gas solid riser flows to predict fully
developed flow profiles. Further, to study the effect of operating parameters and
model closures, simulating fully developed riser flow proves to be beneficial.
Simulation of actual risers with H/D > 50, without jeopardizing the spatial resolution,
to obtain fully developed flow profiles, demands enormous computational cost and
time. One-way to alleviate huge computational requirement without compromising on
the spatial resolution is by use of periodic flow domains to simulate fully developed
flow profiles. The computational tools like FLUENT™, CFX™ do not have in-built
periodic model for simulating fully developed flows for multiphase systems. This can
be overcome by use of user-defined functions (UDF) to make the computational
domain translationally periodic along the flow direction explicitly. In this research
work, periodic 3D CFD model based on two-fluid approach was developed for
simulating fully developed hydrodynamic flow profiles (holdup, local velocities)

through external user defined functions.

The gas solid two-phase flow was modeled in the Eulerian framework. The Wen and
Yu (1966) drag model was employed for interphase momentum exchange for the base
case simulations. Both the phases were considered incompressible. Solid phase shear
stress was computed from kinetic theory of granular flow. Turbulence was modeled
via the two-equation k - € model with standard wall functions. The computational
model was developed in FLUENT™ (Version 6.3, Ansys Inc, USA). The
computational domain consisted of a small differential element of the riser column of
i.d. 0.054 m. User Defined Functions (UDF’s) were hooked at the velocity inlet
boundary to render the model periodic explicitly. The simulations were done for
typical gas solid riser system of air — FCC of 129 um and 2540 kg/m’. The
methodology of incorporating UDF’s to simulate fully developed flow was tested

with single phase flow simulations on 2D axis-symmetric and 3D domains. With



proof of implementation from single phase flow simulations two phase flow
simulations were done for the riser operating conditions of u, = 10m/s and G, = 300
kg/m’s. The time step for each simulation was in the range of 1x 10™ to 1x 107 s.
Solution convergence was monitored by recording the area-weighted quantities —
solid circulation flux, slip velocity at the outflow boundary and the static pressure
drop across the domain. The simulated results were time averaged for period of about

30 — 50s.

Numerical experiments were performed with this periodic computational model and
conclusions drawn accordingly on the effect of various model closures and tuning
parameters like specularity coefficient, granular model formulation and so on. The
results from the UDF based 3D periodic model were also compared with the 2D axis-
symmetric full riser domain simulations. This UDF framework provided flexibility in
quick screening of model parameters that could further be used for full-scale

simulations.

Part 3: Numerical simulation of scaling laws for riser flow

Successful design of such systems from lab scale to industrial scale necessitates
scaling parameters that ensure proper hydrodynamic similarity between reactors at
various scales or across operating conditions. Extensive efforts have gone into
establishment of scaling laws based on governing equations of continuity and
momentum of Anderson and Jackson (1967). Different sets of scaling laws
established involves dimensionless groups such as Reynolds number, Froude number,
flow rate ratio, particle diameter to column diameter ratio etc. Glicksman (1984);
Chang and Louge (1992); Glicksman et al. (1993); van der Meer et al. (1999) had

dealt with these scaling parameters under different flow assumptions.

Recently Qi et al. (2008) analyzed the available literature and own experimental data
and suggested an empirical scaling parameter based on Froude number and flow rate
ratio to ensure local and global hydrodynamic similarity in riser reactors. This
empirical scaling parameter was shown to ensure both local and global hydrodynamic
similarity under different operating conditions. For the same Qi scaling ratio, radial

profiles of solid concentration, particle velocity and cluster voidage exhibited similar



profile in the fully developed flow region. The average solid holdup was shown to

vary linearly with respect to the Fr;*’G_/ (p ,u g) scaling ratio.

This looks promising as a single scaling parameter ensuring hydrodynamic similitude
in riser systems at both, local and global, levels. Nevertheless, this empirical
parameter cannot guarantee hydrodynamic scaling in risers beyond their range
without rigorous validation. The parameter was tested with most of data sets obtained
with air as fluid medium at ambient conditions. The proposed scaling parameter did
not consider the effect of fluid density. Further, the ratio of particle size to column
diameter may be significant in small diameter risers and affect the relative
contribution of particle shear at wall to the overall pressure gradient (Pita and
Sundaresan 1991 and references therein). Further validation of the scaling parameter
requires extensive experimental data sets of good reliability. This can be avoided to an
extent, with the use of computational models, wherein the simulated profiles at
different conditions can be compared to draw meaningful conclusions on scaling
analogies. The periodic computational model with UDF developed earlier was
employed to address this issue. A set of operating conditions, all having the same Qi
scaling ratio (Qi et al. 2008) was simulated following the periodic 3D computational
model. The solid phase stresses were computed through algebraic KTGF formulation.
The computational parameters were set in accordance to the 3D periodic model
developed earlier. The simulated results were time averaged for period of about 30 —
50s. Despite the same scaling ratio adopted for the simulation sets, hydrodynamic
similarity was not observed for all of the simulation cases considered in this work. For
example, particle size significantly affected the computed flow profiles and did not
exhibit scaling as per Qi et al. (2008) parameter. It should be noted that the work
investigated numerical prediction of hydrodynamic similarity at high solid flux
operating conditions. With this, work on further understanding of the physics of gas-
solid flows at high flux conditions is required to developed computational models to

predict hydrodynamic scaling in such systems.

Despite these shortcomings, the present computational work brought out a method for
quick and reliable selection of model parameters with best possible spatial resolution.

The strategy employed in the current work can be extended to provide direct one-to-



one comparisons with the experimental quantities. However, it should be noted that
mere numerical adjustment of model parameters tuned to fit only certain physical
quantities or for particular experimental set up might not be very helpful in

developing efficient computational models.

Conclusions

Simulation of gas-solid flow operating at high solid flux condition still poses
challenge to chemical engineers. The development of successful state-of-art predictive
models for gas-solid riser flows involves multiple tasks and requires multi-level
approach. These include - understanding physics of gas-solid riser flows at high flux
conditions, development of constituent models, generation of reliable and exhaustive
experimental data sets and development of efficient computational models and
methods to evaluate the developed gas-solid model. The present work addresses some
of these issues. The work highlighted the significance of independent evaluation of
constituent closures used in gas-solid fluid dynamic models. The multi scale based
EMMS model was found to be not very useful in its present form. The user defined
function based periodic computational approach could shorten the time taken in
evaluation of CFD model closures without jeopardizing the spatial resolution.
However, it should be noted that not much importance were given to actual
comparisons of CFD model predictions with experimental data. Rather, the work
addressed the significance of model parameters through numerical experiments. In
addition, the present research brought out the model capabilities in predicting
hydrodynamic similarity observed with experimental data. The methods adopted in
this work and the inferences drawn would serve to fine-tune the model parameters to
match model predictions with actual experimental data. Further, this will help in
development of state-of-art computational models for circulating fluidized bed

reactors operating at high solid flux conditions.
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APPENDIX I: TWO FLUID CFD MODEL STUDIESON GASSOLID RISER FLOWS

Notation Detail Notation Detail
M odel Wall boundary condition for solid
Type A Hydrostatic pressure shared by both thegshagjas and solig SWBCL1. No slip
Type B Hydrostatic pressure shared only by the(gamsary) phase. SWBC2. Shear stress zero
Gas phase turbulence SWBC3. Specified shear stress
GPTL1. Eddy viscosity model based on Prandtl mixémgth SWBCA4. Johnson and Jackson (1987)
GPT2. Eddy viscosity model based on Prandtl mixémgth with Gasdensity
correction for solid volume fraction
GPT3. Turbulent viscosity as scalar multiple ofl@calar viscosity GRHOL1. Gas density specified
GPT4. k-e model GRHO2. Density computed form incompressible idge law
GPTS5. k model — One equation turbulence model wittorrelated Gas viscosity
with turbulent length scale
GPT6. No model for gas phase turbulence GNUL1. s \@xosity specified
Solid phase turbulence GNuU2. Molecular viscosity of gas corrected forgeece of solid particles
SPT1. k-e model Drag coefficient
SPT2. KTGF based expression for turbulent momemtiffwsivities | D1. Wen and Yu (1966)
&/ granular diffusivities
SPT3. No model for solid phase turbulent momerinamsport D2. Ergun (1952) and Wen and Yu (1966)
Wall boundary condition for gas D3. Ding and Gidaspow 1990
GWBC1. No slip DA4. Syamlal and O’Brien 1987
GWBC2. Shear stress zero D5. Arastoopur 1990
GWBCS3. Sinclair and Jackson 1989 — Force balance on tiiekifi layer | D6. Zhang and Reese 2000
of thickness) close to wall.
D7. Richardson and Zaki 1954
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Reference | Model Drag Turbulence | Wall BC | Model Riser system Particle system | Operating Grid details | Simulation Notes
coefficient | model parameters conditions parameter
Almuttahar | Type: A D4 GPT6 GWBC1 |¢=0 a) Liu 2001 a) Air ay=4-8 r: 75 z: 308 t, =5 X 10°— | - Model simulated in Fluent 6.2
and 2D SPT3 SWBC4 e, = 0.95 D =0.076m p: GRHO1, m/s non uniform | 1 X 10°s - Granular energy dissipation (only) through momanaxchange
Taghipour , | Unsteady e, =0.99 H=6.1m u: GNU1 G, =94 — 555 Ts=45s accounted
2008 KTGF pde H/D ~ 80 FCC kg/mfs - Frictional viscosity also accounted in the solichpd shear viscosity apa|
form pp = 1600 kg/m from collosional and kinetic components
d, = 70um - Radial profiles of solid volume fraction and axisdlid velocity
Ar =274 compared with experimental data
Uer =0.21 m/s - Radial solid flux profiles are derived from locallucity and holdup data
and then compared with simulations
- The model was validated over a range of operatimglitions covering
dilute, dense and FFB regime.
- The model qualitatively predicted the flow profiles FFB regime but
qualitative predictions were poor
- The model could not predic the upflow of solidtfzdes near wall for
dense upflow CFB regime
- Large deviations were also found in near wall préains
Benavides | Type: A N.A. GPT4 GWBC1 | ¢=0.008 Expt setup Air p: GRHO1, | ug:5m/s - t, =10%s - Simulated in FLUENT 6.3.21
et al, 2008 | 3D SPT3 SWBC2 e, =09 D =0.083m i: GNU1 Gs: 40 kg/nt Ts=185s - Granular dissipation (only) through momentum exgf@gaccounted
unsteady g =0.8 H=4m Sand ATsag=6s - Turbulent kinetic energy generation and dissipasiocounted via
KTGF pde H/D ~ 48 Pp = 2600 kg/m Simonin 1996
form d, = 410um - At lower z/H (0.4, 0.53) model underpredicted thdial solid holdup
Ar = profile. Near wall solid holdup underpredicted (80% and predicted
Uer = M/S inverse radial segregation towards the centre# pi
- At z/H ~ 0.6558 predictions were better with expmmtal data.
- Axial holdup profile was also compared with expeinal data. Fully
developed cross sectional average over predictisd. developing region
(z/H < 0.2) underpredicted by more than ~50%
Benyahiaet | Type: A D1 i) GPT4 GWBC1 | ¢=0.003, D=0.1m Air p: GRHO1, |uy=55m/s | r:80uniform |t ~ 10* s - Model simulated in MFIX
al., 2007 Fully SPT2 SWBC4 0.001 i GNU1 £,=0.03 Dr/d, ~ 10 Ts=60s - Three k-« and KTGF flavors were used in this modeRgrawal et al.
developed ey=0.7 Solid (2001),Balzer et al. (1996)Cao and Ahmadi (1995) — Modal
1D iGPT6 € =0.95 Pp = 2400 kg/m does not include gas phase turbulence where ntaetlry granular mode
Unsteady SPT3 ews = 0.3, d, = 120pm - Combinations of granular energy productin andidition due to
KTGF pde 0.2 Ar = 5.38 interphase exchange and turbulent gas phase eperdyction and
form U =0.68 m/s dissipation due to particles employed

- Wall BC modeled using both Johnson and JacksorJankins model

- Standard and modified wall functions employed ak we

- No concrete discretion with respect to turbulentiels as alA, B andC
give similar core annulus result and also simiks,garticle and holdup
profiles — rest of sensitivy analysis with wall BGefficients done
primarily with modelA

- Oscillatory pattern in solid holdup and gas velppirofiles shown. The
frequency of oscillations were reported ~0.188 Hz.

- Core annulus flow structure is result of time agérg of transient cluste
motion.

- Free slip WBC and lower specualrity coeff predigehn solid holdup nea|
walls. Clusters tend to move away from wall at leigbpecularity or
friction coeff. Wall friction coeff or specualrityoeff dictate the granular
flux at wall and hence holdup at wall

- Modified wall functions prevents dicontinuity ofriear walls for gas
phase but no significant change is observed irnvglity profile

- Core annulus observed at gJivalues from 0.9 — 0.999

- Lower particle particle restitution coefficient ghily inelastic) giver
higher solid holdup at walls — In constrast stesidye simulations show
higher holdup at higer particle particle restitatmoefficient(highly
elastic).

- Lower g increases granular dissipation and in turn camses denser

r

clusters and more void dilute phase regions faxexdfsolid holdup
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Reference | Model Drag Turbulence | Wall BC | Model Riser system Particle system | Operating Grid details | Simulation Notes
coefficient | model parameters conditions parameter
causing core annulus or pronocunced radial segoegat

Vaishaliet | Type: A a) D1 GPT6 GWBC1 | ¢=N.A. Bhusarapu 2005 Air p: GRHO1, |uU;=3.2,3.9, | x:15y:350 |t;=1e-4s -Model simulated in FLUENT 6.2

al., 2007 2D SPT3 SWBC4 e,=0.9 D=0.152m i GNU1 4.5 m/s uniform - Expressions for granular energy dissipation thranglastic collisions
unsteady e, =0.95 H=7.9m Solid Gs = 26.6, and granular energy dissipation & production withd exchange not
KTGF pde | b) D4 H/D ~ 52 Pp = 2550 kg/m 33.7, 36.8 specified
form d, = 150pm kg/nTs - Model predicted inverse solid segregation towawis @hereas

Ar = 6.85 experimental data shows radial segregation towaedis
Uer =0.974 m/s - Model underpredicted solid velocity, solid holdupagranular
temperature
- Syamlal and Obrien drag closure predicted impraail holdup with
respect to experiment only for one operating camalit- could not be
generalized with other conditions

Benyahiaet | Type: A D4 GPT4 GWBC1 | ¢=0.02 Jones 2001 Air p: GRHO1, | ug =14.85 r: 15 ts~50E-6s - Turbulent kinetic energy production and dissipatiom to particles

al., 2005 2D axis SPT2 ey = 0.15, D =0.0142m i GNU1 m/s z: 300 Ts=1s accounted
symmetric i)SWBC4 | 0.83 L/D =100 Glass beads Solid loading - Granular energy dissipation and production duduid phase is
unsteady ii) e =0.94 Pp = 2500 kg/m | 1-30 accounted.

KTGF pde SWBC2 ewsr = 0.125 d, = 70um - ko — ko type [granular energy — cross correlatin for gatgife velocity
form Ar =3.17 fluctuation] equation is employed
Uer =0.315 m/s - Standard and modified wall functions to accountpgi@sence of particles
studied
- Effect of wall BC assessed in the study
- Free slip, low specularity coeffcient, small fraoti predicted experimenta
solid velocity profiles with reasonable aggremétdawever turbulent
kinetic energy of gas was underpredicted by theseRC of solid phase
[wall BC of solids affect turbulent kinetic energf/gas through the term
kaz]
- Fully developed flow was assured with the magnitoflexdial solid
velocity
- The wall functions do not have significant impanttbe flow profiles
[Flow being dilute cited as reason]

Zhang and | Type: A D6 GPT2 GWBC1 | ¢=0.3 a) Nieuwland 1994 | a) Air a) ug =10, - - - Gravity term neglected for the ga sphase

Reese, Fully SPT2 SWBC4 e, =09 D =0.054m p: GRHO1, 14.4 m/s - Stand wall functions of Louget al.(1991).

2003 developed e =0.98 i GNU1 Gs =200 - - Granular energy production and dissipation duateraction with gas
1D axis FCC 400kg/nfs phase/momentum exchange included. Modified foridaath (1990)
symmetric Pp = 2540 kg/m expression for gas phase contribution in granuiargy equation
steady d, = 129um incorporated in the model
KTGF pde Ar =5.89 - Radial solid holdup and solid velocity profile falibe in good agreemer
form Uer = 0.7869 m/s with Nieuwland 1994 data. Model is in better ageeiniean that

Nieuwland 1994 model

- Predicted dimensionless radial profile of locaigd@lx shows minima
near wall [i.e, from r= 0 to r= R, local flux deases and then increases
and then decrease towards wall]

- Sensitivity of results with KTGF parameters notadpd

Benyahiaet | Type: B D5 GPT6 GWBC1 | - a) Knowltonet al. a) Air ayP=1bar | ()r:27z:280 |t =5X 10*s | - Model simulated in CFX 4.1

al., 2002 2D SPT3 Custom 1995 p: GRHO2, T = 300K non uniform | Tg=45s - Solid phase viscosity taken ps= 0.5Pas
unsteady equation D=0.2m 1 GNU1 ug=5.2 m/s (iiyr: 18 z: - The model validated with the results with the R$Ricago

for solid H=14.2m FCC Gs =489 210 non experimental fluidization challenge problem of Eiaation VIII
phase H/D ~ 71 pp= 1712 kg/r | ka/n's uniform - Solid pressure modeled @& = Glg_ with G =10°%">*%
i‘}: ZGHm u, =-e¥*d 0 u
= _ ; i t s p—n-t
U, 20,26 M/ Solid wall BC given as

where yis the solid tangential velocity at the wall

- The model predicted core- annulus flow strucutrinwolid downflow
near walls

- The downflow of solids/annulus region oscillatedvieen the two walls
(one side to another)

- Time averaged {j,= 20s, 27s) profiles of solid flux, concentration

compared with expt data. Predictions were poor.mbdel predicted

Al-3



Reference | Model Drag Turbulence | Wall BC | Model Riser system Particle system | Operating Grid details | Simulation Notes
coefficient | model parameters conditions parameter
smaller core region than expts and were not syniecnetr

- Axial pressure drop profile was in good aggrembantradial flow
profiles

- Averaging time,2D computational domain, wall bourydeonditions for
solid cited as probable reasons for the poor ptiedis

Zhang and | Type: A D6 GPT5 GWBC1 | ¢=N.A. a) Tsuijet al. 1984 | a) Air p:GRHO1 | a)Mass - Gravity term neglected for the ga sphase
Reese, Fully SPT2 SWBC4 e,=0.9 D =0.0305m i GNU1 loading: 0.9 — - Turbulent dissipation rategiven in terms of turbulent length scale.
2001 developed € =0.75 P = 1020 kg/m | 4.2 Louge ¢ al. (1991) length scale of pure gas (I) and Kenningd) @owe
1D axis d, = 200,500, (1997) modified length scale,(lwhich accounts for the presence of
symmetric 1000 and 3000 particles used in the present work
steady Hm - Turbulent diffusivites for the particles adoptedrfr Peirano and Lecknef
KTGF pde Ar=6.7,16.8, (1998)
form 33.7, 101 - Lougeet al.(1991) and Crowe and Gillandt (1998) version fabtlent
Uer =0.7,2, 3.94 kinetic energy k employed.
8.72 m/s - Turblent kinetic energy generation due to presergarticles accounted

- Granular energy generation and dissipation duetevaction with gas
also accounted

- For larger particles of 5@Mn, 100Qum Crowe and Gillandt (1998) k
model with length scalg fuantitatively predicted enhancement in gas
velocity fluctuations with increaseing loading catiincreased gas
velocity flucitations with respect to single phdse on particle addition
and flattening of gas velocity profiles at higersmdoadings

- Predictions were good at higer mass loadings. Hewelaues near wall
were underestimated largely

- Sensitiviy of e studied over range from 0.7 — 1dRited particle
fluctuation velocity profiles were found to be siéine to value of e. The
fluctuating velocity varies upto 40% and upto 259tha axis for the
particles and gas respectively for the changefiora 1 to 0.7.

Neri and Type: B D2 GPT6 GBWBC1 | = N.A. Miller and Air p: GRHO2, | uy=2.61m/s | Ax =0.00375 - Production and dissipation of granular energy duateraction with
Gidaspow, | 2D SPT3 SWBC4 ey = 0.96, Gidaspow 1992 t: GNU1 G;=204 m Ts=50s fluid phase not accounted
2000 unsteeady 0.8 D=0.075m Solid kg/mzs Ay =0.0484 | TSayg=20— - Simulation were also performed with symmetry boumd@ndition in
KTGF pde & = 0.999 H=6.58m P, = 1654 kg/m P =118.6 kPa| m 50 s Cartesian co ordinate system
form H/D ~ 88 d, = 75um Ax/d, ~50 - The simulations (2D wall - wall BC) showed existeraf core —annulus
Ar =296 Ay/d, ~ 645 flow in riser with down flow near walls. The flowsoillated between the
Uer =0.25 m/s ar~ 13 walls at frequency of 0.2 Hz. The bottom sectioniggér wwas denser
and downflow was pronounced at the top. Quant&ativmparisons with
experimental data were poor. Model did not shovater holdup profile
with steep increase in holdup near walls as obgervexperiments.
Velocity/Flux profiles predictions were also poor.

- 2D — symmetry — Wall model showed solid segregatiear wall and
also near the symmetry boundary. Solids were faaratcumulate at
riser top than at bottom.

- Addition of cohesive forces (Solid pressure expoggsancreased the
holdup near walls

- 2D axis symmetric simulations were also performetrbsults of the
same were not reported in the paper

Benyahiaet | Type: A D5 GPT6 GWBC1 | ¢=N.A. a)D=0.2mH= a) Air ayP=1bar |r: 18z:210 t, =5 X 10" s | - The model validated commercial FLUENT 4.4 code witie results with
al., 2000 2D SPT3 SWBC4 e, =09 14.2m p: GRHO1, T = 300K non uniform | Ts=40s the PSRI, Chicago experimental fluidization chadleproblem of
unsteady g, =0.95 H/D ~71 i: GNU1 ug=5.2 m/s Fluidization VIII
KTGF pde FCC Gs =489 - Granular energy generation and dissipation thronggiphase
form pp = 1712 kg/m kg/nfs momentum exchange not accounted.
d, = 76um - Different form of expression for granular energgsifpation through
Ar =3 inelastic particle collisions used
Uer =0.263 m/s - The model captured the essential core- annulustateiof the gas solid

flow with solids down flow near wall.

Axial pressure drop reasonably well predicted.

Model was simulated to show that initial conditi@msnot affect the
predicted results upon long term averaging.
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Reference | Model Drag Turbulence | Wall BC | Model Riser system Particle system | Operating Grid details | Simulation Notes
coefficient | model parameters conditions parameter

- Position of inlet/outlet and feed location affectad predicted profiles
and flow patterns.

- The model captured the general trend of increageainular temperature
at dilute regions (love) but values were order of magnitude lesser fro
those quantified experimentally.

- Power spectrum analysis of solid density fluctuatibelps to identify the
minimum time required for obtaining time averagedfites

Bolio et al, | Type: B D3 GPT4 GWBC1 | ¢=0.002 a)Maedeet al. 1980 | a) Air p:GRHO1 | a)Mass r: 60 non - - Gravity term neglected for the fluid term

1995 1D fully SPT3 SWBC4 e, =0.7, D = 0.056m i GNU1 loading: 0.3 uniform - Myong and Kasagi 1990 low Reekmodel used.
developed 0.94 Pp = 2590 kg/m - Turbulence generation and dissipation in gas ptiaseo interaction
axis € =0.9, d, = 45, 136um with particles accounted. Turbulent generation ugarticles given by
symmetric 0.94 Ar=2,6.25 Lougeet al. (1991 ) and Koch (1990)
steady Uer =0.154, 0.87 - Granular energy generation and dissipation dustesaction with
KTGF pde m/s turbulent gas phase eddies/interphase momentunaegetis also
form accounted

- Model not sensitive to ke model coefficients.

b) Lee and Durst - Model not sensitive to specularity coefficient. Béschange by 10% for
1982 b) Air p:GRHO1 order of magnitude change in specularity coeffitidalue adjusted to
D =0.0418m 1 GNUL b)qus match experimental slip at wall
0, = 2590 kg/r} loading: - Model captured the q_u_antitative increase in slighwi increase in gdat
d” = 100.200 1.25,1.3,1.55 same operating conditions.
4‘60 m A - Simplified model without particle phase stress ¥eamd not satisfactory
Ar :“ in predicting expt results. But for systems withedler particles, gas
469.19.18.4 phase acts as buffer and particl_e shear streslsecae_glected.
u. =O 5é 1 4 31 - Model predictions are more satisfactory for largarticles.
rr;(e/rs, T - Model results show that kinetic energy contributiorsolid phase
viscosity significant.
c) Tsuijet al.1984 - Modeling gas phase turbulence significantly aff¢lststotal pressure
D =0.0305m drop prediction. Ignoring the turbulent gas phasstribution did not
. c)Mass predict the overall expt pressure drop.
¢) Air p:GRHO1 loading: 0.9 — - Presence of particles dampened the gas velocityufitions & flattened
H: GNU1 3.2 the mean gas velocity profiles but model overedtchaéhe
pp = 1020 kg/m experimentally observed results significantly. Rdolle reason could be
d, = 200,500um that model does not account for turbulent genematiee to vortex
Ar=6.7,16.8 shedding and wakes behind particles.
Uer =0.7,2 m/s
Bolioand | Type: B D3 GPT4 GWBC1 | ¢=0.002 a) Tsuijet al. 1984 | a) Air p:GRHO1 | a)Mass - - - Gravity term neglected for fluid phase
Sinclair, Fully SPT3 SWBC4 e, =0.94 D =0.0305m i GNU1 loading: 0.9 — - Myong and Kasagi 1990 low Reeknodel used. (No requirement of wa
1995 developed € =0.94 Pp = 1020 kg/m 3.2 functions)
1D axis d, = 200,500um - Gas phase turbulent generation and dissipatioriadparticles accounted.
symmetric Ar=6.7,16.8 Turbulent generation due to particle wake accountetines of Yuan and
steady U =0.7,2 m/s Michaelides (1992). Improved form for wake voluntgoagiven in the
KTGF pde work
form - Granular energy production and dissipation duexthhange with fluid
phase accounted

- Increase in gas velocity fluctuations/k with largarticles quantitatively
predicted. Also for larger particles, increase assiloading ratio
increases gas phase fluctuations/flattens the w&anity profile

- For small particles, gas velocity fluctuationstisfidecreases and then
begins to increase with loading ratio. However, elatid not predict
increase in gas velocity fluctuations at highediog ratios as observed
in experiment

Dasgupteet | Type: B D7 GPT4 GBWC1 | N.A. D=0.3m Air p: GRHO2 Ug: 5 m/s - - - * The model is written for the suspension velocitihaut any distinction
al., 1994 1D axis SPT1 SWBC1 i: GNU1 Gs 100 between y~ y, and slip velocity ~ 0 and turbulent fluctuatiome due to
symmetric Solid kg/mfs particle motion. Therefore equivalent key wordsgixen for both gas
Fully pp = 1500 kg/m and solid phase headings
developed d, = 100um - Solid phase viscosity pressure are expressedrrstef solid fraction in
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Reference | Model Drag Turbulence | Wall BC | Model Riser system Particle system | Operating Grid details | Simulation Notes
coefficient | model parameters conditions parameter
steady Ar =3.83 functional form analogous to KTGF expressions withthe use of
Uer = 0.35 m/s granular energy
- Turbulent k and are written for the suspension scale and kexhak to
particle — gas interaction are subsumed in theesgiwns employed
- Effect of radial dispersion of particles (turbuleipersion) also
accounted
- Model predicted radial segregation towards walhvi#5% increase in
holdup towards wall than average value. Howevereheghibited slight
increase in holdup values near centre/axis. Veslquibvfile were closer to
parabolic — Presence of particles alters the deavélocity profile of
homogeneous gas phase
- Radial solid dispersion flattens the solid holdupfite esp. at centre and
induces more parabolic nature to velocity profile.
- Model predictions were not sensitive to turbulewidel parameters.
Change in k profile did not alter the profile oflegity/holdup.
Nieuwland, | Type: A D2 GPT2 GWBC1 | ¢=0.5 a) Expt setup a)Air p: GRHO2 | a)u; = 10, 14.4{ Ar=10°m t, =10°s - Production and dissipation of granular energy dueterphase exchang
1994 2D axis SPT3 SWBC4 e, =0.9 D =0.0536m u: GNU1 , 15m/s Az =1m neglected
symmetric =1 H=8m Sand Gs =300, 350 Ar/d, ~ 8 - No dissipation of granular energy due to inelagtidicle particle
unsteady H/D ~ 150 Pp = 2540 kg/m kg/nfs collisions
KTGF pde d, = 129um z =2.5m - Model evaluated with own experimental data obtaine®.0536m i.d.
form Ar =5.89 riser with optical probes
Uer = 0.7869 m/s - Mo?lel slightly under predicted the experimentali@ghgolid segregation
profile.
b)u, = 3.7m/s - Parabolic radial profile for the axial solid veltycivas inferred from
b) Bader et al.,1988 b) Air p: Gs=98 model simulations with solid velocity being undeegicted near centre.
D =0.304m GRHO? kg/nts - Kinetic transport mechanism due to particles wasébsignificant in the
H=10m W GNU1 zZ=9m absence of gas phase turbulent radial momentursfémran
H/D ~ 33 ECC - Model also simulated for Badet al. (1988). The model qualitatively
p, = 1714 kg/r predicts solids down flow near wall but over estiena value.
d, = 76um
Ar=3
Uer =0.2579 m/
Lougeet Type: B D1 GPT5 GWBC1 |e,=0.9 a) Tsuijetal.1984 | a) Air p:GRHO1 | a)Mass - - - Gravity term neglected for the gas phase
al., 1991 1D axis SPT3 SWBC4 g =0.7 D =0.0305m u: GNU1 loading: 1 — - Production and dissipation of turbulent kinetic rigyedue to particles is
symmetric evr = 0.2 Polystyrene 4.2 accounted
fully Pp = 1020 kg/m - Granular energy production and dissipation due amentum exchange
developed d, = 200 - 500 with gas also accounted
steady um - The model predicted the qualitative trend (meanvgéscity and rms gas
KTGF GT2 Ar=6.7 — 16.84 velocity profiles) for lower mass loadings but ajtter loadings the
Uy =0.6962 — model over predicts the damping of velocity fluttoas at centre
2 0406 m/s - Also at higher loadings the model predicts monatamcrease in velocity
fluctuations towards wall. However, experimentaliadshows minimum
in the profile
- Pressure drop predictions were within 15% with eixpental data.
Contribution to pressure drop from hydrostatic haad particle phase
stress were ~20% and ~8%.
- Model without particle phase stress was foundtaqredict experimenta
trend in particle velocity profile.
Pita and Type: A D3 GPT6 GWBC3 | ¢=0.5 a)Numerical expts: | a) Air p:GRHO1 | a)u;= 3 - - - Production and dissipation of granular energy duaterphase
Sundaresan|, 1D fully SPT3 SWBC4 ey=0.9 D=1m i: GNU2 15m/s exchange/gas turbulent interactions neglected
1991 developed g=1 P, = 1500 kg/m | Gs =5 -1000 - No dissipation of granular energy due to inelaséidicle particle
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Reference | Model Drag Turbulence | Wall BC | Model Riser system Particle system | Operating Grid details | Simulation Notes
coefficient | model parameters conditions parameter
axis d, = 70pum kg/nts collisions
symmetric Ar =2.68 - The model showed existence of multiplicity wiih/L, uy and G, gas and
steady Uer = 0.198 m/s solids downflow near wall, sharp transition in tleeirculation at certain
KTGF pde uq for a given G Multiple steady state were observed over wigdenge
form as Gis lowered
b) Baderet al. 1988 - As riser diameter increased, multiple steady stabetion were found to
D =0.304m H=10.2 b) Air p: occur over wide range ofgand at higher G Multiple solutions are also
H/D ~ 34 GRHO1 obtained for G~ 0 in very small diameter risers. Scale up agfrésnot
1 GNU2 b)u;=3.7, 4.6 straightforward.
FCC m/s - Ap/L decreases to a minimum and then begins toaseravith change in
pp=1714 kg/m Gs =98, 147 riser diameter/particle size with possible occuceeaf multiple solutions
dy = 76pm kg/nf's at certain operating conditions.
Ar=3 - The model exhibited high sensitivity to particletpde restitution
Uer =0.2579 m/ coefficient. A small change in value of e destrthesfit with expt data of
Baderet al, 1988. Higher the value of particle particle resiitn
coefficient higher the solid holdup at walls
- Addition of sink term for granular energy due tteipphase momentum
exchange also changed model results appreciably.
Tsuoand | Type:B 2D | D3 GPT6 GWBC1 | N.A - Solid shear stress at walls specified following $b@67).
Gidaspow, | unsteady SPT3 SWBC3 - Solid phase viscosity was taken as a) 0.509 Rh&y0.724 Pas
1990 a) Luo 1987 a) Air p:GRHO1 | a)uy,=5m/s | a)Ax = a)t =5X10" | . goiig pressure modeled @ = Glg, with G = 108767543
D =0.0762m H=5.5 : GNU1 Gs=25 0.00762 m s o . . .
m Solid kg/nts Ay =00762 | Ts=18s - Model quant|ta_t|vely predicted the trends for gad aolid velocity and
H/D ~ 73 — 2620 ka/ri m T.. -10-15| holdup, formation of clusters, down flow near wall
Pp = 9 Ss'avg - Model also showed increased cluster formation/dmdidiup with
dp = 520pm Ax/d, =15 increase in G, increase ingl decrease ingand decrease in pipe
Ar =23.9 Ayld, ~ 147 diameter ’
Uer = 3.98 m/s Ar~10 - Predictions were compared with experimental détaldup, gas and
solid axial velocity)
- A simplified one dimensional axial model was alsoudated. This mode
b) Baderet al. 1988 o b)t. =5 X 10° under-predicted the experimentally measured futlyatioped solid
11.2m Solids Gs =28 0.010167 m | Ts=18s
H/D ~ 37 p, = 1714 kgt | KI/M'S Ay =0.305m Zsavg‘ 10-15
d, = 76pm Ax/d, ~134
Ar=3 Ayld, ~ 4013
Uer =0.2579 m/s ar ~ 30
Sinclair and| Type: B D7 GPT6 GWBC3 | ¢=0.5 a)Numerical expts: | a) Air p:GRHO1 - - - Gravity term neglected for the gas phase
Jackson, 1D axis SPT3 SWBC4 e,=0.9 D=0.03 m i GNU2 - Inelastic particle collisions neglected
1989 symmetric =1 Pp = 2500 kg/m - Contours plots for constant dp/dz and solid holdepe generated
fully d, = 150pm - Existence of multiple steady state predicted —apficounter current ang
developed Ar=6.8 down flow regions identified
steady Uer = 0.953 m/s - Solid segregation towards wall was observed ithallflow regimes
KTGF pde - Model exhibited sensitivity with respect to parigarticle restitution
form coefficient.

]
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APPENDIX Il: USER DEFINED FUNCTION (UDF) FOR
PERIODIC RISER FLOW SIMULATIONS

UDF1
#include "udf.h"

#define OUT_ID 4 /* ID FOR THE OUTLET BOUNDARYFROM
FLUENT BOUNDARY CONDITION MENU */

#define IN_ID 5 /* ID FOR THE INLET BOUNDARY - FR™
FLUENT BOUNDARY CONDITION MENU */

#define UG 10 [* Specify the superficial gas iy */
#define GS 300 [* Specify the solid circulationxl*/

#define RHO 1.225 /* Density of gas */

#define GRID_WIDTH 6  /* No of (z cells - 1) alornige axis */

[* UDF TO CALCULATE CORRECTION FACTOR FOR SOLID ANIBAS
AXIAL VELOCITY BASED ON OUTFLOW VALUES AND ASSIGN THE
VALUES AT OUTFLOW TO UDM's */

[* THE UDF IS FOR A 3D GEOMETRY WITH VELOCITY SPEEIED IN
CARTESEAN CO-ORDINATE SYSTEM OF X,Y AND Z. */

DEFINE_ADJUST(PERIODIC_MAIN,mixture_domain)
{

Thread *mixture_threadl,
Thread *mixture_thread2;
Thread **pt_out;

Thread **pt_in;

face tface_in;
face t face_out;

cell_t cell_in;
cell_t cell out;

real A_out[ND_NDJ;

real total_area_out = 0;

real solid_flux_out = 0;

real mass_flow_rate solid_out = 0;
real flow_rate solid_out = 0;

real avg_velo_solid_out = 0;

real gas_flux_out = 0;



real mass_flow_rate _gas_out = 0;
real flow_rate_gas_out = 0;

real avg_velo_gas_out = 0;

real correction_factor_solid_out =0;
real correction_factor_gas_out =0;

mixture_threadl = Lookup_Thread(mixture_domain,OWDI);
mixture_thread2 = Lookup_Thread(mixture_domain]y;

/* DETERMINATION OF CORRECTION FACTOR FOR AXIAL VEDCITY
BASED ON SOLID FLUX AND GAS FLUX CONTUINITY AT
OUtmass_flow_rate_gasTLET BOUNDARY */

begin_f loop(face_out,mixture_threadl)

{
pt_out = THREAD_SUB_THREADS(mixture_threadl);
cell_out = F_CO(face_out,mixture_threadl);
F_AREA(A_out,face_out,mixture_threadl);
mass_flow rate solid_out = mass_flow_rate_solid +o(
F_VOF(face_out,pt_out[1]) *
F_W(face_out,pt_out[1]) *
F_R(face_out,pt_out[1]) *
A _out[2] );
mass_flow rate _gas out = mass_flow rate _gas_dut +
F_VOF(face_out,pt_out[0]) *
F_W(face_out,pt_out[0]) *
F_R(face_out,pt_out[0O]) *
A _out[2] );
flow_rate solid_out = flow_rate_solid_out + (
F_VOF(face_out,pt_out[1]) *
F_W(face_out,pt_out[1]) *
A _out[2]);
flow_rate_gas_out = flow_rate_gas_out + (
F_VOF(face_out,pt_out[0]) *
F_W(face_out,pt_out[0]) * A_out[2] );
total_area_out = total_area_out + A_out[2];
}

end_f loop(facel,mixture_threadl)

solid_flux_out = mass_flow_rate solid_out/totakarout;

avg_velo_solid_out = flow_rate_solid_out/total aareut;

All-2



correction_factor_solid_out = GS/solid_flux_out;

gas_flux_out = mass_flow_rate_gas_out/total_aneia o
avg_velo_gas_out = flow_rate_gas_out/total_area_ou
correction_factor_gas_out = (UG*RHO)/gas_flux_out;

[* TO STORE OUTLET QUANTITIES TO UDM AT CORRESPONRG FACES
LOCATIONS */

begin_f loop(face_out,mixture_threadl)

{
pt_out = THREAD_SUB_THREADS(mixture_threadl);
cell_out = F_CO(face_out,mixture_threadl);
begin_f loop(face_in,mixture_thread?2)

pt_in = THREAD_SUB_THREADS(mixture_thread2);

cell_in = F_CO(face_in,mixture_thread?2);

if ( ((cell_in - cell_out) == GRID_WIDTH) && (ell_out <
cell_in))

/* CELL NUMBERS AT THE INLET AND OUTLET DIFFER BYVALUE OF
GRID WIDTH */
[* CORRECTION FACTOR GIVEN TO ADJUST AXIAL VELOCIY OF SOLID
AND GAS TO MATCH THE CONTINUITY AT INLET (SPECIFID Gs AND ug)
*/

{

F_UDMI(face_in,pt_in[1],0)
F_UDMiI(face_in,pt_in[0],1)
F_UDMI(face_in,pt_in[0],2)

F_VOF(face_out,pt_{i;
F_U(face_out,pt_oudfo
F_V(face_out,pt_ouff0

F_UDMlI(face_in,pt_in[0],3) = correction_factor_gasit *
F_W(face_out,pt_out[0]);

F_UDMI(face_in,pt_in[1],4) = F_U(face_out,pt_ouil

F_UDMI(face_in,pt_in[1],5) = F_V(face_out,pt_oufj1

F_UDMiI(face_in,pt_in[1],6) = correction_factor_gblout *
F_W(face_out,pt_out[1]);

F_UDMI(face_in,mixture_thread2,7) = F_K(face_oukture _threadl);
F_UDMI(face_in,mixture_thread2,8) = F_D(face_ouxfure threadl);
F_UDMlI(face_in,pt_in[1],9) = F_GT(face_out,pt_dLif

}

}

end_f loop(face_in,mixture_thread?2)
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end_f _loop(face_out,mixture_threadl)
}
UDF2
#include "udf.h"

[* THIS UDF FILE INCLUDES SET OF 10 DEFINE PROFILBDF MACROS TO
ASSIGN THE UDM VARIABLES TO FACE CENTRED QUANTITIES/

DEFINE_PROFILE(volf_solid,thread,i)

{
face tface_in;
begin_f loop(face_in,thread)
F_PROFILE(face_in,thread,i) = F_UDMI(face_in,twae0);
}
end_f loop(face_in,thread)
}
DEFINE_PROFILE(x_velocity gas,thread,i)
{
face tface_in;
begin_f loop(face_in,thread)
{
F_PROFILE(face_in,thread,i) = F_UDMI(face_in,thdel);
}
end_f loop(face_in,thread)
}
DEFINE_PROFILE(y_velocity_gas,thread,i)
{
face tface_in;
begin_f loop(face_in,thread)
F_PROFILE(face_in,thread,i) = F_UDMI(face_in,twie?);
}
end_f _loop(face_in,thread)
}

DEFINE_PROFILE(z_velocity_gas,thread,i)
{

face tface_in;
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}

begin_f loop(face_in,thread)

{
F_PROFILE(face_in,thread,i) = F_UDMI(face_in,thae3);

end_f loop(face_in,thread)

DEFINE_PROFILE(x_velocity_solid,thread,i)

{

face tface_in;
begin_f loop(face_in,thread)

F_PROFILE(face_in,thread,i) = F_UDMI(face_in,thded);
}

end_f loop(face_in,thread)

DEFINE_PROFILE(y_velocity_solid,thread,i)

{

}

face tface_in;
begin_f loop(face_in,thread)

F_PROFILE(face_in,thread,i) = F_UDMI(face_in,twie5);
}

end_f _loop(face_in,thread)

DEFINE_PROFILE(z_velocity_solid,thread,i)

{

}

face tface_in;
begin_f loop(face_in,thread)

{
}

end_f loop(face_in,thread)

F_PROFILE(face_in,thread,i) = F_UDMI(face_in,twe5);

DEFINE_PROFILE(turb_ke,thread,i)

{

face tface_in;
begin_f loop(face_in,thread)

{
F_PROFILE(face_in,thread,i) = F_UDMI(face_in,thaer);

end_f loop(face_in,thread)
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DEFINE_PROFILE(turb_rate,thread,i)

{ face tface_in;
begin_f loop(face_in,thread)
{ F_PROFILE(face_in,thread,i) = F_UDMI(face_in,twieB);
}end_f_loop(face_in,thread)
}
DEFINE_PROFILE(granular_temp_solid,thread,i)
{ face tface_in;
begin_f loop(face_in,thread)
F_PROFILE(face_in,thread,i) = F_UDMI(face_in,thde9);
} }end_f_loop(face_in,thread)

All-6



	0-first-page.pdf
	1-Statement-sign.pdf
	2-Certificate-sign.pdf
	Thesis-Part1.pdf
	3-Acknowledgement.pdf
	4-TOC.pdf
	5-List-of-Figures.pdf
	6-List-of-Tables.pdf
	7-Chapter1-Introduction-v3-24Nov09.pdf
	8-Chapter2-EMMS-v2-08Nov09.pdf
	9-Chapter3-CFD-v2-21Nov09.pdf
	10-Chapter4-Riser-Scaling-v2-24Nov09.pdf
	11-Chapter5-Closure-v3-24Nov09.pdf
	12-Nomenclature.pdf
	13-References.pdf
	14-lastpage.pdf
	15-Synopsis.pdf
	16-Appendix-first-page.pdf
	17-Appendix-I-CFD-Model-studies.pdf
	18-Appendix-II-UDF.pdf


