
Theoretical Investigation on Structure and Reactivity
Properties of Molecule and Metal Clusters: A Conceptual

DFT and Ab initio Molecular Dynamics Approach

Thesis submitted to the

Savitribai Phule Pune University

for the Degree of

Doctor of Philosophy
in

Chemistry

By

Susanta Das

Dr. Sourav Pal
(Research Guide)

Physical Chemistry Division
CSIR–National Chemical Laboratory

Pune 411008

March 2015



CERTIFICATE

CERTIFIED THAT the work done in the thesis entitled,

Theoretical Investigation on Structure and Reactivity Properties of
Molecule and Metal Clusters: A Conceptual DFT andAb initio

Molecular Dynamics Approach

Submitted bySusanta Daswas carried out by the candidate under my supervision in the
Physical Chemsitry Division, CSIR–National Chemical Laboratory, Pune 411008, India.
Any material that has been obtained from other sources has been duly acknowledged in
the thesis.

Date:

Place:

Dr. Sourav Pal
(Research Guide)
Physical Chemistry Division
CSIR–National Chemical Laboratory
Pune 411008, India



DECLARATION

I hereby declare that the work incorporated in the thesis entiled

Theoretical Investigation on Structure and Reactivity Properties of
Molecule and Metal Clusters: A Conceptual DFT andAb initio

Molecular Dynamics Approach

Submitted by me toSavitribai Phule Pune University for the degree of Doctor of Phi-
losophy is original and has not been submitted to this or other University or Institution
for the award of Degree or Diploma. I further declare that thematerial obtained from
other sources has been duly acknowledged in the thesis.

Date:

Place:

Susanta Das



TO MY PARENTS



Acknowledgement

Acknowledgements

It is my great pleausre to thank my research supervisor, Prof. Sourav Pal for giving

me the freedom to think and to express myself. He taught me howto do research in an

individualistic way. I would especially like to mention ourclasses, where he introduce us

and make understand basic and advance knowledge of quantum chemistry without which

this work would not have been possible. I really appreciate his way of imagining things

and his good sense of humor.

I owe a special debt to my co−supervisor Dr. Sailaja Krishnamurty for introducing

me to the field ofab initio molecular dynamics. I thank Sailaja for her sincere and

continuous support throughout my PhD tenure, especially the Al−cluster study. I must

acknowledge Sailaja for the enriching discussions which helped improve the quality of

my work on many an occasion. I will always remember a conversation during which she

said that science should be a passion and not a profession.

I thank my all lab seniors Dr. Subrata Banik, Dr. Sumantra Bhattacharya, Dr. Hi-

madri Dey, Dr. Lalitha Ravichandan, Dr. Sapna Shedge and Dr.Depti Mishra for making

my life comfortable in my initial days. I should also acknowledge my labmates De-

baratidi, Mudit, Jitendra, Sayali, Achintya, Aryya, Kamalika, Sayali, Anagha, Himadri,

Manzoor, Turbasu, Sudip, Depak and Kausik for giving me a nice working environment

in lab.

I thank all my friends Tamos da, Chandan da, Partha da, Sajal da, Sujit da, Jayasis da,

Krishanu da, Shyam da, Saikat da, Debasis da, Subha di, Sujit, Arpan, Mrinmoy, Sujit,

Anup, Anjan, Kanak, Pravat, Anjan, Abhik, Jhumur, Souvik, Prithvi, Doss, Subhadip,

Munmun, Soumen, Saibal, Santigopal, Atanu, Santanu, Suman, Arunava, Hridesh and

Prasenjit.

I want to express my gratitude towards my university teachers Dr. Pranab Sarkar, Dr.

Bidhan Chandra Bag. They are my inspiration in whatever I have done and achieved till

ii



now.

I am very lucky to get kind and unwavering support from my my families. My parents

made tremendous sacrifices to ensure that I had good education. I thank u Mom and Dad

for your seamless patience, words of wisdom, and the independence that you gave. I

have no words to thank my sister for her love and affection.

I am very grateful to all kinds of facility provided by CSIR−NCL. I thank the Direc-

tor, CSIR−NCL for allowing me to present the work in the form of the thesis.

Susanta



Contents

Acknowledgements ii

Abstract xii

List of Publications 1

1 Introduction 2

1.1 Introduction and Motivation . . . . . . . . . . . . . . . . . . . . . . . 3

1.2 General Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.3 Metal Clusters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.3.1 General Features . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.3.2 Homoatomic and Heteroatomic Metal Clusters . . . . . . . .. 8

1.4 Catalysts and reaction energetics . . . . . . . . . . . . . . . . . .. . . 10

1.5 Types of catalysts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

1.6 Applications, Advantages and Disadvantages . . . . . . . . .. . . . . 12

1.7 Motivation for Theoretical Investigation . . . . . . . . . . .. . . . . . 15

1.8 Enhancement of catalyst by melting: Recent studies and advances . . . 16

1.9 Characterization: Experiment and Theory . . . . . . . . . . . .. . . . 19

1.10 General Overview of Reactivity Descriptors . . . . . . . . .. . . . . . 23

1.11 The Concepts of Hardness and Softness Parameters: A Historical Per-

spective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

iv



Contents

1.12 Reactivity descriptors: Application to the chemical problems . . . . . . 28

1.13 Organization of the thesis . . . . . . . . . . . . . . . . . . . . . . . .. 31

2 Theoretical Methods and Computational Aspects 52

2.1 The Schrödinger Equation . . . . . . . . . . . . . . . . . . . . . . . . 53

2.2 The Born – Oppenheimer Approximation . . . . . . . . . . . . . . . .54

2.3 Density Functional Theory . . . . . . . . . . . . . . . . . . . . . . . . 54

2.3.1 Hohenberg–Kohn Theorems . . . . . . . . . . . . . . . . . . . 55

2.3.2 Kohn–Sham Method . . . . . . . . . . . . . . . . . . . . . . . 55

2.4 Classical Molecular Dynamics . . . . . . . . . . . . . . . . . . . . . .57

2.5 Ab Initio Molecular Dynamics . . . . . . . . . . . . . . . . . . . . . . 58

2.5.1 Car Parrinello Molecular Dynamics . . . . . . . . . . . . . . . 59

2.5.2 Born Oppenheimer Molecular Dynamics . . . . . . . . . . . . 60

2.5.3 Comparison of CPMD and BOMD . . . . . . . . . . . . . . . 60

2.6 Optimization Techniques . . . . . . . . . . . . . . . . . . . . . . . . . 61

2.7 Conceptual DFT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

2.7.1 Global Reactivity Descriptors . . . . . . . . . . . . . . . . . . 63

2.7.2 Local Reactivity Descriptors . . . . . . . . . . . . . . . . . . . 67

2.7.3 Atom Condensed Local Descriptors . . . . . . . . . . . . . . . 69

2.8 Hard Soft Acid Base principle (HSAB) . . . . . . . . . . . . . . . . .. 71

2.8.1 Expression for∆Eµ . . . . . . . . . . . . . . . . . . . . . . . 75

2.8.2 Local HSAB Principle . . . . . . . . . . . . . . . . . . . . . . 76

3 Critical Study of the Charge Transfer Parameter for the Calculation of In-

teraction Energy Using the Local Hard–Soft Acid–Base Principle 81

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

3.2 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

3.2.1 Derivation for Charge Transfer Parameter . . . . . . . . . .. . 85

3.2.2 Global and Local Reactivity Descriptors . . . . . . . . . . .. . 87

v



Contents

3.2.3 Expression for the Interaction Energy (IE) . . . . . . . . .. . . 89

3.3 Methodology and Computational Details . . . . . . . . . . . . . .. . . 91

3.4 Results and Discussions . . . . . . . . . . . . . . . . . . . . . . . . . . 92

3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

4 Understanding the Site Selectivity in Small-Sized Neutral and Charged Aln

(4 ≤ n ≤ 7) Clusters Using Density Functional Theory Based Reactivity De-

scriptors: A Validation Study on Water Molecule Adsorption 109

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

4.2 Theoretical Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

4.3 Computational Details . . . . . . . . . . . . . . . . . . . . . . . . . . 115

4.4 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 116

4.4.1 Site selectivity of aluminum clusters using relativereactivity de-

scriptors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

4.4.2 Understanding the site selectivity in aluminum clusters using ex-

plicit water molecule adsorption: Case study on Al4 . . . . . . . 122

4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

5 Dinitrogen Activation by Silicon and Phosphorus Doped Aluminum Clusters140

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

5.2 Computational Details . . . . . . . . . . . . . . . . . . . . . . . . . . 144

5.3 Results and Discussions . . . . . . . . . . . . . . . . . . . . . . . . . . 145

5.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

6 Effect on Structure and Stability of Aluminum Cluster with the Successive

Gallium Substitution 171

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172

6.2 Computational Details . . . . . . . . . . . . . . . . . . . . . . . . . . 175

6.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 176

vi



Contents

6.3.1 Equlibrium geometries . . . . . . . . . . . . . . . . . . . . . . 176

6.3.2 Thermodynamics . . . . . . . . . . . . . . . . . . . . . . . . . 177

6.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180

7 Mechanism for C–I Bond Dissociation in Iodoethane, Iodoethene and Iodoben-

zene for the C–C Cross Coupling Reactions over Aluminum Clusters 205

7.1 Introduction and methodology . . . . . . . . . . . . . . . . . . . . . .206

7.2 Results and Disscussion . . . . . . . . . . . . . . . . . . . . . . . . . . 209

7.3 Conclusion and Scope . . . . . . . . . . . . . . . . . . . . . . . . . . . 212

vii



List of Tables

3.1 Value of Charge Transfer Parameters for the Multiple Bonded Com-

plexes. Values are in Atomic Units. . . . . . . . . . . . . . . . . . . . . 99

3.2 Values of the Chemical Potential (µ), Hardness (η), and Hyperhardness

(γ) of all Monomers Calculated at the DFT, MP2, and CCSD(T) Levels.

Values are in Atomic Units. . . . . . . . . . . . . . . . . . . . . . . . . 99

3.3 Condensed Local Softness (S+
k and S−k )a of the Reactive Atoms. Values

are in Atomic Units. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

3.4 ∆Ev, ∆Eµ, and Total Interaction Energy of all the Complexes as De-

scribed in the Text, Calculated by the Parameters∆N1st and∆N2nd us-

ing the DFT/6–311G(d,p) Methodb . . . . . . . . . . . . . . . . . . . . 100

3.5 ∆Ev, ∆Eµ and Total Interaction Energies (∆Etot) of all Complexes as

Described in the Text, Calculated by the Parameters∆N1st and∆N2nd

using the MP2/6–311G(d,p) Methodc . . . . . . . . . . . . . . . . . . 101

3.6 ∆Ev, ∆Eµ and Total Interaction Energy of all the Complexes as De-

scribed in the Text, Calculated by the Parameters∆N1st and∆N2nd us-

ing the CCSD(T)/6–311G(d,p) Methodd . . . . . . . . . . . . . . . . . 101

4.1 Structural, Electronic and Reactivity Parameters ofAl4 conformations.

The values given next to the conformations in column II of thetable

correspond to the inter–atomic distances (inÅ) between various unique
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Abstract

Abstract

In this thesis, we will focus on some aspects of reactivity ofmolecular systems and

metal clusters using density functional theory based global and local reactivity descrip-

tors, viz., chemical potential, hardness, Fukui function and local softness[1–9]. In partic-

ular, an attempt will impel to correlate the reactivity pattern of molecular systems using

these descriptors in a semi–quantitative way. Essentially, we will propose a new charge

transfer parameter to calculate the interaction energy of the multiple site based inter-

actions of prototype molecules in terms of these reactivitydescriptors of the individual

interacting systems[10–12]. The ad hoc charge transfer parameter will be derive from

Sandersons electronegativity equalization principle[13]. The local hard soft acid base

principle (HSAB) principle developed by Gazquez and co–workers, is the basis of the

proposed model presented in the dissertation[14, 15]. We will investigate the efficiency

of the model by taking suitable examples and also discuss theadvantages and limitations

of the proposed model.

The development of new cost–effective catalysts is a key objective for a cleaner and

sustainable chemistry[16–18]. Metal nano clusters with variable number of atoms, finely

tunable by doping and phase transitions are the promising catalyst for a large class of

chemical reactions[19–21]. The structure of the catalyst itself can be studied by a va-

riety of spectroscopic and crystallographic techniques[22–24]. The surface of the solid

presents a variety of sites, including defects such as stepswith variable coordination for

the active element. Moreover, the nature of the surface can change upon the reaction

conditions, and its structure is more difficult to characterize from microscopy and spec-

troscopy. The determination of the active site is hence a challenge, and most probably

several possibleab initio methods based on quantum–chemistry and thermodynamics are

helpful tool to extract necessary information on them[25, 26].

Thus, the main motivation of this thesis is to use a computational approach to model

the metal clusters, to understand the reactivity related totheir unique structural features.
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Abstract

In the thesis, we will be mainly studying aluminum clusters doped with Si, P and Ga.

N2 reduction is crucial for life, and very few catalysts are currently available to carry

out this process at ambient temperature and pressure[27–31]. Our combined DFT andab

initio Born Oppenheimer molecular dynamics (BOMD) based calculations reveal that the

Si and P atom doping on Al nano clusters presents new promising catalyst towards di–

nitrogen activation. To the other end, in the thesis, we willperform DFT based molecular

dynamics (BOMD) to investigate the finite temperature behavior, structure and stability,

of the Al cluster with the successive Ga atom doping. In the final chapter of the thesis

we would like to study the energetics of C–I bond dissociation, the key step of cross–

coupling reaction[32–34], of aliphatic and aromatic halides in the framework of DFT.

The organization of the thesis will be as follows:

Chapter 1

In Chapter 1, we will begin by giving a brief introduction to general definition of catalyst

and general terms related to it, such as energetics, type of catalysts, their advantages and

applications. Thereafter we will focus on the metal clusters describing the enhancement

of their catalytic properties by melting. This will be followed by providing a brief dis-

cussion on the recent experimental and theoretical research advances. We describe the

peculiar surprises of metal cluster resulting in their stability and size sensitivity. Simi-

larly, the enhancement of reactivity of metal clusters by melting is discussed with several

examples in the proceeding section. In addition at the end wewill review selected metal

cluster reports including Al clusters. We have also discussed in this chapter the reactivity

descriptors, Hard Soft Acid Base (HSAB) principle and theirapplication to the chemi-

cal problems. We will end the chapter by describing the motivation behind the research

carried out and by presenting an outline of the thesis.

Chapter 2

In Chapter 2, we will present an outline of the theoretical framework behind the method-

ology used in the most part of the work presented in the thesis. We begin the discussion

on the use of density functional theory (DFT) as an alternative route for performing
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quantum chemical calculations. Next, a description of the concepts of molecular dy-

namics andab initio molecular dynamics will be given and also explain and compare the

ideas and algorithms behind Born–Oppenheimer molecular dynamics and Car–Parrinello

molecular dynamics. Lastly, we will briefly review the earlier theoretical developments

made towards the broad subject of chemical reactivity usingthe quantum chemical meth-

ods and describe how the empirical conceptual ideas (electronegativity, chemical poten-

tial, hardness, softness, etc.) have been theoretically quantified within the framework of

DFT. The success and failure of these descriptors in predicting the reactivity of molec-

ular systems will be discussed in detail along with other recent developments and ap-

plications that are relevant to the present objective of thethesis. We will then outline

the energy–density perturbation methods within the domainof DFT and the different

semi–quantitative models, including local HSAB principle, in finding a direct correla-

tion between the density based descriptors and the molecular interaction energy.

Chapter 3

In this chapter, we calculate interaction energy of severalprototype organic molecules

with multiple site based week interactions using local hard–soft acid–base (HSAB) prin-

ciple. The local HSAB principle is semiquantitative in nature due to the presence of

anad hoccharge transfer parameter. The accuracy of HSAB principle significantly de-

pends on the definition of thisad hocparameter. For the first time, we will derive the

second–order approximation of∆N (∆Nsecond) as anad hocparameter for charge trans-

fer to calculate interaction energies of multiple site based interactions using local hard

soft acid base principle. The second – order approximation of ∆N will be derive from

Sandersons electronegativity equalization principle. Tovalidate our approach, we will

study interaction energies of several prototype molecules. The interaction energies ob-

tain from our approach will be further compare with the interaction energies of those

obtained using other charge transfer parameters (∆Nfirst andλ) and the conventional

methods. We will further discussed the advantages and limitations of the approach.

Chapter 4
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In the chapter 4, we study reactivity of aluminum clusters. Aluminum clusters are tech-

nologically important due to their high catalytic activity. Our study on the small–sized

aluminum clusters applies density functional theory (DFT)–based reactivity descriptors

to identify potential sites for adsorption and eventual chemical reaction. Depending on

symmetry, susceptibility of various type of reactive siteswithin a cluster toward an im-

pending electrophilic and/or nucleophilic attack will be predict using the reactivity de-

scriptors. In addition, the investigations devises general rules as to how the size, shape,

and charge of the cluster influences the number of available sites for an electrophilic

and/or nucleophilic attack. The predictions by reactivitydescriptors will be validate by

performing an explicit adsorption of water molecule on Al clusters. The adsorption stud-

ies reveal that the most stable water–cluster complex is obtained when the molecule is

adsorbed through an oxygen atom on the site with the highest relative electrophilicity.

Chapter 5

In this present chapter, we will study di–nitrogen activation on the doped aluminum clus-

ters. As we know, N2 reduction is crucial for life, and very few catalysts are currently

available to carry out this process at ambient temperature and pressure. In this chapter,

density functional theory based calculations demonstratedoped aluminum clusters to be

highly reactive toward molecular nitrogen and hence are prospective materials for its ac-

tivation at low temperatures. Calculations on silicon and phosphorus doped aluminum

clusters with 5–8 atoms reveal an enhanced N2 activation with respect to their pristine

ground state and high energy counterparts. This increased efficiency of N2 activation by

doped ground state Al clusters is corroborated by an increment of the N≡N bond length,

a red shift in N≡N bond stretching frequency, and adsorption energy (Ead). Ab ini-

tio molecular – dynamics simulations exhibit consequential efficiency of doped clusters

toward dinitrogen activation at finite temperature. The ability of doped clusters toward

activation of molecular nitrogen is site and shape sensitive. In short, this theoretical study

highlights the critical role of doping foreign impurities for future endeavors in the design

of cost–effective and efficient catalysts for N2 activation at ambient temperatures. This
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observation may spur further studies in the field of aluminumnanocatalysis by doping

silicon and phosphorus atom in aluminum clusters.

Chapter 6

In the chapter 6, we will investigate structure and stability of aluminum clusters with

successive substitution of gallium atom. Stability and electronic charge on a aluminum

clusters are two main factors governs its catalytic property. However, little is known

on the finite temperature behavior of various aluminum cluster conformations. Much

less is known the effect of doping with successive increasing ratio. In this chapter, we

will carry out ab initio density functional theory (DFT) based molecular dynamics sim-

ulations (BOMD) on pure and successive gallium doped on Al8 clusters with an aim of

understanding the thermodynamic properties of ground state conformations as a function

of doping ratio. Our simulations reveal cluster propertiesdoes not follow a monotonic

relation with the increasing doping percentage. 12.5%, 25%and 37.5% doping of gal-

lium (i.e Al7Ga1, Al6Ga2, and Al5Ga3) become liquidlike at much lower temperature

(200 – 250K) than its pristine Al8 analogue (450K). On the other hand, cluster with 50%

gallium doping (i.e Al4Ga4) remarkably stable (solidlike upto 600K) as compared to its

pristine counterpart. In order to look into the factors leading to the stabilization structural

and electronic properties will be analyze. Factors such as charge redistribution within the

atoms and composition of molecular orbitals are seen to contribute towards stronger Al

– Ga bonds in Al4Ga4 thereby stabilizing it considerably.

Chapter 7

In the last chapter, we would like to study energetics of the key step of cross–coupling

reaction, dissociation of aliphatic and aromatic iodides using aluminium nanoclusters as

catalyst. Density functional theory will be use to understand the facts. In spite of being

an unconventional catalyst for radical polymerization, cross–coupling or similar type of

reactions in bulk state, selected Al clusters (size 3 to 20 atoms) can show significantly

low activation barrier. Further investigations exploits the activation energies are sensitive

to the shape and electronic structure of catalyst rather than the size of them, making
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the Al clusters attractive in the area of nanocatalysis and nanoscience. To understand

the insight into the reaction mechanism, mode of binding will be investigate with the

ab initio Born Oppenheimer Molecular Dynamics (BOMD) simulation andthe Natural

Bond Orbital (NBO) analysis. In short, our theoretical study highlights the efficiency of

the aluminium clusters for future endeavors in the design ofcost–effective and efficient

catalyst for cross–coupling reaction.
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1.1 Introduction and Motivation

Chemistry in the 20th century was characterized by tremendous growth and advances,

stimulated by revolutionary theories and experimental breakthroughs. It has built our cur-

rent society by providing energy, local grocery, crop protection, drug, foodstuffs, and new

materials worldwide. Unfortunately, even though chemistry is the central science being

an impressive array of commonly use of chemical tools, chemicals and the chemical in-

dustry still have lacking of good public image. Many people have fear due to hazardous

and polluting nature of traditional chemical processes. Inrecent times, the accelerat-

ing costs of petrochemicals, medicine, and raw energy materials demands in emerging

markets of worldwide, are forcing a change. Two important terms correlated with this

change are sustainability and sustainable development. A sustainable modern society

is one that meets the needs of the current generation withoutsacrificing the ability to

meet the needs of future generations. Sustainable development can be reached using the

strategic goals, the practical approaches, and the operational and monitoring tools. For

example, if you use less or no solvent, and replace stoichiometric reagents with catalytic

cycles, reactor space–time yields go up[1]. To achieve thisobjective, research into cat-

alytic materials is developing rapidly, so as to elucidate their fundamental properties for

synthesizing specifically– tailored materials for variousapplications. In addition, finding

new methodologies such as providing environment friendly process using the existing

knowledge about these important and remarkable materials is a ongoing research prob-

lem. As pressure increases on the World’s finite and dwindling supplies of hydrocarbons,

obtained mainly from crude oil developments, the use of zeolites and metal clusters as

catalysts to render known hydrocarbon cracking and oxidation chemistry is more effi-

cient. Decoration of such type of materials need proper invention, experimentation, and

developing an understanding of the fundamentals of their structure, bonding and reactiv-

ity. Advances in theoretical methods are likely to play an increasing role in predicting the
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features and synthetic viability of modified and novel catalyst structures. In this chapter

we have given detail discussion of metal clusters, definition of catalyst, type of catalysts

and the general overview on the use of these materials as the novel catalyst including

their advantages and applications. We have also discussed in this chapter the reactivity

descriptors, Hard Soft Acid Base (HSAB) principle and theirapplication to the chemical

problems in detail. We end the chapter by describing the motivation behind the research

carried out herein and by presenting an outline of this thesis.

1.2 General Overview

The first qunatum mechanical description of the electron pair bond was that given by

Hietler and London for the hydrogen molecule in 1927[2]. This theory was further de-

veloped by Pauling and others in the 1930s, into a comprehensive theory of bonding

called VBT[3–6]. This revolutionized the field of chemistry, encompassing all chemical

structures from hydrogen molecule to DNA and to solids. In VBT the wavefunction is

constructed in such a way that the two electrons can never be found on the same atom

and hence their motion is correlated. Important chemical concepts of valence electrons

such as resonance, octet rule and hybridization were first formulated as a part of VBT.

However, in VBT the atomic orbitals are not orthogonal and hence the theory becomes

more complicated as the number of atoms in the molecule increases. Moreover, Heitler

and London wavefunction does not correspond to the virial theorem and is a poor ap-

proximation to the true wavefunction of the system. Parallel with the development of

VBT, another type of qunatum mechanical approach, the MOT was developed. MOT is

based on the concept of LCAO, which involves the assignment of electrons to molecular

orbital, which are in general delocalized over the whole molecule and are uncorrelated,

unlike the electrons in VBT. Most of the problems of VBT, suchas the virial theorem,

excited states, orthogonality, etc. were solved by MOT in a much simpler form. Never-

theless, due to the localized electrons, VBT becomes more useful in describing reactions
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and bond dissocitaion[7]. One can say that, VBT and MOT are two different but comple-

mentary models of the same phenomenon. However, nowadays most of the calculations

are performed by MOT on account of its simplistic mathematical approach. Some of the

theoretical models such as, HF, CI, DFT, CC, etc., based on MOT, have been successfully

applied to study the electronic properties of systems containing few electrons[8]. Along

with this, the development of the present day computer technology has made possible to

apply the theory with ever greater accuracy to carry–out thesimulations of more complex

chemical systems. Hence, the results of the simulations areof great help to guide the ex-

perimental work. Among the theoretical methods, DFT has emerged as one of the most

successful method to investigate large systems[9]. In DFT,the electron density is the

basic variable instead of the wave function. This makes it computationally much more

cheaper than the conventionalab initio methods, while retaining much of their accuracy.

This feature is also a strong motivation to adopt DFT as a theoretical tool to study large

molecules or clusters or even periodic solids.

In recent years, success of nanotechnology has made clusterscience more interesting

because large cluster sizes can eventually bridge with the nanosize materials in a more

comprehensible way[10–12]. Secondly, with the advent of new experimental techniques,

it has now become possible to produce and analyze clusters consisting of several hundred

atoms while the lower limit for the size of nanoscale particles has reached less than 1 nm.

Experiments have demonstrated that the properties of clusters depend uniquley on their

size and composition and that they evolve differently[12].This fundamental behavior has

made researchers to use clusters as building blocks for new materials. One of the most

well known ‘new’ clusters or nanostructures, are so called fullerenes which belongs to

carbon family, discovered in 1985. The fullerenes are symmetrical hollow structures of

carbon[13, 14]. This significant discovery explored a new field of carbon nanotubes and

a new perspective to the research in the field of materials science[15, 16]. The exciting

discovery of superconductivity at high temperature was acheived by doping K, Rb, Cs in

C60 fullerenes[17–19]. Other attempts of encapsulating atomsand molecules in C60 had
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been succesfully carried out. Moreover, clusters have beenshown to have technological

importance in catalysis, photographic films, magnetic recordings, etc. Several types of

clusters materials are familiar such as atomic clusters, molecular clusters, metallic clus-

ters, organic clusters, quantum dots. Each clusters have their own specific features and

properties. Metal clusters are among the more complex and interesting ones from both,

fundamental and technological points of view. Indeed, metal clusters play an important

role between the isolated atoms and bulk metal. Study on metal clusters address the

evolution of shape sensitive behavior, properties with size, particularly those, such as

structural, electronic, magnetic and optical properties[11–14]. As the dimension of the

metal clusters goes on decreasing quantum effects becomes much more prominent and

affect the behavior of e.g. the B. E., ionization potentials, polarizabilities, optical spec-

tra, etc[20–22]. Such changes in the electronic structure can affect the bonding and other

physical and chemical properties of metal clusters. With the advance of computational

power, in the last few years, it has been possible to apply thetheory to larger clusters.

Since the clusters do not have the periodicity as in crystals, the same theoretical tools that

are used to study molecules in gas phase can be used to study them. Lithium and sodium

clusters are among the examples of metal clusters, which have been extensively studied

in the last decade by experimental and theoretical methods[23, 24]. The reason for this is

obviously the less computational effort. However, recently Li has been very important in

the applications of Li batteries[25]. It has been found thatsome of the metal clusters are

more abundant than the others due to exceptional stability as reflected in the mass spectra.

These kinds of metal clusters have been referred to as ‘magic’ clusters[11, 12]. This was

analogous to the shell filling in atoms and nuclei and the stability of these particular metal

clusters was explained on the basis of electron shell filling. These kind of metal clusters

were first observed in the mass spectra of Na. Pure boron is a large band–gap semicon-

ductor. The allotropes of boron have been characterized on the different arrangment of

the B12 icosahedra. Hence, one might be interested in the properties of boron clusters

leading to different structural arrangement. Although, boron and carbon are neighbors in
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the periodic table, they vastly differ in their properties.Nevertheless, many studies have

been carried out to show many chemical similarities betweenthem. Recently Boron

has been shown to form nanostructures similar to that of carbon nanostructures[26–28].

Boron clusters have been widely studied by Hanley and Anderson[26, 29, 30]. The other

member belonging to the boron family is the Al. The importantissue in the Al is that,

unlike the alkali clusters the shell model does not hold for small Al clusters. Exten-

sive theoretical and experimental research have been performed on Al clusters to explore

their electronic and geometrical properties[31, 32]. Al+
7 and Al+14 appear as magic clus-

ters in some mass spectra of Al clusters. Coxet al. have investigated the reactions of

neutral aluminum clusters with a number of different molecules[33]. Jarroldet al. have

measured the activation barrier of the adsorption of D2 on the Al clusters[34, 35]. It is

believed that the transition metal atoms form the most reactive clusters, this is due to their

unfilled d–orbitals, resulting in high coordination number[22]. The other way in which

the metal clusters differ from their bulk is when they are alloyed. A single impurity in a

metal cluster can create a drastic change in electronic and bonding properties. There are

several reviews in which the stoichiometry of the differentatoms have been related to the

change in the chemical properties of the mixed metal clusters[36–39]. Recently, Liet al.

showed that Al behaves as C of benzene in some Al–Li mixed clusters[40].

1.3 Metal Clusters

One of the fundamental goals of nanotechnology is to understand and characterize the

properties at the atomic–scale. The study of metal clustersenables us to interpret such

fundamental aspects and to explain the behavior of the nanoscale systems as their sizes

and compositions are changed atom by atom.
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1.3.1 General Features

Clusters are aggregates of atoms or molecules, intermediate in size between individual

atom and bulk. Clusters are different from both molecules and solids, and for this reason

can have very different properties. Molecules are characterized by having definite and

unique structure and specific composition. On the other handclusters may be composed

of any number of particles and have a tendency to grow. As the number of particles of

the cluster becomes larger, the number of locally stable structures (isomers) of the cluster

grows rapidly. Some fundamental questions which can be raised about the clusters are,

for e.g. (1) how does the physical property of a cluster change as the size of the cluster is

evolved ?; (2) When does a transition from atomistic scale toa bulk scale take place ?; (3)

Does the stability of the cluster increase monotonically with the size ?; (4) Does the clus-

ter property suddenly change when it is doped with an impurity? For the last few years,

an extensive experimental and theoretical research has been carried out to answer the

above questions. The most inetersting are the metal clusters where the transition from a

localized (covalent or ionic) to a delocalized (metallic like) bonding occurs as the size of

the cluster increases[10, 11, 13]. Therefore metal clusters are expected to show abundant

peculiar and interesting behavior that are apparent from those of individual molecules

or bulk solids materials. Structure and stability are the most important properties of the

metal clusters, which can be correlated with the type of atom–atom bonds formed in the

metal cluster. In general there are four types of bonds whichcan be distinguished within

the metal clusters viz. covalent, ionic, metallic and van der Waal[13].

Among these clusters, covalent and ionic clusters are supposed to be the most stable

clusters due to strong interatomic bonds.

1.3.2 Homoatomic and Heteroatomic Metal Clusters

Metal clusters can be classified as homoatomic and heteroatomic (or mixed) clusters ac-

cording to their composition i.e. homoatomic metal clusters contain same type of atomic
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species, on the otherhand heteroatomic clusters are made upof different type of atomic

species. Several groups extensively have been carried out experimental and theoretical

research on the structural and electronic properties of homoatomic metal clusters such

as Li, Na, K, Al, Sn etc[20, 41–44]. Generally, the bonding inhomoatomic clusters

containing less than 10 atoms can be characterized as covalent. Thus, in these clusters

the possibility of isomerization at a relatively low temperature is expected to be less.

However, as the number of atoms increases, the delocalization of electrons within the

cluster grows eventually, converting it into a metallic like behavior. It is worth mention-

ing that the delocalization occuring in the homoatomic covalent clusters such as carbon,

resulting into graphite, is different from the delocalization due to metallic bonding in

metals (Group Ia and IIb). The delocalization in the graphite is more directional than

the delocalization in the Li or Na bulk. Among the elements ofgroup 13, less work

has been carried out on Ga, In and Th clusters[45]. Relatively, more detailed study has

been done on Al and B clusters[30, 32, 34]. Some of the homoatomic metal clusters

that have been studied are Be, Mg, Al, Sn, Si and transition metals[12, 21, 22]. In the

last decade, similar investigations have been extended to study the heteroatomic clus-

ters, but comparatively to a lesser extent than the homoatomic metal clusters. One of the

reasons for this would be the complexity produced by the additional interactions of the

unlike atoms (hetero interactions) within the heteroatomic clusters. Due to this reason,

heteroatomic clusters are shown to have interesting properties. In small clusters, even a

single impurity can significantly alter the geometrical andelectronic properties. For ex-

ample, an unstable homoatomic metal cluster can be converted to a stable ‘magic’ cluster

by doping with a single impurity[46–48]. Zhaoet al. have recently studied carbon doped

aluminium clusters using mass spectrometric andab initio methods[48]. They showed

Al 7C–cluster to be magic with extremely high stability. Kumar and Sundararajan have

shown that the substitutional doping of Al13 cluster by a tetravalent atom leads to a more

stable cluster[49]. Joshiet al. have studied the structural and electronic properties of Sn

doped Lin clusters using AIMD simulations[50].
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Binary clusters such as AxBy also belong to the class of mixed clusters. Different

kinds of alloys can be formed by changing the proportion of A and B of these binary

clusters[51–53]. Changing the stoichiometry of differentkinds of atoms provides another

interesting way of improving the reactivity and selectivity of clusters possibly in the

context of catalysis. Bonac̆ić–Koutecket al. have discussed the structural stability and

ionization potential of some Ia–IIa mixed metal binary clusters[20]. Chackoet al. have

worked on some Al4X4 mixed clusters where (X=Li, Na, K, Be, Mg, B and Si)[54].

Recently, in some interesting works, aluteminum based alkali clusters were shown to

exhibit aromaticity properties[40]. The other interesting works on mixed–metal clusters

are on GaAs, AlAs and AuIn[55, 56].

1.4 Catalysts and reaction energetics

One of the high impact industrial applications of catalyst is lowering the hard conditions

of reaction processes. Catalysts facilitated chemical reactions to take place much faster

rate or at lower temperatures by providing an alternative efficient reaction route of lower

activation barrier for a reaction. This is done by inducing some changes in reactants

while the catalyst remains chemically unchanged.

In short, catalysts reduce the total amount of energy require to start and complete a

particular reaction. Reactants that would not have sufficient amount of energy to react

or so that reaction probably would have taken a long time to form the product(s) are

able to participate in chemical reaction in the presence of acatalyst with much faster

rate. Catalyst is not adsorb in the reaction process so each catalyst can take part in

several consecutive cycles. Therefore basically chemist needs only a pinch amount of

catalyst molecule with respect to the reactants. catalyst’s efficiency, measured in terms

of turnover number (TON) is determined by the substrate/catalyst for a specific reaction.
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1.5 Types of catalysts

Catalysts mainly are divided into two classes− homogeneous and heterogeneous. ho-

mogenous catalysts are participate in the same phase chemical reaction (e.g. a dissolved

catalyst in a liquid reaction mixture) where as heterogeneous catalysts are present in

a different phase from that of the substrates (e.g. a solid catalyst in a liquid reaction

mixture). A general model for heterogeneous catalysis involves the catalyst suppling a

solid surface on which the substrates are temporarily adsorbed. For example, in indus-

trial Haber−Bosch process which is used to production of ammonia, finely divided iron

(iron surface) play a role of heterogeneous catalyst. The active site of finely divided

iron aids in partial weak bonding interaction with the reactant gases. As a consequence,

the bonding interactions within the molecules (reactants)are weakened, which allow to

the reactants come close vicinity to each other. Following this way the strength of the

very strong triple bond in nitrogen is reduced and easy to break. During this process

hydrogen and nitrogen atoms are imported considerably closer than would be the case in

the gas phase, thus the rate of reaction increases. It is important to mention, Turn Over

Number (TON) and Turn Over Frequency (TOF) per active site, or per gram catalyst are

the two important terms in heterogeneous catalysis. This isbecause one does not know

exactly how many chemically active sites which participates in the process are on the sur-

face. Several other such available and commonly used heterogeneous catalysts include

nickel surface in the margarine production, vanadium oxidepreparation in the contact

process, production of alumina and silica in the cracking ofalkanes and multi–metallic

platinum, palladium and rhodium surfaces as a catalytic converters in car engines. A

typical example of homogeneous catalysts areH+(aq), play a role as a catalyst in ester-

ification reaction and chlorine free radicals (in the depletion of ozone layer). Chlorine

free radicals are yields during the ultraviolet radiation on chlorofluorocarbons (CFCs).

They combine with with transiently stable ozone molecule producing di–atomic oxygen

molecules and recreating chlorine free radicals as follows:

11



Cl(.) +O3 → ClO(.) +O2

ClO(.) +O → Cl(.) +O2

In general homogenous catalysts react with one or more substrates yields a reaction in-

termediate which reacts to form the actual product of the reaction and in the end of each

cycle the catalyst is regenerated for further use. Following is a typical reaction scheme,

where C represents the homogeneous catalyst:

A+ C → AC (1)

B + AC → AB + C (2)

In homogeneous catalysis, the TON is the number of cycles that a catalyst can run

through before it deactivates, i.e., the number of A molecules that one molecule of cat-

alyst can convert into B molecules. The TOF is simply TON/time, i.e., the number of

A molecules that one molecule of catalyst can convert into B molecules in one second,

minute, or hour. Thus, the catalyst opens a selective route to the desired product. There

are various kinds of product selectivity.

1.6 Applications, Advantages and Disadvantages

There are many different catalyst compounds. They range from the proton, H+, through

Lewis acids, metal clusters, organic and inorganic polymers. organo–metallic complexes,

and enzymes. However, their application is based on the typeof reaction to be catalyzed.

The main categories of reactions catalyzed by homogeneous catalysts are: oxidative ad-

dition; reductive elimination, dissociation and coordination; insertion and migration; de–

insertion andβ–elimination; and nucleophilic or electrophilic attack ona coordinated

reactants. Several homogeneous catalysts are formed by metal atom mainly transition

metal, which is stabilized by a various organic ligand, simply known as organo–metallic

complexes. The ligand is mostly an organic molecule that coordinate with metal atom.

The main advantage of an organo–metallic homogeneous catalyst is the tunability of cat-

alyst’s property by changing this ligand. It is very important to select the right metal
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and the right ligand which enhance the reactivity selectivity, and stability of a catalyst

(high TON). The most commonly used homogeneous organo–metallic compounds as

catalyst include Rh[P(Ph)3]3Cl, Cr(CO)6, IrCl(CO)[P(C6H5)3]2, Ti(OiPr)4, Cu(OTf)2 ,

Ni[P(Ph)3]3, DIOP, BINAP, dpp–benzene, Xantphos, Ni(CO)4 and many more. Apart

from this some species without metal co–ordination helps tospeed up various organic

reactions. This typically points the classic acid/base catalysis simply by H+ and OH−.

Examples are aldol reactions, esterifications and trans–esterifications, and synthesis of

nitroaromatics such as 2–methyl–1, 3, 5– trinitrobenzene.Brøonsted acids catalyze re-

actions by protonating nucleophilic sites such as lone pairs on O or N atoms or alkene

π–bonds. Another class of acid catalysis is organocatalysis. This type of catalysts are

small organic molecules, primarily build with H, C, N, O, N, S, and P atoms. These

molecules often acts as a Lewis acids or bases. Organocatalysts exhibit certain advan-

tages over organometallic complexes: especially this class of catalyst are metal free,

non–hazardous, in-toxic, inexpensive, readily available, and many of them are air–and

water–stable. Metal free catalyst has significant advantage in itself: This type of catalyst

are environment friendly. Metal separation and recovery are not required at the end of the

reaction. Further more , organocatalysts are much less toxic and recyclable as compared

to organo–metallic analogues. The typical examples of organocatalysts are piperidine

praline, Cinchona alkaloid.

It is important to mention that, two of the seven Nobel Prizesin chemistry given this

century were awarded for tremendous contribution in homogeneous catalysis: In 2001

William Knowles[57] and Ryoji Noyori[58] shared the prize with Barry Sharpless[59]

for their contributions to asymmetric hydrogenation and oxidation catalysis, respectively.

Four years later, Yves Chauvin[60], Robert Grubbs[61], andRichard Schrock[62] shared

the prize for their contribution to metathesis catalysis. Significant advantage of homo-

geneous catalysis over heterogeneous part is the high reactivity and selectivity, which

can be tuned by altering the molecular properties of catalyst. Moreover, the reactions,

catalyzed by homogeneous catalyst are not impeded by the effects of solid surface, phase
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transfer limitations or mass–transfer problems. Each and every catalytic reactive sites are

available and all single metal atom is a potential active site. Despite these considerable

advantages of homogeneous catalysis, the disadvantage is the difficulty of the process

of catalyst separation, recovery and recycling.[63] Commonly used homogeneous cat-

alysts are very sensible to heat, and decompose below 150ÅC. Thus distillation, even

at reduced pressure, will lead to catalyst decomposition. Distillation at low pressure is

also open to doubt, because a catalyst optimized for workingunder the condition of high

pressure reaction may be subjected to unwanted side–reactions under reduced pressure.

This often prevents their scientific successes from becoming commercial ones.

On the contrary, heterogeneous catalysis always take part in the catalytic reaction

in the different phase with the substrates. Most commonly heterogeneous catalysis oc-

curs to a chemical system where the catalyst is a solid thin surface and the substrates

are either in gases or liquid phase. Heterogeneous catalysis mainly was used in the

petrochemicals industries. Commonly used model catalyst systems contain glassy met-

als, oxide films[64, 65] and thin metal[66], supported catalysts based on chemical vapor

deposition[67], and supported homometallic and bimetallic clusters and oxides[68–70].

Solid catalysts are also works well in clean and green energyapplications such as solar

energy conversion[71, 72] and fuel cells[73, 74]. The most preferred material for vari-

ous chemical processes is the metallic surface[75–77]. Another such recently developed

noticeable catalytic materials constitute clusters of various metallic and non–metallic

elements. The cluster size varies from few to several hundred atoms combination. Ex-

periments have demonstrated that the properties of clusters uniquely depend on their size

and composition and that they evolve differently. These tiny surfaces exhibit the em-

phatic chemical and physical properties. This leads to potential applications of these

materials in oxidation chemistry[78, 79]. Especially the melted analogues of these clus-

ters are helpful in bringing down the tedious reaction. The latter characteristic of these

clusters are hence useful to change the traditional high temperature, pressure demanding
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processes in applications like hydrocarbon cracking, diffusion, polymerization etc. Het-

erogeneous catalysis process is much easy for catalyst separation, which is one of the

major advantage to use this catalyst. In gas/solid systems the solid surface (catalyst) is

easily removed and cleaned. On the other hand in liquid/solid systems, a simple filtration

process can easily separate the catalyst from the reactants.

1.7 Motivation for Theoretical Investigation

At first glance, heterogeneous catalysis seems astounding.It is highly useful and the

most sophisticated of the main two catalysis sub regimen, including inorganic, physical,

organic, surface science, materials science and organo–metallic chemistry. Apparently

heterogeneous catalysis seems strikingly simple: substrates passing through the reactor,

form products and leave it. But inside mechanism is extremely complicated: reactants

must diffuse through the catalyst pores, adsorb on its surface, travel to the active site,

react there, and desorbs back to the gas phase. Each and everysteps occurs at the mi-

croscopic level (molecular level). This microscopic behavior cause the main complicity

of heterogeneous catalysis process. Unlike the homogeneous catalysis, bulk parameters

such as particle size, shape, and mechanical strength are critical here. The interaction be-

tween reactants and catalyst surface determine the key to the catalysts efficiency, selec-

tivity, and stability. Two other decisive dependency for catalytic activity are heat transfer

and mass transfer. Metal crystal surfaces has several stepsand kinks at the molecular

level Thereby, the surface atoms cannot coordinate fully and thus have more options

for interacting with reactant molecules[80–82]. However,one can predict the properties

and performance of new catalysts by combining the data from high–throughput experi-

mentation with statistical analysis and descriptor models(in–silico design)[79, 83]. The

significant advancement of sophisticated chemical tools such as XRD, EXAFS, mass

spectrometry, in situ IR and NMR analysis techniques allow to the modern chemist to

investigate reaction kinetics, life time of catalytic intermediates under the actual reaction
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conditions[84, 85]. Several class of of catalyst descriptors, ranging from very simple

ones based on composition parameters to ones in the framework of ab initio quantum

computations. Theoretical investigation give better insight of the reaction mechanisms

and find out the possibility of new exciting reactions. Computer modeling can give a

crude idea of the properties of new catalysts and materials.This theoretical molecular

modeling has remarkable impact for ones that are difficult tosynthesize in the labora-

tory. simulations are essential in industrial process design, where any changes in the

reactor configuration are very costly. With increases the power and accuracy of compu-

tation, modern chemist can actually simulate any experimental conditions, together with

reactions at very high or temperatures and pressures usingab initio molecular dynamics,

which are almost impossible and risky to set up in the laboratory. Molecular modeling of

such catalysts not only save much synthetic effort but also saves chemical and financial

dissipation. In addition, Simulations let us observe reactions and species that are inac-

cessible by experiment, such as the transfer of single protons, intermediates and even the

transition states. Thus main aim of the present thesis is to apply a combined, DFT and

MD approach basically known as AIMD, to study the structural, bonding properties and

hence finally reactivity of aluminum metal clusters.

1.8 Enhancement of catalyst by melting: Recent studies

and advances

It is well known that in the nano regimen, small size metal clusters with 10–150 atoms

can demonstrate phase transitions i. e. melting between solid−like and liquid−like

states. This melting transition can be very sharp or flat and it obey first order characteris-

tics. This have been observed experimentally from the peak of the heat capacity. Several

research groups have experimentally investigate the phasetransitions for a various metal

cluster such as sodium[86–93], tin[94, 95], gallium[96–98] and aluminum[99–103] and
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these measurements further supported by number of computational studies[104–108].

The experimental findings have affirmed considerable size dependent fluctuations in the

melting temperatures. A century ago, Pawlow have anticipated that the melting transi-

tion of small molecules are considerably alter with the increase in the surface/volume

ratio[109]. Sodium and aluminum clusters have been the mostwidely studied materi-

als for the phase transition. The variation of melting temperature of sodium clusters are

directly correlated with geometric shell configuration. Onthe other hand, for the alu-

minum clusters both electronic structure and geometry are highly sensitive[110–114].

Many recentab initio simulations study have concluded that cluster melting can be an-

ticipated by structural transitions[115–120]. For example Li et al. found that geometry

change between low enthalpy structures occur for Au55 at temperatures which is far be-

low the melting temperature[121]. Clevelandet al. have concluded that for resonably

large clusters, Au146 and Au459 the melting phenomenon is interrupt by solid–to–solid

geometry transformations between the ground state and higher energy icosahedral struc-

tures which are precursors to cluster melting[122]. However, experimental confirmation

for structural change of an isolated metal clusters is insufficient. Ion mobility experi-

ment have explored both aluminum and gold in some extent[123, 124]. Low temperature

plunge in the heats capacities for Al+
56 – Al+62 have been ascribed to harden of exothermic

geometric transitions[99, 101]. The solid−liquid phase change, however, are not much

sensitive strictly with size. That is, as size of cluster increases there are no linear rise

in their melting temperature. For instance, the extensive first principle thermodynamic

simulations on Al13 and Ga13 results higher melting temperature of nano size cluster

than its bulk counter part[125]. On the other hand doping with carbon a considerably

reduce the melting temperature. Thus doping of foreign impurity allows to tune finite

temperature behavior of small clusters. Doping causes lot of structural rearrangement

of atoms within the cluster enhancing its reactivity, whereas, melting induces less coor-

dination enhancing the catalytic activity. In the last decade, various clusters of Au, Pt
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and Pd are utilized vastly for their high catalytic reactivity[126, 127]. Bulk gold is well–

known to be chemically inert; the metal does not react with oxygen in air. However, it is

now well established that gold clusters differ from bulk as they have several surface and

corner atoms that have low coordination and hence adopt geometries that are extremely

active for catalyzing certain oxidation reactions[128, 129]. Some of the unique proper-

ties observed in these gold clusters are better response properties, and different melting

behavior[130–133]. Several interesting findings on Au clusters have been summarized in

a recent review on theoretical chemical calculations on gold[135]. One of the important

applications of Au clusters has been for CO oxidation. In this context, the interaction of

ground state geometry of Au clusters with O2 and CO has been widely studied[136–144].

Moreover, it has now recently been reported that in some cases the higher energy confor-

mations have better adsorption properties as compared to the ground state cluster[145].

Many additional reports have shown that this activity of neutral clusters which depends

upon the type of sites exposed and their ability to absorb or donate electrons can be el-

evated by phase transitions. Although, no explicit study onphase transitions of Pt and

Pd all–metal cluster is reported so far, these are well knowncatalysts in many applica-

tions. Considering the two critical issues, abundance and cost, the expensive materials

like Au, Pt are best replaced by Al metal clusters. Many recent studies have proved the

potential use of Al metal clusters as catalyst in varied applications[146–148]. A major

breakthrough addressed by M. F. Jarrold motivated us to study the novel features of Al

clusters, where they discuss the reactivity of N2 on a Al100 cluster[149]. They have de-

termined the melting temperature of Al100 using heat capacity measurements following

which the ion beam experiments are used to investigate the reaction between the cluster

and molecular N2. They show above the melting transition, the activation barrier for N2

adsorption decreases nearly by 1 eV. The significance of N2 adsorption over Al−cluster

has further motivated by Romanowskiet al. to carried out a computational investigation

of N2 reaction with liquid Al metal[150]. Their study have concluded that the activation

barrier for dissociative chemisorption of N2 over Al metal to be around 3.0 eV. They
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propose that the melting decreases the surface energy, and atoms in liquid are mobile

and better able to adjust the N2 molecule. Hence, previous studies on N2 adsorption con-

clude that the atoms on the surface of the liquid cluster moveto minimize their energy,

lowering the activation barrier.

Apart from the enhanced mobility, detailed information on the reactivity of various

Al clusters and the reacting sites within them has not yet been clearly obtained. A very

little understanding is available concerning the role of structure and bonding of Al clus-

ters on the adsorption reactivity of the cluster. The catalytic reactivity is always attributed

to specific and precise structural rearrangement of atoms inthe material. It is worthwhile

to correlate the above two parameters to their reactivity. Thus, the interesting questions

are:“Is the chemisorption of N2 molecule a consequence of highly different structure of

Al cluster following the phase transition? Do the changes instructure modify the chem-

ical bonding property within the cluster thereby enhancingits reactivity or the higher

reactivity is completely due the dynamical rearrangement of atoms within cluster? Does

this reactivity vary as a function of cluster size?” and how we can tune the catalytic ef-

ficiency by doping of foreign particle? To answer the above questions, in this thesis, we

have studied systematically the adsorption behavior of N2 on pristine and doped (Si and P

atom) Al cluster as a function of cluster size. We also address the issue of conformational

changes following the phase transition and their impact on N2 adsorption.

1.9 Characterization: Experiment and Theory

Cluster production is one of the most important steps in cluster studies. To produce

them, one can either aggregate the particles or break them directly from a solid or in

liquid. These can be produced in the form of colloidal particles. Mostly, the studies

have been focused on the formation of clusters in the gaseousphase by using cluster

sources. One of the most popular sources to produce metal cluster is the supersonic jet.

The other two sources to produce clusters are the gas aggregation and the surface source.
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However, in laser vaporization technique the clusters are produced from the surface of

a solid material by particle or photon impact or by a high electric field. Smalley and

coworkers were the first to combine a laser ablation method and a supersonic beam. In

this source, metal vapor is produced by the pulsed–laser ablation of a rod of the material

to be investigated. This source can be considered as the hybrid of the supersonic jet and

the gas aggregation source[151]. All known spectroscopic techniques such as optical,

infrared, photoelectron, have been applied to study the poperties of clusters[151, 152].

Photodetachement and photodissociation techniques have allowed us to gain insight into

the electronic properties of charged clusters.

Jarroldet al. have investigated the photodissociation of aluminum cluster ions[153].

The first attempt to measure the ionization energies of aluminium clusters by laser va-

porization was by Coxet al.[154]. Information on the structural and bonding properties

can be obtained through vibrational spectroscopy. Very recently, Fielickeet al. used

far–infrared spectroscopy to determine the structures of cationic vanadium clusters con-

taining 6 to 23 atoms[155]. Recently, structures of silver and gold cluster ions have been

studied by collision cross section[156]. However, none of these experimental techniques

or studies could reveal the evidence of catalytic nature of the gold clusters against their

noble metallic phase. Gold clusters are the excellent demonstration, where theory has

played a immodest role in determining their notabilities. Satya Bulusuet al. reported

theoretical grounds of hollow golden cages. Their recent work has shown that gold clus-

ter exhibit some unique properties such as strong aurophilic attraction and relativistic

effects, which play a key role for the formation of several unusual golden cages. Small

Au nano clusters (13 atoms or fewer) stable at planar structures, whereas Au20 acquires

a pyramidal shape and also examine the intermediate structures resulting in the high

reactivity[157]. The same authors also demonstrate planar–to–tubular geometrical tran-

sition in boron clusters: B20 as the nucleus of single–walled boron nanotubes considering

ab initio simulations[158].

In this new era, a computer simulation has led to a novel way ofdoing science that
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combines both theory and experiments. The finite number of atoms considered in the

metal clusters makes these systems ideal for theoretical studies. They can also help and

guide the experimental work. Theoretical approaches used to study cluster science are

either based on the first principle methods, such as HF, CI, DFT or classical approxima-

tions such as jellium model, tight binding etc.

Classical Approaches

Jellium model is one of the simplest and widely used theoretical model to study the

electronic properties of metal clusters. It is simple enough to be applied to spherical

metal clusters ranging up to few thousand atoms. Jellium model completely ignores the

ionic core structure and replaces it by an uniform positive charge as being smeared out

over the entire volume of the cluster, while the valence electrons are free to move within

this homogeneously distributed positively charged background. The electronic energies

are calculated self–consistently to obtain the energy levels[151, 159]. This approach is

thus particularly suitable for systems with rather delocalized valence electrons such as

bulk metal. According to the jellium model clusters with closed electronic shells have

the spherical shapes, while clusters with partially filled or opened electron shells are de-

formed. Hence, the background of the jellium model can be modified according to the

shape of the cluster. The initial work by Ekardt has succesfully shown that the jellium

model can account for the experimentally observed properties[160]. A number of char-

acteristic properties of metal clusters such as static polarizabilities, collective electronic

excitations (plasmons), ionization potentials as well as the so called magic numbers can

be explained in terms of jellium model and its extensions[159, 160]. The limitation of

using the jellium model is obvious since it neglects the ionic perturbation. It fails to

understand the properties of covalent and ionic solids, where the electrons are localized

in the bonding region. Thus jellium model has a limited rangeof applications which in-

clude the group Ia metals, alkaline earth metals and to some extent the transition metals.
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Nevertheless, the model cannot compete with the conventional ab initio quantum chem-

ical methods to study the properties of less than 20 atoms cluster. Reviews by Brack and

W. de Heer are suggested for the detailed study of the jelliummodel and its applications.

Ab initio Approaches

Although classical and semi–classical approaches are successful in describing the

stability and structural properties of the metal clusters,very little information on the

electronic structure and related properties such as polarizabilities, optical spectra and ion-

ization potentials of small clusters is available through these approximations[159, 160].

Moreover, the hybridization taking place within the atoms cannot be explained on the

grounds of classical and semi–classical theories. The mostwidely usedab initio method

to calculate the ground state properties are the HF and DFT. The post HF method such

as DFT, CI, CC have been used to calculate the excited state properties of metal clusters.

Many techniques, such as simulated annealing, conjugate gradient, Newton–Raphson

have been employed for searching the potential energy surface to find the lowest energy

configuration. Simulated annealing technique begins by heating the cluster at a very high

temperature and then cooling or quenching it slowly, hence probing the thermally acces-

sible regions of the phase space[161, 162]. In a series of papers, the electronic structure

of the clusters composed of Ia–group metal atoms and of IIa–group atoms have been

investigated at theab initio level[163]. Other studies on mixed metal clusters have also

been carried out at theab initio levels[164].

In the last decade combined approach of DFT and MD has been employed to study

the ground state and dynamical properties of metal clusters[165]. In this approach the

electronic potential derived from the DFT is combined with the classical MD equation,

during the motion of nuclei to develop an efficient combined electronion minimization.

This approach was first proposd by Car and Parrinello[166]. This technique also helps in

studying the melting of clusters. Thermodynamical simulations are based on the concepts

such as temperature, pressure, equipartition, phase transition, conformational search of
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clusters etc[167–169]. These simulations are carried out in a micro–canonical ensemble

(constant energy) or in a canonical ensemble (constant temperature)[170].

1.10 General Overview of Reactivity Descriptors

Chemical reaction can be understood and predicted by several theoretical quantities that

have a direct correlation with the distinctive sets of substantial chemical properties.

These important chemical quantities are known as descriptors. The reactivity descriptors

(or reactivity indexes ) are highly relevant to predicting the reactivity of the chemical

systems and measure a qualitative and semi–quantitative way of the extent to which a

particular site will be concerned in a given condition[171–181]. In the last centuries,

several groups have attempted to analyze the reactivity andnature of bonding of various

molecule based on some perceptive ideas, conceptual modelsand empirical theory based

on reactivity descriptors. All are originally evolved frommany experimental findings and

several chemical phenomenon. This empirical methodologies led to the present percep-

tive and have contributed significantly to the problem of early chemistry. These concepts

can explain few experimental facts rather than to be systematic in a general sense. It was

thus, only partly favorable in explaining the chemical properties of the systems. So it is

not very simple to formulation of a systematic generalization from these crude qualitative

concepts and models. This conclusion is owing to the presence of the enormous number

of different classes of molecule and consequently, the fascination as well as frustration

started arising out among the modern chemist’s community.

Quantum mechanics in the framework of Molecular orbital theory (MO) tried to de-

velop all the conceptual models and principles, and foundedthe mathematical founda-

tions to it. The advancement of quantum chemical methods shed lights on the rigorous

definition of several empirical concepts and has equipped a formulation for the calcula-

tion of the chemical properties of molecular systems[171–182]. Among all the signifi-

cant developments of reactivity descriptors, many have been extraordinarily successful
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in explaining the chemical and physical phenomenon molecular systems. In particular,

the theory of the frontier molecular orbital theory (highest occupied molecular orbital

(HOMO) and lowest unoccupied molecular orbital (LUMO)) proposed by Fukui[174],

molecular orbital symmetry developed by Woodward–Hoffmann[183–185], Mulliken’s

overlap and orientation principle[186–188] and Pearson’shardness and softness con-

cept (Hard–Soft Acid–Base principle)[189, 190]. All the concepts or principles have

tremendous impact to explain experimental facts at the molecular level in an elegant

way. Several other reactivity descriptors have also been proposed with these descrip-

tors in parallel, such as Bader’s charge density of atoms in molecule (AIM), molecular

electrostatic potential (MESP), electric field, etc[173, 191–194]. Thus, to explain the

chemical process several such descriptors have been prescribed and each of them have

their own domain of applicability. Hence, it is very crucialto know which parameters can

explain molecular structure and reactivity, and which are the most appropriate represen-

tatives of the tendency of a given molecule to undergo a certain class of reactions. In the

present thesis we have discussed elaborately the developments of the recently proposed

density–based descriptors, such as chemical potential, hardness, softness, Fukui function

and their derivatives. More importantly, we are interestedin extending these concepts to

investigate the reactivity of molecular systems in a semi–quantitative way.

1.11 The Concepts of Hardness and Softness Parame-

ters: A Historical Perspective

Concepts such as hardness and softness have been part of the vocabulary of the chemists

since the period of Berzelius, mainly to explain the occurrence of natural metal ores with

several other groups or ligands, such as sulfides, oxides or carbonates[195]. The foun-

dation for the concept of chemical hardness lies in the studyof Ahrland and Chatt[196].

They showed that the metal ions are simply one group of electrophiles and which in turn
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can be divided into two classes building upon on the relativeaffinities for ligands with

various donor atoms. The class (a) metal ions react stronglywith nucleophiles, which are

normally basic to the protons. The class (b) metal ions reactstrongly with nucleophiles

that can be easily oxidized. For instance, considering the affinity of some of the metal

ions towards oxides and sulfides, the reactivity order for these metal ions has been given

as, Mg2+ > Fe2+ > Ca2+ > Zn2+ > Pb2+ > Cu2+ > Cd2+ > Hg2+. This order has

been later shown to be in the increasing order of softness or decreasing order of hard-

ness. Most of these works were focused to explain the reason for the preference of metal

ions with some specific ligands. Although these classifications and explanations were

satisfactory for the occurrence of many natural ores and other complexes in terms of the

hardness and softness concepts, it was merely a conclusion from the observed results.

However, there was no explanation for the variation in the stability of these complexes

and it was probably due to the lack of knowledge of electronicstructure of the systems

and nature of the chemical bonds.

The first detailed explanation on the basis of electronic structure theory was given by

Mulliken[186–188, 197, 198]. He suggested that the bond between the molecular sys-

tems, A and B, is predominantly ionic in character with a single electron transfer from

the Lewis base B to the Lewis acid A. Mulliken also explained the stability or the strength

of the molecular Lewis acid–base complex with the help of quantum mechanical formu-

lation. He further argued that stability of the complex AB increases with the increasing

heat of formation from system A and B, which in turn depends upon the resonance en-

ergy (i.e. resonance between the no bond and ionic bond structure of A and B). From

the corresponding energy profiles of the no bond and ionic bond structures, he concluded

that the lower the vertical ionization potential of B and higher the electron affinity of B,

the more is the resonance, which implies greater strength ofLewis acid A and base B.

Mulliken also showed that when both A and B are soft chemical species (by ‘soft’ he

meant less exchange repulsion between the two systems) the resultant compound AB is

more stable than the case when both of them are hard species (again by ‘hard’ he meant
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more exchange repulsion between two). So, according to him,softness in A or B should

tend to make it a better acid or base, respectively,. On the basis of the above definition

of “softness” or “hardness”, he also explained the “exothermicity” and “endothemicity”

of the molecular compound AB.

This common idea of categorize chemical reagents with respect to their chemical na-

ture stimulated further research on the physical properties of the complexes. Pearson’s

study is considered to be one of the most significant works andit has been found to be

very applicable for correlating and in depth understandingof a complex chemical sys-

tems in terms of the hard and soft parameters. More over, these concepts have gained

further impetus and it became one of the most useful conceptsamong the chemist’s com-

munity after the proposition of HSAB principle by Pearson in1963[199]. He has actually

classified the molecular systems in terms of the hard–soft acid–base in a general way and

the details are given below:

(a) Hard acid (acceptors or nucleophiles): High positive charge, low polarizability and

small in size. e.g. H+, Ca2+, BF3 etc

(b) Soft acid: Low positive charge, high polarizability andlarger in size e.g. Hg2+, BH3,

I+

(c) Hard base (donors or electrophiles): High electronegativity, difficult to oxidize and

low polarizability. e.g. F−, NH3, OH−

(d) Soft base: Low electronegativity, easily oxidizable and higher polarizability. e.g. H−,

I−, C2H4, CN−

HSAB principle says that reaction of hard acid with hard baseand soft acid with

soft bases results addition stabilization of the systems. It is a concise statement of very

large amount of chemical information from experimental observations. An account on

the usefulness of the HSAB principle can be found in different areas through several

proceedings and monographs or shorter overview articles. Some examples are given

below that will explain the HSAB principle. For example, Li+ is a hard acid, F− a hard
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base, Cs+ a soft acid, and I− a soft base. The exothermic nature of the reaction shows

that hard–hard (Li and F) and soft–soft (Cs and I) interactions are preferred over hard–

soft or soft–hard interactions. In a similar way, one can also explain the other reactions

through the HSAB principle.

Hard–soft + Soft–Hard = Hard–Hard + Soft–Soft ∆ H in kcal/mol

Li+I− + Cs+F− = Li+F− + Cs+I− ∆ H= –12.1

H+Cl− + Li+H− = H+H− + Li+Cl− ∆ H= –56.1

H+Br− + I+OH− = H+OH− + I+Br− ∆ H= –26.4

OH+F− + Li+H− = OH+H− + Li+F− ∆ H= –144.1

There are several possible factors that might influence the chemical strength of the

hard–hard and soft–soft interactions. Indeed, these factors govern a important role de-

pending upon the specific condition. Although the precedingdiscussion is inadequate,

it compiles most of the important aspects, which seem likelyto regulate the nature of

hard–hard and soft–soft interactions. Because of the high intricacy of these factors, a

elaborate analysis would scarcely be advocated. However, the theoretical proof for the

HSAB principle will be discussed in the foregoing sections.

A more interesting idea is the one that relates the hard–hardand soft–soft charac-

ter, respectively, to ionic and covalent interaction. A simple explanation for hard–hard

interactions is by considering them to be primarily electrostatic or ionic interactions[199–

204]. Most of the typical hard acids and bases are those that might be supposed to form

ionic bonds such as Li+, Na+, etc and F−, OH−. As the electrostatic or Madelung en-

ergy of an ion pair is inversely proportional to the inter–atomic distance, the smaller the

distance, the greater is the attraction between the hard acid and base. Since an electro-

static explanation cannot account for the apparent stability of the soft–soft interactions,

it has been suggested that the predominant factor here is a covalent one. This would

correlate well for transition metals, Ag, Hg, etc. It is usually assumed that bonds such as

Ag–Cl are considerably more covalent than the corresponding ones of the alkali metals.
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In this regard, the polarizing power and the polarizabilityof d orbital electrons becomes

important.π–bonding has also been suggested for the soft–soft interactions.π–bonding

occurs more readily in those metal ions that have low oxidation states and large number

of d electrons and hence, these conditions favor the soft–soft type of interactions. We can

conclude by two main conclusions. First one stated that softmolecules are more reactive

in respect ti the hard molecules in all reactions where rearrangement or electron transfer

is essential. The second one tells about the hard molecules which resist to change, not

only in the number of electrons, but also in the distributionamong the nuclei.

An empirical equation was suggested by Drago to correlate heats of formation of

acid–base complexes, such as –∆H = EAEB + CACB, where the term E represents the

susceptibility of the acid or the base to be subjected to electrostatic interaction. The

term C measure the extent of participation in covalent bonding[205–208]. This equation

seems to give superior agreement with experiment and compares in elegant way with

that suggested by Pearson. However, empirical nature and the number of independent

parameters involved in the calculations make it unrealistic to use. In addition, no physical

reason or explanation for hard and soft behavior is providedby such an approach.

1.12 Reactivity descriptors: Application to the chemical

problems

The objective for introduction of these reactivity descriptors is to quantify and analyze

the conceptually important quantities such as chemical reactivity, selectivity and the sta-

bility of molecular systems from general theoretical view.The numerous works in terms

of monographs and reviews in this field, brings out the utility of these descriptors in

generalizing the chemical reactivity within the frameworkof DFT[209–215]. Based on

proposition Zhou, Parr and Garst have proposed that both hardness and aromaticity are

measures of high stability and low reactivity and absolute and relative hardness measures
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the extent of aromaticity[216, 218–220]. Parr and co–workers have successfully corre-

lated resonance energy perπ electron, which is conventional valence–bond measure of

aromaticity, with absolute hardness or relative hardness[216]. It has been shown that in

electrophilic substitution reactions, the change in the hardness from reactant to the tran-

sition state, is the measure of activation energy of the system. They also argued that the

absolute hardness is generally the most useful quantitative index for marking the clos-

ing of electronic shells and the closing of shells can be seenas consequence of MHP;

the hardness of fully filled s–shells and half filled p–shellsare seen to be local minima.

Hardness has been shown as successful candidate in predicting the stability of different

types of metal clusters[221, 222].

As we have discussed elaborately in the next chapter about the information contained

in f(r) ands(r), these are extensively used to study intramolecular reactivity from local

perspective[223, 224]. Langenaekeret al. have shown that more reliable reactivity order

for intermolecular reactivity can be obtained by making useof local hardness, rather

than FFs or local softness. Intermolecular interactions being charge controlled (hard–

hard) interactions, are therefore, better described by hardness related descriptors, while

the intramolecular interactions, being covalent, are better described by orbital related

descriptors (like FF ands(r)).

Based on local HSAB principle, interpretation of orientation in organic reactions

has also been studied in detail by various groups[223, 225].LRDs have been reason-

ably successful in interpreting both regio–selectivity and mechanism of the Diels–Alder

reactions[226–233]. In addition these have been extensively applied for problems of

regio–selection in substituted benzynes and hexarynes andα, β–unsaturated aldehydes

and ketones; and the nucleophilic and electrophilic substitution reactions of mono substi-

tuted benzenes[234–240, 242–244, 246, 247]. Recently, region–slelectivity in fullerenes

chemistry has been adequately rationalized by means of local softness[236]. The local

hardness, in one or another approximate form, has also been studied on inter–molecular

reactivity sequences, acidity of substituted acetic acids, hydrides, zeolites, alkyl alcohols
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and reactivity of mono–substituted benzenes[237–240, 242, 243, 248].

There have been reported cases, where, these descriptors have failed in describ-

ing the experimentally observed reactivity trends[249? –252]. Study by Minevaet

al. has claimed that orbital FFs do not provide correct reactivity pattern for protona-

tion sites of aniline in gas phase[254]. Royet al. have reported some mismatches for

α, β–unsaturated ketones on basis of local softness and FFs. They proposed relative

electrophilicity and relative nucleophilicity as a more reliable descriptors over the con-

densed FFs[255]. Krishnamurtyet al. studied intermolecular reactivity using concept of

group softness, where, the group consists of reacting atomsand nearest neighbors of that

atom[251].

Contreaset al. examined the usefulness of philicity in predicting region–selective

isomers in Diels–Alder reaction[256–259]. Importance of philicity in describing global

electrophilicity has been also discussed by few authors. Numerically, philicity has been

tested to perform better than FFs in describing intermolecular reactivity.

As we have seen that there has been considerable success in describing the reactiv-

ity of the simple organic molecules, using the reactivity descriptors, the applicability of

these descriptors has also been extended to more complex systems like zeolites. The

acidity and basicity of different sites in zeolites latticeare the two important properties

that determine the catalytic activity of zeolite. These properties have been extensively

studied using these LRDs[260–266]. Recently, the influenceof changes in the average

framework electronegativity, (by the variations in the composition of the zeolites or by

the isomorphous substitution of Si and Al atoms by other atoms), on the acidity of the

bridging hydroxyl groups has been investigated using the reactivity descriptors by Geer-

lingset al., Pal and co–workers, Dekaet al. and Chatterjeeet al.[257, 258, 263–266]

In addition to ground state description of reactivity, Chattaraj and co–workers also

focused on extending the scope of these conceptual DFT toolsof ground state to ex-

ited state[267–269]. These studies have led to significant understanding of excited state

chemistry. They showed that hardness values for excited stated are lower than those for
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the ground state. On the other hand, the surface plots of local quantities FFs, charge den-

sity etc. show increase in reactivity for the excited states. They also revealed the linear

relation between theα1/3 and the softness of the system even for the excited states.

1.13 Organization of the thesis

Motivation of the present thesis is to apply the advanced cost–effective DFT techniques

to investigate the physical and chemical insight of metal clusters and catalysis at a mi-

croscopic level. Recent developments in the field of metal clusters has helped in under-

standing the evolution of the physical and chemical properties from an atomistic scale

to nano and to a bulk scale. In addition to this, by doping withdifferent kinds of metal

atoms, new materials can be formed. One of the purposes of thepresent work is to use

AIMD simulations to obtain the ground state properties of some doped metal clusters

such as gallium doped aluminum based binary clusters.

The other purpose of the work is to develop charge transfer parameter to calculate

interaction energy of several prototype organic moleculeswith multiple site based week

interactions using local hard – soft acid – base (HSAB) principle.

The outline of this thesis is as follows. In Chapter 2, we havepresented an outline of

the theoretical framework behind the methodology used in the most part of the work pre-

sented in the thesis. We begin with a brief introduction to the density functional theory

(DFT) as an alternative route to perform reactivity and catalytic properties of molecule

and metal clusters. A description of the concepts of molecular dynamics andab initio

molecular dynamics are given and also explain and compare the ideas and algorithms

behind Born – Oppenheimer molecular dynamics and Car–Parrinello molecular dynam-

ics. Lastly, we briefly review the earlier theoretical developments of chemical reactivity

using theab initio quantum chemical methods and properly describe how the empirical

concepts (chemical potential, electronegativity, softness, hardness etc.) have been quan-

tified theoretically within the domain of DFT. We have highlighted the energy – density
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perturbation methods within the framework of DFT and the different semi – quantitative

models, including local HSAB principle, in finding a one to one correspondent between

the density based reactivity descriptors and the interaction energy of the complex.

In chapter 3, we calculate interaction energy of several prototype organic molecules with

multiple site based week interactions using local hard – soft acid – base (HSAB) princi-

ple. The local HSAB principle is semiquantitative in naturedue to the presence of anad

hoccharge transfer parameter. We have derived the second – order approximation of∆N

(∆Nsecond) as anad hocparameter for charge transfer to calculate interaction energies of

multiple site based interactions using local hard soft acidbase principle. The second –

order approximation of∆N has derived from Sandersons electronegativity equalization

principle. We further discussed the advantages and limitations of the approach.

In the chapter 4, we have studied reactivity of aluminum clusters in the framework of

density functional theory (DFT) – based reactivity descriptors to identify potential sites

for adsorption and eventual chemical reaction. Depending on symmetry, susceptibility of

various type of reactive sites within a cluster toward an impending electrophilic and/or

nucleophilic attack are predicted using the reactivity descriptors and validated by per-

forming an explicit adsorption of water molecule on Al clusters.

In chapter 5, we have studied di – nitrogen activation on the doped aluminum clusters.

Density functional theory based calculations demonstratedoped aluminum clusters to

be highly reactive toward molecular nitrogen and hence are prospective materials for its

activation at low temperatures. Calculations on silicon and phosphorus doped aluminum

clusters with 5 – 8 atoms reveal an enhanced N2 activation with respect to their pristine

ground state and high energy counterparts.Ab initio molecular – dynamics simulations

further exhibit consequential efficiency of doped clusterstoward dinitrogen activation at

finite temperature.

In the chapter 6, we investigate structure and stability of aluminum clusters with succes-

sive substitution of gallium atom. We have carried outab initio density functional theory

(DFT) based molecular dynamics simulations (BOMD) on pure and successive gallium
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doped on Al8 clusters with an aim of understanding the thermodynamic properties of

ground state conformations as a function of doping ratio. Structural and electronic prop-

erties are analyzed to explain factors leading to the stabilization.

In the last chapter, we have proposed to study energetics andmechanistic pathway of

cross – coupling reaction over aluminium nanoclusters as catalyst. Density functional

theory will be use to understand the facts. In spite of being an unconventional catalyst

for radical polymerization, cross – coupling or similar type of reactions in bulk state, Al

clusters can show significantly low activation barrier. To understand the insight into the

reaction mechanism, mode of binding will be investigate with theab initio Born Oppen-

heimer Molecular Dynamics (BOMD) simulation and the Natural Bond Orbital (NBO)

analysis.
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2.1 The Schr̈odinger Equation

The time independent non–relativistic Schrödinger equation

ĤΨ = EΨ (2.1)

provides a theoretical foundation for the solution of virtually all problems in chemistry.

H is the Hamiltonian operator,Ψ is a many–particle wave function, and E is the energy

of the system. The set of wave functionsΨi , (i = 1, 2,...) , which are the solutions of

this equation, represent the set of possible quantum statesof the system with the wave

functionΨi containing all information for the state i. However, the analytic solution of

the Schrödinger equation has only been possible to date foratoms and molecules with

only one electron. In atomic units the Hamiltonian for N electrons and M nuclei is

Ĥ = −
N
∑

i=1

1

2
∆2
i −

M
∑

A

1

2MA

∆2
A −

N
∑

i=1

M
∑

A=1

ZA

riA

+
N
∑

i=1

N
∑

j>i

1

rij
+

M
∑

A=1

M
∑

A>B

ZAZB

RAB
(2.2)

In the above equation MA and ZA are the mass and the charge of the nucleus A, riA =

|ri – RA|is the distance between the ith and the Ath nucleus, rij = |ri – rj|is the distance

between the ith and the jth electron and RAB = |RA – RB|is the distance between the Ath

and the Bth nucleus. For molecules, the first approximation made in all the calculations

is the Born–Oppenheimer approximation, in which the nuclear and the electronic wave

functions are considered separately.
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2.2 The Born – Oppenheimer Approximation

Since nuclei are much heavier as compaerd to electrons, theymove very slowly. Hence,

to a quality approximation, one can consider the electrons in a molecule to be moving

in the field of fixed nuclei. Within the approximation, the kinetic energy of the nuclei is

neglected and the repulsion between the nuclei is taken to beconstant. Hence, electronic

Hamiltonian describing the motion of N electrons in the fieldof M nuclei, is given as,[1]

Ĥ = −

N
∑

i=1

1

2
∆2
i −

N
∑

i=1

M
∑

A=1

ZA

riA
+

N
∑

i=1

N
∑

j>i

1

rij
+

M
∑

A=1

M
∑

A>B

ZAZB

RAB
(2.3)

Electronic structure methods solve the eigenvalue equations of the electronic Hamilto-

nian and th etotal energy is obtained as a sum of the electronic energy and the constant

nuclear repulsion. There are many theoretical methods which can be used to solve the

Schrödinger equation such as HF, CI, CC, etc.[1]One such method is the DFT which uses

the electron density instead of the wavefunction. This method is not only easy to derive

but also computationally cheaper than the other ab initio methods. Moreover, DFT con-

siders the electron–electron correlation unlike the HF. DFT has been explicitly used in

the present thesis.

2.3 Density Functional Theory

DFT has long been an extremely useful method for the electronic structure calculations

in quantum chemistry. It has been successfully applied to calculate the ground state

properties of atoms, molecules, metals, semiconductors, etc. DFT is a rigourous way of

circumventing the interacting problem of ground state by a more trivial non-interacting

problem. The breakthrough idea of DFT is to describe an interacting system of N–

electrons through its electron density and not via its many–body wave function. The fact

that the ground state properties are functionals of the electron density,ρ(r), was proved
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by Hohenberg and Kohn and it implements the basic framework for modern DFT.[2]

2.3.1 Hohenberg–Kohn Theorems

The first HK theorem states that the external potentialv(r) (second term in the eqn 2.3)

is determined, within a trivial additive constant, by the electron densityρ(r). [2]Sinceρ

determines the number of electrons, it follows thatρ(r) also determines the ground state

wave functionΨ and all other electronic properties of the system.

ρ(r) −→ N −→ Ψi −→ all properties

The second HK theorem provides the energy variational principle. It states that, for

a trial densityρ′(r) such thatρ′(r) ≥ 0 and
∫

ρ′(r)dr = N

E0 ≤ Ev[ρ
′] (2.4)

E0 is the energy which corresponds to the ground state electrondensity. The above equa-

tion presents a search for the ground state electron densityand corresponding ground

state energy through the minimization of the energy functionalE[ρ]. However, the trial

densities should satisfy the necessary criteria of N–representability, i.e. the trial density

should be associated with an anti–symmetric wavefunction.More importantly, the den-

sity should also have some external potential and satisfying the v–representability condi-

tion. The N–representability condition is necessary for the v–representabiliy condition.

Levy has shown that there are some densities which are not v–representable i.e. the

densities do not map to any external potential. [4] Therefore, such non–v–representable

densities would not correspond to any ground state.

2.3.2 Kohn–Sham Method

KS introduced a method based on the HK theorem that enables minimization ofE[ρ(r)]

by varyingρ(r) over all densities containing N electrons.[3] The total electronic energy

55



in the KS approach,E[ρ(r)] can be partitioned as follows

Etotal[ρ(r), RI] = −
1

2

∑

i

〈ψi(r)|∆
2
i |ψi(r)〉+

1

2

∫ ∫

ρ(r)ρ(r′)

|r − r′|
drdr′

+ Exc[ρ(r)] +

∫

Vnuc(r)ρ(r)dr (2.5)

In the above eqn 2.5, the first term is the kinetic energy of electrons in a model non–

interacting system which has the same electron density as the real system. The sec-

ond term is the pure Coulomb interaction between the electrons. The third term is the

exchange–correlation energy, which includes the electronexchange, the difference of

the non–interacting and the interacting kinetic energy andthe correction for the self in-

teraction due to the Coulomb potential, and the last term is the external potential, i.e.,

potential coming from nuclei. The minimum of the KS functional is obtained by varying

the energy functional (eqn. 2.5) with respect to the electron density. This leads to the KS

orbital equations

[−
1

2
∆2
i + υeff ]ψi = ǫiψi (2.6)

υeff(r) = υ(r) +

∫

ρ(r′)

|r − r′|
dr′ + Vxc(r) (2.7)

ρ(r) =

n
∑

i=1

|ψi(r)|
2 (2.8)

Eqn 2.8 is the electron desnity. Since the sum of the orbital energies is not equal to the

total electronic energy. Hence, the total electronic energy can be derived as

E =

n
∑

i=1

υi −
1

2

∫

ρ(r)ρ(r′)

|r − r′
drdr′ + Exc[ρ(r)]−

∫

Vxcρ(r)dr (2.9)

The exchange–correlation functional as defined by KS remains unknown However, there

exist several approximations. LDA is the simplest possibledensity functional approxi-

mation where the exchange and correlation of an interactingbut homogeneous electron

gas at the density given by the local densityρ(r) at space point r in the inhomogeneous

system.[3] It is defined as

ELDA
xc [ρ(r)] =

∫

ρ(r)ǫxcρ(r)dr (2.10)
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More sophisticated is the GGA approximation, where the unknown functional is approx-

imated by an integral over a function that depends only on thedensity and its gradient at

a given point in space.

EGGA
xc [ρ(r)] =

∫

drρ(r)ǫGGAxc (ρ(r);∆ρ(r)) (2.11)

Some of the GGA functional for example, are the BLYP,[5, 6] the PW91,[7] or the PBE

exchange–correlation density functionals.

2.4 Classical Molecular Dynamics

In classical MD, the nuclear motion in a molecular system is treated by the classical

equations of motion interacting via a potential. The potential used to derive the forces

on the atoms are classical such as Lennard–Jones, Buckhingham, etc. These potentials

do not account the electronic motion and hence, classical MDbecomes computationally

much cheap. In MD, successive configurations of the system are generated by integrat-

ing the Newtons equation of motion. The result is the trajectory that specifies how the

positions and velocities of the atoms in the system vary withrespect to time. Hence, MD

is a deterministic approach, in which the state of the systemat any future time can be

predicted from its current state.[8] The trajectory is obtained by solving the differential

equations involved in the Newtons second law. Given a set of atoms of massesMI at

positionRI , one can write

FI =MIR̈I (2.12)

where the force on the atom I is given byFI , which can be related to the potential ERI

as

FI =
δE(RI)

δRI

(2.13)

Various algorithms have been devised to solve the above equations. Perhaps the most

widely used method is the Verlet algorithm.[8] The method isbased on the atomic posi-

tionsRI(t), accelerationsAI(t) and the atomic positions of the previous stepRI(t+∆t).
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The equation for the next step is calculated from the Taylor expansion

RI(t+∆t) = RI(t) + ∆tVI(t) +
1

2
∆t2AI(t) + ....... (2.14)

RI(t−∆t) = RI(t)−∆tVI(t) +
1

2
∆t2AI(t)− ....... (2.15)

Adding 2.14 and 2.15 we have

RI(t +∆t) = 2RI(t)−RI(t−∆t) +
∆t2

MI
FI (2.16)

whereFI is given by Eqn 2.13 The velocities are not needed to compute the trajectories,

but they are useful to calculate the kinetic energy. They maybe obtained as

VI(t) =
RI(t +∆t)−RI(t−∆t)

2∆t
(2.17)

In MD simulations, it is very important to store the information of the system after every

∆t step, such as, velocities, forces and the instantaneous values of all the calculated prop-

erties. The information stored in an MD simulation is time ordered and can be used to

calculate time correlation function, and thus, can be used to calculate the transport prop-

erties such as diffusion coefficient, viscosity coefficient, etc. Moreover, the temperature

dependent properties can also be calculated from the equipartition law

3

2
NKBT = 〈

N
∑

i=1

1

2
m2
i υ

2
i 〉 (2.18)

Although many systems have successfully been investigatedwith model potentials like

for eg. Lennard–Jones potentials. In classical MD it is difficult to account for the lo-

cal atomic properties such as, chemical bonding, includingthe chemical reactions which

form and break bonds in a quantum mechanical fashion. On the other hand, quantum

dynamics of the nuclear motion of a large molecular system becomes highly computa-

tionally expensive. These difficulties can be accomplishedby the use of AIMD.

2.5 Ab Initio Molecular Dynamics

AIMD method allows to simulate the motion of the individual atoms based on forces

which are calculated quantum mechanically.[9, 10] The basic idea behind AIMD is that,
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since the nuclei are much heavier than the electrons should be moved classically using

the Newtons equation of motion under the electronic potential derived from quantum

mechanical approach. In 1985, in a seminal paper, Car and Parrinello initiated the field

of AIMD by combining the conventional MD technique with the DFT and were termed

to be CPMD.[11] This allows one to study, formation and breaking of chemical bonds

in contrast to the conventional MD. A number of other techniques have been developed

which are based on minimization of the electronic orbitals to their ground state at each

time step. These techniques were referred to as BOMD.

2.5.1 Car Parrinello Molecular Dynamics

Car and Parrinello proposed a scheme based on MD and DFT.[11]They postulated the

following Lagrangian

LCP =
1

2

∑

i

µ

∫

|ψ̇i(r)|
2dr +

1

2

∑

I

MIṘ
2
I
−Etotal[ψi,RI]

+
∑

ij

Λij(

∫

drψ∗
i (r)ψj(r)− δij) (2.19)

L does not depend explicitly on time, and is a functional of twostates of classical degrees

of freedom, theψi and theRI , which depend on time. Theµi are arbitrary parameters

which play the generalized masses for the electronic degrees of freedom. The first and the

second term in Eqn.2.19 are the kinetic energy of the electronic (Ke) and ionic degrees

of freedom (KI ), respectively.E is the potential energy of the coupled electron–ion

fictitious system. The Lagrangian multipliersΛij are used to impose orthonormality

conditions on theψi .

The Euler equations associated with the Eqn.2.19 are

µψ̈i = −
δE

δψ∗
i

+
∑

j

Λijψj (2.20)

MIR̈I = −
δE

δRI

(2.21)
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According to the Car–Parrinello equations of motion, the nuclei evolve in time at a certain

physical temperature∝ KI , whereas a fictitious temperature∝ Ke is associated to the

electronic degrees of freedom. Thus, a groundstate wavefunction optimized for the initial

configuration of the nuclei will stay close to its ground state also during time evolution

if it is kept at a sufficiently low temperature and need not be optimized after each time

step.

2.5.2 Born Oppenheimer Molecular Dynamics

An alternative approach to include the electronic structure in molecular dynamics sim-

ulations consists in straightforwardly solving the staticelectronic structure problem in

each molecular dynamics step, given the set of fixed nuclear positions at that instance

of time.[12] Thus, the electronic structure part is reducedto solving a time indepen-

dent quantum problem, e.g. by solving the time independent Schrödinger equation, con-

curorently to propagating the nuclei via classical molecular dynamics. Thus, the BOMD

equation is given by

LBO =
1

2

∑

I

MIṘ
2
I
−min{ψi}Etotal[{ψi}, {ṘI}] (2.22)

and the minimization is constraint to orthogonal sets of{φi}. The equations of motion

are

MIR̈I = −∆I [min{ψi}E[{ψi}; {RI}]] (2.23)

The above Eqn. ensures that the minimization of the electronic energy is done at each

MD step.

2.5.3 Comparison of CPMD and BOMD

It is very important to ask which AIMD method would be the mostcomputationally

efficient? One of the advantage of CPMD over BOMD is that no diagonalization of

the Hamiltonian (or the equivalent minimization of an energy functional) is necessary,
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except at the very first step in order to obtain the initial wavefunction. In CPMD, the

explicitly treated electron dynamics does not allow one to take a larger time–step that can

be used in order to integrate the coupled equations of motionfor nuclei and electrons.

Since, in BOMD there is no explicit dependence on the electronic motion the maximum

time–step is given by the nuclear motion only. However, the time gained in BOMD

due to the larger time step is lost in the orthogonalization.But it is seen that BOMD is

an order of magnitude faster than the CPMD. For a more detailed comparison between

the CPMD and BOMD, one can refer to [13]. In the present thesiswe have used the

BOMD approach for obtaining the ground state structures of metal clusters. The BOMD

method has been used to drive the system in a minimum energy configuration by using

the simulated annealing technique (Section 2.6). The details of BOMD and CPMD are

discussed in several reviews and thesis[12, 14–16].

2.6 Optimization Techniques

Optimization techniques are used to drive the system in the minimum energy configura-

tion. Once the initial configuration is defined the next step is to find its minimum energy

structure. A variety of optimization techniques have been suggested. Basically, there are

two kinds of optimizations, one is the electronic energy optimizations at a fixed nuclei

and the other is the geometrical optimization. The final ground state geometry is con-

sidered only when the ions and the electrons are in their minimum energy configurations.

Conjugate gradient

The conjugate gradient method provides simple and efficientway to locate the minimum

of a particular system[17]. The initial direction is taken to be the negative of the gradient

at the starting point. A subsequent conjugate direction is then constructed from a linear

combination of the new gradient and the previous direction that minimized the function.
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It should be noted that at each point the gradients are orthogonal but the directions are

conjugate. Since the minimization along the conjugate directions are independent, the

dimensionality of the vector space explored in this technique reduces by one at each it-

erations. When the dimensionality of the function has been reduced to zero, there are

no directions left in which to minimize the function, so the trial vector must be at the

minimum. In this technique, the search direction is generated using the information from

all the sampling points along the conjugate gradient path. This method works very well

for the systems lying close to the minima.

Simulated Annealing

Annealing is the process in which the temperature of a systemis increased till it melts and

then it is slowly reduced until the material crystallizes. Simulated annealing is a compu-

tational method which uses the same approach as this, in order to find the minimum of a

particular system[18].

For a system containing many ions will have several ionic configurations that are

minimas. The simulated annealing procedure has to explore all these minimas to locate

the lowest energy minima. At a given temperature the system is allowed to reach thermal

equilibrium using a AIMD technique. At high temperatures, the system is able to occupy

high energy regions of conformational space and to pass overhigh energy barriers. As

the temperature is lowered, the lower energy becomes more probable in accordance with

the Boltzmann distribution. At absolute zero the system should occupy the lowest energy

state(i.e. the global energy conformation). Simulated annealing is ideal for the systems

having small difference between the local and the global minima. This is often difficult

to acheive in practice. Thus, simulated annealing cannot guarantee to find the global

minimum. This technique has been very useful in obtaining the ground state geometries

of metal clusters and to study their thermodynamical properties[19].

In the present thesis we use the simulated annealing technique to obtain the lowest
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energy state structures of the metal clusters.

Finding the Minimum using AIMD

Initially the charge density is obtained from Eqn.2.8 to calculate the KS energy func-

tional (Eqn.2.12) by solving the KS equations (Eqn.2.5) self–consistently as discussed

in the section 2.3.2. Reaching the minimum of the energy is only the first step in an

AIMD simulation. In the next step, the force on the ions are computed according to the

Hellman–Feynman theorem. The ions are then moved by solvingthe Newtons equation

of motion (Eqn. 2.21) by Eqn. 2.16. As the ions are moved, the KS energy functional is

minimized again, in order to calculate the Hellman–Feynmanforces at every point in the

MD trajectory.

2.7 Conceptual DFT

2.7.1 Global Reactivity Descriptors

As already mentioned, electron densityρ(r) is the fundamental variable in DFT. It con-

tains all the information about the system.ρ(r) determines external potential due to nu-

clei, v(r). Determination ofv(r) implies fixing of the Hamiltonian H of the system. It

also determines N, the total number of electrons, via its normalization.
∫

ρ(r)dr = N (2.24)

Since, it determines number of electrons, it follows thatρ(r) also determines the wave-

function and all other electronic properties. This theoremis also known as first Hohenberg–

Kohn theorem[20].

E = Ev(ρ) (2.25)

The second HK theorem provides the energy variational principle i.e. looking forρ(r)

what minimizes the energy functional Ev(ρ). For optimalρ(r) the energy doesnt change
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with variation ofρ(r), provided theρ(r) integrates to N. This constraint can be intro-

duced by method of Lagrangian multipliers, yielding the variational condition:

δ{E − µ(

∫

ρ(r)dr −N)} = 0 (2.26)

where,µ is the corresponding Lagrangian multiplier.

One finally obtains Euler–Lagrange equation:

µ =
δEv(ρ)

δρ(r)
= v(r) +

δFHK

δρ(r)
(2.27)

FHK is universal Hohenberg–Kohn functional (now onwards we will use notation F in-

stead of FHK) comprising of electronic kinetic energy functional, T[ρ] and the electron–

electron interaction functional, Vee[ρ].

In the landmark paper by Parr and coworkers[21], they provided interpretation of

Lagrangian multiplierµ. They showed that under “N representability assumption”[22]

and “V representability assumption”[23] if the density is derived from anti–symmetric

wavefunctions, the following stationary principle holds.

δ{E[ρ′]− µN [ρ′]} = 0 (2.28)

where,ρ′ is some approximation to exact ground state densityρ, normalized to total

number of electrons, N[ρ′]=N. The Lagrangian multiplierµ associated with Eq.2.28 is

the derivative w.r.t. the value of constraint, N, of the minimum of the functional Ev[ρ′]

µ = (
∂E

∂N
)v(r) (2.29)

In analogy to thermodynamic chemical potential

µtherm = (
∂G

∂N
)P,T (2.30)

where, G represents Gibbs free energy and n the number of moles,µ is commonly termed

as electronic chemical potential and measures the escapingtendency of the electrons
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from the molecule. Based on Iczkowski and Margrave[24] formulation of electronega-

tivity formula X = −( ∂E
∂N

)n=0, where n=N–Z, Z being atomic number of the nucleus;

they made identification of this abstract Lagrange multiplier as

X = −µ = −(
∂E

∂N
)v(r) (2.31)

The Mullikens definition of electronegativity, which is given by,

XM =
I + A

2
(2.32)

where, I and A are the ionization potential and electron affinity respectively, which are

nothing but the finite difference approximation to the Eq.2.31

Parr and Pearson[25] demonstrated the importance of secondderivative of the energy

with respect to number of electrons and termed it as absolutehardness(η).

η =
1

2
(
∂2E

∂N2
)v(r) =

1

2
(
∂µ

∂N
)v(r) (2.33)

From Eq.2.33, chemical hardness can be interpreted as resistance of chemical potential to

the change in number of electrons. The operational definition of the same was provided

by the finite difference approximation to the above equationand can be expressed as,

η =
I −A

2
(2.34)

They further theoretically deduced the HSAB principle (section 2.8), later, using concept

of hardness and electronegativity equalization principle[26].

Another molecular property, softness (S), is also defined as,

S =
1

2η
= (

∂N

∂µ
)v(r) (2.35)

Recently Parr, Von Szentpaly and Liu, introduced another reactivity descriptor viz.

electrophilicity index by combining electronegativity and hardness. To propose an elec-

trophilicity index, Parret al. assumed electrophile immersed in a sea of free electron

gas at zero temperature and zero chemical potential[27]. For calculation of change in

65



binding energy due to partial electron transfer from the seato the electrophile, energy

change to the second order at constant external potential isconsidered.

∆E = µ∆N +
1

2
η∆N2 (2.36)

The saturation point of the ligand for electron inflow was characterized by putting,

∆E

∆N
= 0 (2.37)

Combining Eqs.2.36 and 2.37 yields the amount of partial electron transfer as,

∆N = −
µ

η
(2.38)

and corresponding stabilization energy as,

∆E = −
µ2

2η
(2.39)

The quantityµ
2

η
, is described as electrophilicity index(W ) and considered to be a mea-

sure of electrophilicity of the ligand. In analogy to the equation of power (W = V 2

R
) in

classical electricity, it is also considered to be measure of “electrophilic power”. Under

finite difference approximation, electrophilicity index can be written as,

W =
µ2

2η
=

(I + A)2

8(I −A)
(2.40)

The above descriptors can also be related to frontier orbital energies by making use of

Koopmans approximation within the molecular orbital theory, where in I and A can be

expressed in terms of HOMO and LUMO energies[28–30].

I = −εHOMO (2.41)

A = −εLUMO (2.42)

Since, all these parameters (chemical potential, hardness, softness and electrophilicity

index) are obtained by averaging over molecular space theseare called GRDs. Though,

they are quite capable of describing overall reactivity of the system, they do not have any

information about the nature of active atoms or group that constitutes the molecule.
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2.7.2 Local Reactivity Descriptors

The most chemical reactions are generally associated with the expressed properties of the

atoms or groups of atoms in the molecule and not to the molecule itself. Inability of the

GRDs in identifying the reactive site in the molecule that has high proclivity to undergo

chemical reaction is a matter of concern for understanding of reactivity in such systems.

Concerning chemical reactivity, an important aspect is howthe charge or density fluctu-

ations in chemical systems affect, and are related to the observed reactivity trends. Since

the electron density distribution,ρ(r), contains all of the information on the system in its

ground state, it is thought that the chemical reactivity should be reflected in its sensitiv-

ity to perturbations. These facts have necessitated or demanded the proposition of some

descriptors that are local or non–local in nature, so calledLRDs.

The concept of using electron density for description of reactivity was initiated by

Fukui 1(a)-(b), when he introduced the role of frontier orbitals in describing reactivity of

aromatic systems leading to three principles[31, 32]. He proposed that the site of attack

is described by the highest electron density of two electrons in the frontier–orbitals. For

electrophilic attack, the frontier orbitals are considered to be HOMO, for nucleophilic

attack, the frontier orbitals are considered to be LUMO, whereas, for radical attack, one

electron is assumed to be in HOMO and other in LUMO.

Parr and collaborators showed how Fukuis frontier–orbitals concept could be grounded

in DFT[33–36]. They used ensemble formulation of DFT to introduce the expectation

value N of total electron number as continuous variable and defined FFs (or the frontier

function) as,

f(r) = (
∂µ

∂v(r)
)N = (

∂ρ(r)

∂N
)v(r) (2.43)

Considering the Fundamental equations for change in energy,

dE = µdN +

∫

ρ(~r)dv(~r)dr (2.44)

dµ = 2ηdN +

∫

f(~r)dv(~r)dr (2.45)
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The quantitydµ in Eq. 2.45 measures the extent of the reaction. The preferred direction

is the one for which the initial|dµ| for the species is a maximum. The first term on the

right side of Eq. 2.45 involves only global quantities and atlarge distances, is ordinarily

less direction sensitive than the second term. The preferred direction is the one with

largestf(r) at the reaction site[37].

Like E(N),ρ(r) being function of N, also has discontinuity at integral N; Eq. 2.43 in fact

provides two reaction indices as left– and right– hand–sidederivatives, to be considered

at a given number of electrons, N=N0.

f−(r) = (
∂ρ(r)

∂N
)
−

v(r)
(2.46)

for an electrophilic attack, provoking an electron increase in the system, and

f+(r) = (
∂ρ(r)

∂N
)
+

v(r)
(2.47)

for a nucleophilic attack, provoking an electron decrease in the system.

Under the frozen core approximationdρ = dρvalence in each case and therefore governing

electrophilic attack,

f(r)− = ρ
HOMO

(2.48)

governing nucleophilic attack,

f(r)+ = ρ
LUMO

(2.49)

and the third function governing radical attack, as arithmetic mean of the above two.

f(r)0 =
1

2
(ρ

HOMO
+ ρ

LUMO
) (2.50)

FF is normalized to unity,
∫

fa(r)dr = 1 ∀a = +,−, 0 (2.51)

Thus, FF contains the relative information about differentregions in a given molecule;

it doesnt describe the local intensity of the response. Whencomparing across differ-

ent molecules, local softnesss(r), defined by Yang and Parr turns out to describe the
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intensity of the response[38]:

s(r) = (
∂ρ(r)

∂µ
)
v(r)

(2.52)

s(r) is local analogous to global softness S (see Eq. 1.20 ). By applying chain rule, local

softness can be written as the product of total softness and the FF,

s(r) = (
∂ρ(r)

∂µ
)
v(r)

= (
∂ρ(r)

∂N
)
v(r)

(
∂N

∂µ
)
v(r)

= f(r)S (2.53)

indicating thatf(r) redistributes the global softness among different parts ofmolecules,

and that s(r) integrates to S. The above equation can also be written as following to

explicitly describe the electrophilicity, nucleophilicity or radical type attack.
∫

sa(r)dr = fa(r)S ∀a = +,−, 0 (2.54)

S =

∫

sa(r)dr ∀a = +,−, 0 (2.55)

2.7.3 Atom Condensed Local Descriptors

The formal definition of the FF as introduced by Parr and Yang,is a function of position r

in the given molecular space, varying from one position to another[37]. By plotting these

functions one can get idea about the reactive centers. However, to describe reactivity

quantitatively, with reference to atomic centers, is difficult to interpret. Hence, it is

necessary, to condense the values off(r) ands(r) around each atomic site into a single

value that characterizes the atomic contribution in molecule to describe the site selectivity

or site reactivity of an atom in a molecule. Yang and Mortier introduced Atom condensed

FFs, based on the idea of electronic population over atomic regions, similar to procedure

followed in population analysis technique[39].

f+
A = q

A,N0+1
− q

A,N0
(2.56)

f−
A = q

A,N0
− q

A,N0−1
(2.57)

f 0
A =

1

2
(q

A,N0+1
− q

A,N0−1
) (2.58)
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where,q
A,N

denotes the electronic population of atom A of a system with N–electrons.

They used Mullikens population scheme[40] to describe the reactivity associated with the

respective atoms. Other population schemes, such as, Löwdin population[41], natural

population analysis[42], Bader’s atoms–in–molecules (AIM) partitioning method[43],

the charges derived from molecular electrostatic potential[44, 45] and electronegativity

equalization methods[46, 47], are also employed for calculation of atom condensed FFs.

Using Eqs. 2.54, 2.55 and 2.56, – 2.58, various condensed local softnesses of an atom

can be defined.

saA = faAS ∀a = +,−, 0 (2.59)

where, +, – and 0 indicate electrophilicity, nucleophilicity and tendency for radical attack

respectively.

Pal and co–workers, introduced concepts of “relative electrophilicity” (R.E.) and “rela-

tive nucleophilicity” (R.N.)[48]. These descriptors wereshown to be reliable descriptors

for intramolecular reactivity as they contain informationabout both electrophilic and

nucleophilic character. They defined these descriptors as

R.E =
s+A
s−A

(2.60)

R.N =
s−A
s+A

(2.61)

Based on additive rule,S =
∑

s+A and Eq. 2.40, local electrophilicity (w+
A) was intro-

duced

W =
µ2

2η
=
µ2

2
S =

µ2

2

∑

s+A =
∑

w+
A (2.62)

From this, Perezet al. proposed a regional electrophilicity power condensed value on

atom A[49].

wA =
µ2

2
s+A (2.63)

Considering the existence of some functionw(r) that integrates to the global philicity

(W ), Chattaraj and co–workers[50], presented a generalized version of above equation
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through the resolution of the identity associated with FFs,as,

W =W

∫

f(r) =

∫

Wf(r) =

∫

w(r) (2.64)

They argued thatw(r) contains information about bothf(r) andW (which in turn also

provide information of chemical potential and softness), thereby, it is the most powerful

concept of reactivity and selectivity when compared to other descriptors. This was, later

criticized by Roy and others by numerically testing the reliability of philicity[51, 52].

Their argument is that the philicity index does not provide any extra reliability over other

descriptors as the main contribution comes from FFs. Atom condensed philicity can be

written as:

waA = WfaA ∀a = +,−, 0 (2.65)

2.8 Hard Soft Acid Base principle (HSAB)

As said earlier, the Pearsons original formulation of HSAB lacks the sharp definitions of

the hardness and softness. Parr and Pearsons introduction of hardness as second deriva-

tive of energy of atomic or molecular system with respect to number of electrons, paved

the way for formal proof of HSAB principle[25]. They made useof the Taylor series

energy expansion in terms of the number of electron (N) as a perturbation variable. As-

suming the systems A and B are the interacting systems, the energy expression for each

system is expressed as,

EA = E0
A + µA(NA −N0

A) + ηA(NA −N0
A)

2 + ....... (2.66)

EB = E0
B + µB(NB −N0

B) + ηB(NB −N0
B)

2 + ....... (2.67)

If one ignores all other effects, except, the second order, the total change in energy will

have the form as,

∆E = (µA − µB)∆N + (ηA − ηB)∆N
2 (2.68)
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where,

∆N = N0
B −NB = NA −N0

A (2.69)

In a moleculeµA andµB are equal. Thus∆N is such that,

µA = µ0
A + 2ηA∆N = µB = µ0

B + 2ηB∆N (2.70)

or,

∆N =
µB − µA

2(ηA + ηB)
(2.71)

On substituting the expression for∆N , the interaction energy can be expressed as,

∆EAB = −
(µB − µA)

2

4(ηA + ηB)
(2.72)

It can be observed from the Eq. 2.72, that the energy loweringresults from electron trans-

fer and the differences in electronegativity or chemical potential drive the electron trans-

fer. This process is assumed to take place continuously tillthe equilibrium is attained

and it is referred as the chemical potential or electronegativity equalization process. If

both acid and base are soft,ηA+ ηB is a small number, and for a reasonable difference in

electronegativity,∆E is substantial and stabilizing. This explains the HSAB principle,

in part: soft prefers soft. It does not explain, however, thehard–hard preference (large

denominator).

Chattaraj, Lee, and Parr gave two proofs for HSAB principle[53]. In the first proof,

the interaction process between an acid A and a base B is dissected into two steps: a

charge–transfer process, resulting in a common chemical potential at a fixed external po-

tential, and a reshuffling process at a fixed chemical potential. While the energy change

transfer process is taken as provided by Eq. 2.72, MHP was invoked in qualitative sense

for reshuffling of charge at constant chemical potential[54].

If the above Eq. 2.72 is rewritten in terms of softness parameter, the expression for

∆E becomes,

∆EAB = −
(∆µ)2SASB
2(SA + SB)

(2.73)
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This implies that for a givenSA, larger value ofSB is better. While MHP implies exactly

reverse. Opposing tendencies in two steps are reconciled bycompromise

SA = SB (2.74)

In the second proof, one casts Eq. 2.72 into the form,

∆EAB = ∆ΩA +∆ΩB (2.75)

introducing the grand potentials,ΩA andΩB, of the interacting systems as the natural

“thermodynamic” quantities for an atom, functional group,or any other sub–unit of the

molecule due to their “open” nature.∆ΩA is given as,

∆ΩA =
(µB − µA)

2ηA

4(ηA + ηB)2
(2.76)

with an analogous expression forΩB. For a givenµB − µA andηB, minimization ofΩA

with respect toηA yields

ηA = ηB (2.77)

The same result is obtained whenΩB is minimized with respect toηB, for a givenηA,

yielding HSAB principle. If one considers the general molecular interaction case, where

A interacts with B to give third species AB,

A+ B → AB

Energy change associated with the process can be written as,

∆Eint = E[ρAB]−E[ρA]− E[ρB] (2.78)

where,ρAB(r) is the electron density of the system AB at equilibrium andρA(r) and

ρB(r) are the electronic densities of the isolated systems.

Gazguez tried to validate the HSAB principle based on the oldassumption that the

interaction can be divided into two steps[55]. In the first step, when A and B are located

far apart from each other, their chemical potentials,µA andµB, change to reach a com-

mon value ofµAB at constant external potential. The energy change associated with this
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step can be written as,

∆Ev = ∆Ev(A) + ∆Ev(B) (2.79)

where,

∆Ev(A) = E[ρ∗A]−E[ρ0A] (2.80)

and

∆Ev(B) = E[ρ∗B]−E[ρ0B] (2.81)

Hereρ∗A(r) corresponds to system A withvA andµAB andρ∗A(r) corresponds to system

B with vB andµAB.

In the second step, A and B evolve towards the equilibrium state through changes

in the electronic density of the global system AB produced bychanges in the external

potentialvAB. This step occurs under conditions of constant chemical potential, and can

be expressed in the form,

∆Eµ = E[ρAB]− E[ρ∗AB] (2.82)

where,ρ∗AB(r) = ρ∗A(r) + ρ∗B(r) is the electronic density of the system AB withµAB,

when A and B are far away from each other. Adding Eqs. 2.80 – 2.83, one can find that,

∆Eint = ∆Ev +∆Eµ (2.83)

expression for∆Ev can be presented in the form as given by Eqs. 2.72 and 2.73.

∆Ev =
(µB − µA)

2

4(ηA + ηB)
= −

(µB − µA)
2

2(SA + SB)
SASB (2.84)

Since, much of the work presented in the thesis is based on working at constant chemical

potential, we will not go much into the details on discussionof ∆Ev. What is of our

interest is in the step, which involves reshuffling of density at constant chemical potential.

We shall now derive the expression of∆Eµ.
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2.8.1 Expression for∆Eµ

[56] From Hohenberg–Kohn Equation and its corresponding Euler–Lagrange equation,

one can write

E[ρ] = F [ρ] + µN −

∫

dr
δF [ρ]

δρ(r)
ρ(r) (2.85)

The energy difference between a ground state characterizedby µi, ρi(r), Ni, vi(r) and

another ground state characterized byµf , ρf (r), Nf , vf(r), may be expressed by, from

the expression 2.85, Let ,

∆E = E[ρf ]− E[ρi] (2.86)

∆E = Nfµf −Niµi−F [ρf ]−F [ρi]+

∫

ρi(r)
δF

δρ(r)
|ρi(r)+

∫

ρf (r)
δF

δρ(r)
|ρf (r) (2.87)

Now, if one performs a Taylor series functional expansion ofF [f ] aroundF [i], and of

δF
δρ(r)

|ρf (r) around δE
δρ(r)

|ρi(r), the above expression for∆E can be written as,

∆E = (Nfµf−Niµi)−
1

2

∫ ∫

drdr′ηf(r, r
′)ρf (r)ρf(r)+2

∫ ∫

drdr′η(r, r′)ρi(r)ρi(r
′)

(2.88)

where, the expression forη(r, r′) is used, and in the first integralηi(r, r′) has been re-

placed byηf (r, r′), and the higher order terms are neglected.

If electronic densities of anion and cation are approximated as renormalized N–

electron system density, and FF under a finite difference approximation can be shown

asf(r) ≈ ρ(r) , one can write,

∆E ≈ (Nfµf −Niµi)−
1

2
N2
f ηf +

1

2
N2
i ηi (2.89)

Now, if we assume that the total number of electrons are not changing, i.e.Ni = Nf = N

and if the two ground states have the same chemical potential, µi = µf , then Eq. 2.89

becomes,

∆Eµ ≈ −
1

2
N2∆η (2.90)

from Eqs. 2.83, 2.84 and 2.90 [55]

∆Eint ≈ −
(µB − µA)

2

2(SA + SB)
SASB −

1

2
N2∆η (2.91)
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Gazquezet al. put forward another equation which is widely used to study HSAB and

lays foundations of Local HSAB principle[57, 58].

∆EAB ≈ −
(µB − µA)

2

2(SA + SB)
SASB −

1

2

λ

(SA + SB)
(2.92)

where,λ is constant related to effective number of valence electrons.

2.8.2 Local HSAB Principle

Local version of HSAB was put forward by Mendez and Gazquez,[57] in which A inter-

acts with B via itskth atom and thus transforming Eq. (1.76b)

∆EAB,k ≈ −
(µB − µA)

2

2(SAfAk + SB)
SASBfAk −

1

2

λ

(SAfAk + SB)
(2.93)

where, authors introduced FFfak for atom k in acid A. Further, if interaction from B

is considered to be from lth atom of B.SB can be replaced bySBfBl, leading to the

situation similar to HSAB principle[59]. Here, one infers that the interaction is more

favored from the sites whose local softnesses are similar.
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CHAPTER 3

Critical Study of the Charge Transfer

Parameter for the Calculation of

Interaction Energy Using the Local

Hard–Soft Acid–Base Principle

Local hard–soft acid–base (HSAB) principle is semiquantitative in nature due to the

presence of an ad hoc charge transfer parameter. The accuracy of HSAB principle signif-

icantly depends on the definition of this ad hoc parameter. Inthis paper, for the first time

we have introduced the second–order approximation of∆N (∆Nsecond) as an ad hoc pa-

rameter for charge transfer to calculate interaction energies of multiple site based inter-

actions using local hard soft acid base principle. The second-order approximation of∆N

has been derived from Sandersons electronegativity equalization principle. To validate

our approach, we have studied interaction energies of some prototype molecules. The

interaction energies obtained from our approach have been further compared with the

interaction energies of those obtained using other charge transfer parameters (∆Nfirst

andλ) and the conventional methods. We have also discussed the advantages and limi-

tations of the approach.
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3.1 Introduction

Density functional theory (DFT) is popular due to its success in studying the molecu-

lar structure, chemical bonding[1–11], interaction energy (IE), reactivity, and selectivity

of molecules[12–22]. In recent years, DFT based reactivitydescriptors have been ex-

tensively used to study the aromaticity, the intra- and intermolecular reactivity, regiose-

lectivity, electrophilicity, nucleophilicity[23] of organic reactions, and prediction of the

reactive site of various molecular systems[24, 25]. DFT hasalso provided theoretical

basis for concepts such as electronic chemical potential, electronegativity, hardness and

softness, collectively known as global reactivity descriptors (GRD)[26–30]. The global

reactivity descriptors describe the molecule as a whole. These descriptors essentially

determine the response of the energy of a system to the changeof number of electrons at

fixed external potential. The chemical potential of the two systems determines the flow

of electrons. Global hardness talks about the inertness of the whole molecule and can

be seen as reluctance to the charge transfer[31, 32]. However, the interaction between

molecules occurs through particular atoms (definite site) within the molecule, and thus,

the interaction is always local. Therefore, to explain the interactions between molecules,

we need local reactivity descriptors (LRD)[33–36] such as Fukui function and local soft-

ness. The Fukui function and local softness relate the change of electron density to the

number of electrons and chemical potential respectively. LRDs have a direct relation

with the Fukui frontier molecular orbitals, and the relevance has been verified in iden-

tifying electrophilic and nucleophilic reactive centers in a molecule. From the value of

Fukui function of every atom in a molecule, we can predict thereactive atom of the

system and higher the value of Fukui function, higher is the reactivity[34, 37]. Various

theoretical approaches exist for correlating the reactivity of molecular system based on

different quantities like molecular orbital theory, charge on the atom, bond order, etc.
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Pearson introduced hardness and softness parameter in the context to explain the reac-

tivity of acids and bases[41]. He has tabulated reactivity trends of acids and bases in

terms of hard soft acid base parameter. This concept is called Pearsons hard–soft acid–

base (HSAB) principle. The principle says that soft acid-soft base and hard acid–hard

base combination is more favorable than hard–soft combination. It became very popular

among the chemists because of its simplicity and wide range of applicabilities. However,

the theoretical quantification of qualitative HSAB principle is difficult. Many groups are

working on this issue for explaining the relative bond strengths of acid–base complex.

Li and Evans have proposed a reactivity scheme by using energy perturbation method

within the framework of density functional theory[42]. They have shown that the Fukui

function is an important quantity, which relates frontier molecular orbital (FMO) the-

ory to HSAB principle[26, 43, 44]. Later, Gazquez and Mendezalso proposed the local

HSAB principle, which states that the interaction between two molecules will occur not

necessarily through their softest atoms but rather throughthose atoms which have simi-

lar Fukui function values[45]. Pal and co–workers have shown failure of Fukui function

and local softness to describe intramolecular reactivity trend in several organic carbonyl

compounds. They have proposed a new reactivity descriptor called relative electrophilic-

ity and relative nucleophilicity to explain the reactivityof a particular site[46]. Nguyen

and co–workers also noticed the failure of Fukui indices in rationalizing the regiose-

lectivity of protonation in fluoro– and chloro–substitutedphenol[47]. Royet al. have

observed difficulty to obtain rank ordering of the reactivity of atoms in molecules where

Fukui function becomes negative[48, 49]. They have prescribed the Hirshfeld popula-

tion scheme to obtain the non–negative Fukui functions[50]. Fuentealbaet al. have also

discussed the possible existence of negative value of Fukuiindices by computing Kohn–

Sham frontier orbital density[51]. Chattaraj and co–workers have extended the applica-

bility of these descriptors to describe the molecular excited states[52–54]. Toro–Labbé

calculated bond energy of hydrogen bonded complexes by using Sandersons principle of

electronegativity equalization[55]. The working equations of local HSAB principle are
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based on the perturbative theory and the local descriptors of the reacting system. The lo-

cal HSAB principle is semiquantitative in nature due to presence of an ad hoc parameter

(K)[56]. This principle works well for weak interacting systems viz. hydrogen bonded

complexes, Lewis acid–base complexes, etc. Earlier, Gazquez and Mendez have studied

the reactivity of enolate anions and pyridine derivatives using an arbitrary value of K =

0.5[45, 57]. Similarly, Geerlings and co–workers have studied the reactivity of benzoni-

trile oxides using the value of K = 1.0[58]. The authors couldrelate the reactivity of

various sites of a given molecule with the energy only at the qualitative level. Pal and

co–workers have made a critical study on the applicability of local reactive descriptors in

the case of weak interactions[12]. They have used the chargetransfer parameter defined

by Sanderson for the calculation of multiple site interaction energies[59]. This parame-

ter is derived from the electronegativity equalization principle by truncating Taylor series

expansion of energy at the second order. The interaction energy can be calculated by us-

ing another ad hoc charge transfer parameter denoted asλ. This parameter is defined as

the net difference of the sum of the condensed electron population of each atom present

in the system A having p–number of atoms, before and after theinteraction[12, 59, 60].

Thus, to calculateλ, the actual geometry of reactants before and after interaction should

be known. Therefore, it is difficult to calculate interaction energy using parameterλ, for

the systems having a large number of interaction sites that interact simultaneously. Most

of the biological interactions occur via multiple sites andare complex in nature. Thus, in

that case the parameterλ cannot be useful. This has motivated us to extend our approach

of calculation of interaction energy using second–order approximation ofδN. In this pa-

per, we have derived the second–order charge transfer parameter by truncating Taylor

series expansion of energy up to third order. The calculation of δN requires information

of reactant molecules only before interaction. Hence, it can be explicitly useful for any

kind of interaction pattern. Recently, Anton used it for adsorbates and metal surface[61].

Theoretically,δNsecond is supposed to be more accurate thanδNfirst because it includes
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higher order terms of the Taylor series expansion of energy.Therefore, we have inves-

tigated multiple site based interactions of prototype biological molecules usingδNsecond

as an ad hoc parameter. We have further studied the IE of the same molecules using

δNfirst, as well asλ, and compared the results with the IE obtained usingδNsecond. The

paper is organized as follows. In section 2, we present some important definitions of the

reactivity descriptors and derivation of second–order approximation ofδN . Section 3

provides the details about the computational methodology we have used. The elaborate

discussion about the results obtained is provided in section 4. The important conclusions

are drawn in section 5.

3.2 Theory

3.2.1 Derivation for Charge Transfer Parameter

Suppose reactants A and B are reacting to form a product AB. The energy of the reactants

A and B can be written in Taylor series expansion as[1]

EA = E0
A + (

δEA

δNA
)v(r)(NA −N0

A) +
1

2!
(
δ2EA

δN2
)v(r)(NA −N0

A)
2 +

1

3!
(
δ3EA

δN3
)v(r)(NA −N0

A)
3 + ...

(3.1)

EB = E0
B + (

δEB

δNB
)v(r)(NB −N0

B) +
1

2!
(
δ2EB

δN2
)v(r)(NB −N0

B)
2 +

1

3!
(
δ3EB

δN3
)v(r)(NB −N0

B)
3 + ...

(3.2)

The term (δE
δN

)v(r) is called the chemical potential, which is defined asµ, 1
2!
( δ

2E
δN2 )v(r) = η

is the hardness and1
3!
( δ

3E
δN3 )v(r) is known as the hyperhardness, denoted byγ and so

on[64–67]. Rewriting eqs (3.1) and (3.2) in terms ofµ, η, andγ

EA = E0
A + µ0

A∆N + η0A∆N
2 + γ0A∆N

3
..... (3.3)

EB = E0
B + µ0

B∆N + η0B∆N
2 + γ0B∆N

3
..... (3.4)

If all other effects are ignored, then the total energy will have following form

EA+EB = E0
A +E0

B + (µ0
A− µ0

B)∆N + (η0A + η0B)∆N
2 + (γ0A− γ0B)∆N

3+..... (3.5)
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where

∆N = (N0
B −NB) = (NA −N0

A) (3.6)

When a reaction takes place between two reactants with different chemical potentials,

one of the reactants donates electrons and the other acceptselectrons, leading to a change

in the chemical potential. Ifµ0
B > µ0

A and∆N is positive, electrons will flow from B to

A. At equilibrium

µA = µB (3.7)

where

µA = (
δEA

δNA
)v(r) = µ0

A + 2ηA∆N + 3γA∆N
2
..... (3.8)

µB = (
δEB

δNB

)v(r) = µ0
B + 2ηB∆N + 3γB∆N

2
..... (3.9)

Considering terms up to second order of eqs (3.8) and (3.9), we have from eq (3.7)

µ0
A + 2ηA∆N = µ0

B − 2ηB∆N (3.10)

Consequently, the first–order approximation of charge transfer parameter will be

∆Nfirst =
µ0
A − µ0

B

2(ηA + ηB)
(3.11)

The second–order approximation of charge transfer parameter is obtained from eqs (3.8)

and (3.9), by considering terms up to third order.

µ0
A + 2ηA∆N + 3γA∆N

2 = µ0
B − 2ηB∆N + 3γB∆N

2 (3.12)

So,

(3γA − 3γB)∆N
2 + (2ηA + 2ηB)∆N + (µ0

A − µ0
B) = 0 (3.13)

Equation (3.13) is a quadratic equation. It gives the second–order approximation of

charge transfer parameter,

∆Nsecond =
−(2ηA + 2ηB)±

√

(2ηA + 2ηB)2 − 4(3γA − 3γB)(µ0
A − µ0

B)

2(3γA − 3γB)
(3.14)
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Equation (3.13) has two roots; thus, eq (3.14) gives two values of∆Nsecond. However,

physically,∆N is the amount of charge transfer from one molecule to another in the

process of complex formation between two molecules. In thisthesis we have studied

multiple site based hydrogen bonding interaction. The H–bonding interactions are weak

interactions; thus the amount of charge transfer from one molecule to another during the

complex formation is very small (<1). In such a case, out of possible root the acceptable

value of∆Nsecond is one that is less than 1. In Table 1, we have reported the acceptable

value of∆Nsecond.

3.2.2 Global and Local Reactivity Descriptors

In DFT, the ground state energy of an atom or molecule is written in terms of electron

density,ρ(~r) as[62]

E[ρ] = F [ρ] +

∫

drρ(~r)v(~r) (3.15)

F[ρ] is the universal Hohenberg–Kohn functional. It contains electronic kinetic energy

and electron–electron repulsion term. v(~r) is the external potential which includes the

nuclear potential. The first and second partial derivativesof E[ρ] with respect to the

number of electrons N under the constant external potentialv(~r) are defined as the chem-

ical potentialµand the global hardnessη of the system respectively[26–30]

µ = (
δE

δN
)v(~r) (3.16)

η =
1

2
(
δ2E

δN2
)v(~r) (3.17)

The inverse of the global hardness is called global softnessand it is denoted by letter S.

S =
1

η
(3.18)

The global descriptor, hardness, measures the overall stability of the system.It is custom-

ary to use a finite difference approximation forµ andη[43, 63]. By using the energies of
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N, (N + 1), and (N− 1) electronic systems, we get the operational definition ofµ and

η[1],

µ =
EN+1 −EN−1

2
=
IP − EA

2
(3.19)

η =
EN+1 + EN−1 − 2EN

2
=
IP − EA

2
(3.20)

where IP and EA are the first vertical ionization energy and electron affinity of the chem-

ical species, respectively. The third term isγ, which is hyperhardness, and it is the third

derivative of energy with respect to total number of electrons

γ =
1

6
(
δ3E

δN3
)v(~r) (3.21)

Equation (3.21) has been defined by Fuentealba and Paar[64].The value of hyperhard-

ness is usually small and the reason behind the small value ofγ is that the energy, E,

often has nearly quadratic dependence on the number of electrons, N By using finite dif-

ference approximation of energy and using the energies of (N+ 2), (N+ 1), N, (N− 1),

and (N− 2) systems, we obtain the expression forγ.

γ =
1

12
(EN+2 − 2EN+1 + 2EN−1 − EN−2)v(~r) (3.22)

The detailed derivation ofγ has been given in theAppendix.

The site selectivity of a chemical reaction cannot be described by global reactivity de-

scriptor. Thus, the appropriate local quantities need to bedefined. Local softness is

defined as[34, 37]

s(~r) = (
δρ(~r)

δµ
)v(~r) (3.23)

where
∫

s(~r)dr = S (3.24)

Rewriting eq (3.23) we have

s(~r) = (
δρ(~r)

δN
)v(~r)(

δN

δµ
)v(~r) (3.25)
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By using the definition of the global softness in eq (3.18), wecan write

s(~r) = f(~r)S (3.26)

wheref(~r) is defined as the Fukui function (FF)[34, 37–40]. It can be defined as

f(~r) = (
δρ(~r)

δN
)v(~r) (3.27)

To describe the site selectivity or reactivity of an atom in amolecule, it is necessary to

condense the values off(~r) ands(~r) around each atomic site into a single value that

characterizes the atom in a molecule. This can be achieved byelectronic population

analysis. Depending upon the type of electron transfer, we have three different types of

condensed Fukui function of the atom k[35],

for nucleophilic attack,

f+
k = [ρk(N + 1)− ρk(N)] (3.28)

for electrophilic attack,

f−
k = [ρk(N)− ρk(N − 1)] (3.29)

for radical attack,

f 0
k =

1

2
[ρk(N + 1)− ρk(N − 1)] (3.30)

whereρk(N), ρk(N+1), andρk(N−1) are defined as a gross electronic population of the

atom k in neutral, anionic, and cationic system, respectively. Corresponding condensed

local softness can be defined as

s+k = f+
k S (3.31)

s−k = f−
k S (3.32)

s0k = f 0
kS (3.33)

3.2.3 Expression for the Interaction Energy (IE)

Multiple sites based interaction essentially, found to have two limiting cases, so-called

localized reactive model (LRM) (Figure 1) and global (smeared) reactive models (SRM)

(Figure 2). The expression for interaction energy of LRM is given as[59, 60, 69]
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∆Eint ≈ −
(µA − µB)

2

2
(
SASBfAxfBk

SAfAx + SBfBx
+

SASBfAyfBl

SAfAy + SBfBl
+

SASBfAzfBm

SAfAz + SBfBm
+....)v(~r)

−
K

4
(

1

SAfAx + SBfBx
+

1

SAfAy + SBfBl
+

1

SAfAz + SBfBm
+....)µ (3.34)

Here the distinctive reactive sites of A and B are designatedx, y, z, etc. and k, l, m, etc.

respectively. It has been assumed that the interaction is taking place simultaneously be-

tween different pairs of reactive sites of the two systems asx–k, y–l, z–m, etc. Similarly,

the IE of SRM is

∆EAx−Bk ≈ −
(µA − µB)

2

2
[
(
∑n

i=1 SAxi
)(
∑m

i=1 SBkj
)

(
∑n

i=1 SAxi
) + (

∑m
i=1 SBkj

)
]v(~r)−

K

4
[

1

(
∑n

i=1 SAxi
) + (

∑m
i=1 SBkj

)
]µ

(3.35)

where there are n participating atoms x1, x2, ..., xn in the site Ax, similarly, there are m

atoms k1, k2, ..., km in the site Bk. The detailed derivation of LRM and SRM are given

in ref 69. In eqs (3.34) and (3.35) parameter K is a charge transfer parameter. It can be

defined in various ways and in the literature K has been definedarbitrarily. To calculate

IE by eqs (3.34) and (3.35), Pal and co–workers have replacedthis ad hoc parameter K

by λ which is the change in the electron densities at the interacting site before and after

the interaction process. Thus, the expression for the termλ can be written for the system

A as

λA =

p
∑

i=1

ρ
eq
Ai

−

p
∑

i=1

ρ0Ai
(3.36)

Similarly, the termλ can be defined for the system B,

λB =

q
∑

j=1

ρ
eq
Bj

−

q
∑

j=1

ρ0Bj
(3.37)

where the first terms of the right hand sides of eqs (3.36) and (3.37) refer to the sum

of the electron densities of each atom in A and B in the molecule AB at equilibrium,

respectively, and the second terms in eqs (3.36) and (3.37) refer to electron densities

of each atom in the isolated systems A and B, respectively. The indices p and q are
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the number of atoms of the systems A and B, respectively. The ad hoc parameter K

in eqs (3.34) and (3.35) is replaced in three different ways:(1) first–order approxima-

tion of ∆N (eq (3.11)), second–order approximation of∆N (eq (3.14)) and parameterλ

(eqs (3.36) and (3.37)).

3.3 Methodology and Computational Details

In this study we have chosen various prototype molecules viz., succinamide (SUC), bu-

tyrolactam (BUTL), formamidine (FD), formic acid (FA), acetic acid (AA), formamide

(FRM), N–methylformamide (NFRM), acetamide (ATM), N–methylacetamide (NATM).

To investigate the charge transfer parameter in smeared reactive models (SRM), we have

considered acetylene (ACT), butylene (BUTY), HCl (HCL), and LiCl (LICL) molecules.

All the structures are optimized at MP2[70]/6–311G(d,p) and DFT[71–73]/B3LYP[75,

76]/6–311G(d,p)[77] level of theory using Gaussian 09 software package[74]. The three–

parameter hybrid functional of Becke and Lee, Yang, and Parrcorrelation potential has

been used for DFT calculations[75, 76]. We have checked our geometries for nonimagi-

nary vibrational frequencies. Single point calculations to calculate reactivity descriptors

have been performed at DFT, MP2, and CCSD(T) level of theory.Optimized geometries

of MP2 level are used for the single point calculations in CCSD(T) method. RHF calcu-

lations are carried out for all the neutral system with spin multiplicity 1. For the cationic

(charge +1.0) and anionic (charge –1.0) systems, single point ROHF calculations are

carried out with spin multiplicity 2. The optimized geometry of the neutral system was

used to perform calculations on the cationic and anionic systems to satisfy the condi-

tion of constant external potential. The condensed Fukui function and local softness

for each reactive atom are computed via eqs (3.28) to (3.33) using Mulliken population

analysis[78]. The reactive atoms in our study are hydrogen atom (electrophilic center)

and oxygen atom (nucleophilic center). The parameterλ is calculated using eqs (3.36)

and (3.37) through Mulliken population analysis scheme. Inconventional methods, the
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interaction energy will be evaluated from the difference between the energy of the com-

plex AB and sum of the energy of the monomer A and B,

∆EAB = EAB − EA − EB (3.38)

We have taken care of BSSE–counterpoise correction to calculate IE by conventional

method.

3.4 Results and Discussions

Hydrogen bonding interactions are extremely important in biological systems[79–81,

83]. The helical structure of DNA molecule is due to the H–bonding between base pairs.

In biological molecules such as proteins, polysaccharides, and lipids etc. the interactions

are largely determined by multiple intra and intermolecular H–bonding. To study such

interactions, we have considered prototype complexes of formamide, acetamide, formic

acid, acetic acid and their derivative with formamidine (FD) molecule as a simple nucleic

acid base model. The amide–formamidine complex has been studied earlier by Bertran

et al., Sponeret al., Kim et al., and Galetichet al[84–87]. They found that this is an

important model complex having many features similar to those of the actual nucleic–

acid base pair model. These complexes have two types of H–bonds: (a) –C=O group in

amide and acid with formamidine –NH group; (b) amide –NH, acid –OH with formami-

dine N–C. The interaction between succinamide and butyrolactum has been studied by

Uchimaru and co–workers[88]. Along with the above–mentioned complexes, we have

also studied some multiple bonded interactions betweenπ–electronic and electrophilic

molecules. These molecules also show hydrogen–bonding interactions. The complexes

formed between acetylene and butylene with HCl and LiCl are the examples of such

multiple hydrogen bonded interactions[89]. Here H+ of HCl and Li+ of LiCl act as an

electrophile interacting with theπ–electron cloud of acetylene and butylene.
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In Table 2, the global properties of all prototype moleculesare presented. These prop-

erties are calculated with DFT/B3LYP/6–311G(d,p), MP2/6-311G(d,p), and CCSD(T)/6–

311G(d,p) levels of theory. For all the molecules the chemical potential (µ) obtained

from DFT is higher than that of MP2 and CCSD(T) levels. Compared to chemical poten-

tials for all other molecules, the chemical potential of HCland LiCl calculated through

DFT are much higher than that of MP2 and CCSD(T) methods. In the case of amide

and acid complexes, the chemical potential difference is marginal in the range≈0.012

to ≈0.027. However, hardness (η) does not follow a similar trend. The CCSD(T) values

of hardness are higher for most of the molecules compared to DFT values. The MP2

values of hardness for acid molecules (viz. acetic acid and formic acid) are higher than

those obtained with DFT and those of HCl and LiCl obtained from DFT are higher than

those obtained with MP2 and CCSD(T) methods. In the case of hyperhardness, some

molecules show higher values ofγ at the CCSD(T) level and others show larger values

at the DFT method. As per our observation, the values ofγ are much lower than the

chemical potential whereasµ andη values are in comparable magnitude for the all three

methods. In 1991, Fuentealba and Parr have also shown that inthe case of atoms and

their ions, the values ofγ are smaller compared toµ andη[90]. In contrast, Ordon and

Tachibana have shown in the case of diatomic molecules thatγ can have a higher value

thanµ andη using maximum hardness principle[91]. Thus,γ is not always lower thanµ

andη, and it varies from system to system. For the systems whereγ is higher thanµ and

η, second–order approximation of∆N will be more important to calculate the interaction

energies. It is important to mention here that the sign of theγ can be either positive or

negative. In the Table 2, all molecules have negative valuesof γ computed through three

different methods viz. DFT, MP2, and CCSD(T). Theµ andη values are positive and

negative respectively for all the molecules. Theγ values obtained using all the meth-

ods are significantly low and thus face a low profile existencein the interpretation of

chemical bonding and reactivity[67].

Table 3 shows the values of local softness (S±
k ) of all monomers calculated by DFT,
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MP2, and CCSD(T) levels of theory using the 6–311G(d,p) basis. The molecules reacting

through the localized reactive model and smeared reactive model (Figures 1 and 2) have

two and one reactive atoms, respectively. The local softness value for the reactive atom

A of the molecules SUC, FD, FA, AA, ACT, and HCL are higher at the CCSD(T) level

than at DFT and MP2. On the other hand, FRM, NFRM, ATM, NATM, BUTL, and

LICL have higher values of S±k for atom A at the MP2 level. In the case of reactive

atom B, DFT gives larger values of S±
k for most of the molecules except FRM, NFRM,

and BUTY, which have higher values at the MP2 level. Comparedto values for other

molecules, the LRD values (S+k ) of HCl and LiCl are exceptionally high, which confirms

the higher reactivity of HCl and LiCl. The effect of methylation to the amide –NH2 group

onµ andη can be seen from Table 2. The same effect is observed on the condensed local

softness value of carbonyl oxygen (S−
k ) and hydrogen (S+k ). The condensed local softness

of reactive atoms A and B of FRM and ATM molecules are greater than their N–methyl

derivative. Due to the+I effect of the methyl group, methylation leads to depletion

of positive charge on the reactive H atom, which results intothe lowering of GRD and

LRD values of the reactive O–atom and H–atom. Hence, the reactivity of the methylated

system is reduced and the corresponding value of IE is expected to be lower than those

of the unsubstituted amide complex.

The first–order and second–order approximation of∆N calculated through DFT,

MP2, and CCSD(T) using eqs (3.11) and (3.14), respectively,are reported in Table 1.

We have also presented DFT results ofλ using eqs (3.36) and (3.37). The CCSD(T)

values of∆Nfirst and∆Nsecond for all the complexes are higher than those of other two

methods. The difference between first–order and second–order approximation of the

charge transfer parameter has been discussed in section 2.1. We note in the present study

that the values of∆Nsecond are slightly different from the∆Nfirst. However, DFT results

of ∆Nfirst and∆Nsecond are higher for most of the complexes compared to CCSD(T) re-

sults except for the complexes 1, 2, 9, and 11 (Table 1). It should be mentioned here that

the third term,γ, is very small for all the molecules we studied here. Hence,∆Nsecond
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does not show significant improvement in IE in our study. However, the∆Nsecond will

be very useful to calculate IE for the molecules that have a larger value ofγ. Further, we

see that the charge transfer is less in the methylated –NH2 group than in the unmethy-

lated species. In the case of the LiCl interaction with acetylene and butylene, the value

of charge transfer parameters (∆Nfirst, ∆Nsecond, andλ ) are greater than those for the

corresponding HCl complex. This observation is consistentwith our earlier discussion

on the value of GRD and LRD (Tables 2 and 3). However, among theacetylene and

butylene complexes, butylene complexes (BUTY–HCL and BUTY–LICL) show higher

charge transfer during the complexation. This is due to the+I effect of –CH3 group,

which increases electron density of adjacent triple bondedC atoms, resulting in greater

affinity of butylene toward H+ and Li+.

Tables 4 and 5 show the IEs obtained from the DFT and the MP2 methods, respec-

tively. Three different charge transfer parameters, viz.∆Nfirst, ∆Nsecond, andλ are

used for the calculation of the IEs. Looking at the results, it is observed that the MP2

IEs are lower than those of the DFT IEs. In light of the HSAB principle, the interaction

between the molecules takes place in two steps: (a) step 1 (referred to as∆Ev) occurs

at a constant external potential leading to equilibration of chemical potential; (b) step 2

(referred to as∆Eµ) involves the change in the electron density of the complex leading

to an equilibrium state with constant chemical potential. The charge transfer parameter

is involved in the∆Eµ, which is the dominating term in the total IE and is computed

through eq (3.34) (SUC–BUTL to NATM–FD) and eq (3.35) (ACT–HCL to BUTY–

LICL), known as LRM and SRM, respectively. In the case of amide–formamidine

(FRM–FD, NFRM–FD, ATM–FD, and NATM–FD), acid–formamidine(FA–FD and

AA–FD), and succinamide–butyrolam (SUC–BUTL), the reactive atoms are not directly

connected to each other and thus the reactivity of each atom will be more or less inde-

pendent of each other. For such complexes, the IE can be considered as a sum of the IE

arising from each pair of reactive atoms and that is the reason LRM (eq (3.34)) gives rea-

sonable results. The results are further compared with the interaction energy calculated
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by the conventional method using eq (3.38). Because the reactive C atom in acetylene

and butylene are directly connected through a triple bond and act as a group, the IE of

these molecules with HCl and LiCl have been calculated by SRM(eq (3.35)). It is grati-

fying to note that the IE of LiCl with this triply bonded system is greater compared to the

IE of the HCl complex. The IE values of the ACT–HCL complex are–3.5141 kcal/mol

(by ∆Nfirst), –3.5127 kcal/mol (by∆Nsecond), and –2.1556 kcal/mol (byλ) obtained

from DFT calculations. and conventionally (using DFT) theyare –2.1773 kcal/mol,

whereas the IE values of the ACT–LICL complex computed through∆Nfirst, ∆Nsecond,

andλ are –3.5449, –3.5462, and –7.4412 kcal/mol, respectively,and conventional IE is

–5.5990 kcal/mol. The higher IE of ACT–LICL is due to the higher electron affinity of

Li+ as compared to that of the H+ ion. As mentioned earlier, the effect of methylation

reduces the reactivity of the molecule. This is also supported by values of IE that are

–4.1128 and –2.5550 kcal/mol using∆Nsecond for FRM–FD and ACT–FD complexes,

respectively, whereas their N–methyl derivative, i.e., NFRM–FD and NATM–FD com-

plexes, have –2.4116 and –1.4202 kcal/mol for IE values, respectively. A similar trend

is observed in IE calculated using other charge transfer parameters (∆Nfirst andλ). As

per our expectations, complexes of butylene with HCl and/orLiCl have higher values

of IE than the corresponding complexes of acetylene. In an earlier study by Pal and

co–workers,∆Nfirst andλ have been used to calculate the IE of multiple site based in-

teractions. Here we have chosen the same molecules but the calculations are performed

with a higher level of theory and bigger basis set, which leads to better results of IE com-

pared to the values reported by Pal and co–workers. As an example, for SUC–BUTL

and ACT–HCL complexes, the reported values of∆Nfirst are 0.099 and 0.079, respec-

tively, and the corresponding IEs are –49.71 and –6.37 kcal/mol, respectively, using the

HF/3–21g∗ level of theory. Our results for the∆Nfirst and IE are better as compared

to the previously reported values by Pal and co–workers. In our study, the CCSD(T)/6–

311G(d,p) level of theory gives 0.0415 and 0.0365 values of∆Nfirst for SUC–BUTL and

ACT–HCL, respectively, and the IEs are –14.9963 and –2.7350kcal/mol, respectively.

96



The actual IEs are –8.58 and –1.50 kcal/mol, respectively.

3.5 Conclusion

In this work, we have calculated the hydrogen bonding interaction energy of various

complexes using the local HSAB principle. We have derived∆Nsecond and applied it as

an ad hoc parameter in the calculation of the IE. Two different ad hoc charge transfer pa-

rameters (∆Nfirst andλ) are also used to calculate the IE, and additionally, the advantage

of using∆Nfirst and∆Nsecond overλ is highlighted. It is very hard to obtain theoreti-

cal information (optimized structure) due to complexity inthe interaction in a biological

environment. Therefore, to study this kind of interaction,higher order approximations

of ∆N should be investigated. To compute∆N (∆Nfirst or ∆Nsecond), it is sufficient

to have the information of only the reacting species, which is a tremendous advantage

overλ where the actual structure of the supermolecule (complex product) is necessary.

However, we have observed in our study using all the three methods, viz. DFT, MP2,

and CCSD(T),∆Nsecond does not improve the IE as compared to the∆Nfirst, which is

good enough to study the weak interactions. It must be mentioned here that among all

three methods, CCSD(T), the most correlated method gives the minimum deviation of

IE calculated through local HSAB and conventional method. Hence, higher correlated

methods should be the choice to deal with multiple site basedweak interactions. The

local HSAB principle is based on the second–order perturbation method and the descrip-

tors of the isolated reactants. Both the approximations make this model applicable only

to weak interacting systems. In the case of weak interactingmolecules, the influence

of one monomer on another is comparatively less. Hence, the formula of local HSAB

interaction energy more accurately describes the interaction process. On the other hand,

the influence of one molecule on the other in the case of stronginteractions can be high

and in addition, higher orders of perturbation term can become more predominant when
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the equation is derived using the perturbation method. Therefore, one can modify the lo-

cal HSAB formula by adding the higher orders of perturbationterms and use for various

strong interaction cases.

Appendix
Evaluation ofγ

For a given function f(x), the derivative function is definedas,

df(x)

dx
= lim

x→0
(
f(x+ ∆x

2
)− f(x− ∆x

2
)

∆x
) (A)

Let, (df(x)
dx

) = f ′(x), (d
2f(x)
dx2

) = f ′′(x) and(d
3f(x)
dx3

) = f ′′′(x). Hence,

f ′′(x) = lim
x→0

(
f ′(x+ ∆x

2
)− f ′(x− ∆x

2
)

∆x
) (B)

Similarly,

f ′′′(x) = lim
x→0

(
f ′′(x+ ∆x

2
)− f ′′(x− ∆x

2
)

∆x
) (C)

Taking the value of x = 1 and comparing eqs (A), (B), and (C) finally we have

f ′′′(x) =
1

2
[f(x+ 2)− 2f(x+ 1) + 2f(x− 1)− f(x− 2)] (D)

Therefore we can write,

γ =
1

6
(
d3E

dN3
) =

1

12
[E(N + 2)− 2E(N + 1) + 2E(N − 1)− E(N − 2)] (E)
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Table 3.1: Value of Charge Transfer Parameters for the Multiple Bonded Complexes.
Values are in Atomic Units.

Complex ∆N1st ∆N2nd λ
DFT∗ MP2∗ CCSD(T)∗ DFT∗ MP2∗ CCSD(T)∗ DFT∗

SUC–BUTL(1) 0.02940 0.01421 0.04151 0.02938 0.01420 0.04161 0.02142
FA–FD(2) 0.03092 0.02538 0.03307 0.03093 0.02536 0.03302 0.07620
AA–FD(3) 0.02570 0.01699 0.02488 0.02571 0.01697 0.02486 0.06871
FRM–FD(4) 0.01395 0.00805 0.00342 0.01396 0.00805 0.003420.02531
NFRM–FD(5) 0.00977 0.00204 0.00261 0.00982 0.00224 0.00261 0.01724
ATM–FD(6) 0.01114 0.00385 0.00121 0.01127 0.00385 0.001210.04448
NATM–FD(7) 0.00543 0.00095 0.00449 0.00552 0.00095 0.00449 0.12151
ACT–HCL(8) 0.05162 0.04440 0.03650 0.05165 0.04439 0.03647 0.02797
ACT–LICL(9) 0.06414 0.06320 0.06517 0.06417 0.06325 0.06513 0.02766
BUTY–HCL(10) 0.07564 0.06083 0.07449 0.07572 0.06085 0.07441 0.02766
BUTY–LICL(11) 0.09557 0.08588 0.10412 0.09593 0.08612 0.10417 0.02435

DFT∗ = DFT / 6–311G(d,p) / B3LYP
MP2∗ = MP2 / 6–311G(d,p)
CCSD(T)∗ = CCSD(T) / 6–311G(d,p)

Table 3.2: Values of the Chemical Potential (µ), Hardness (η), and Hyperhardness (γ) of
all Monomers Calculated at the DFT, MP2, and CCSD(T) Levels.Values are in Atomic
Units.

Reactants chemical potential,µ hardness,η hyperhardness,γ
Molecule DFT∗ MP2∗ CCSD(T)∗ DFT∗ MP2∗ CCSD(T)∗ DFT∗ MP2∗ CCSD(T)∗

Succinamide (SUC) –0.1517 –0.1345 –0.1400 0.2078 0.2100 0.2203 –0.0055 –0.0001 –0.0313
Butyrolactam (BUTL) –0.1268 –0.1220 –0.1022 0.2146 0.2309 0.2345 –0.0103 –0.0096 –0.0137
Formamidine (FD) –0.1232 –0.1213 –0.1068 0.2464 0.2483 0.2555 –0.0128 –0.0184 –0.0207
Formic acid (FA) –0.1548 –0.1479 –0.1414 0.2648 0.2756 0.2682 –0.0167 –0.0076 –0.0069
Acetic acid (AA) –0.1485 –0.1387 –0.1322 0.2460 0.2638 0.2556 –0.0158 –0.0103 –0.0107
Formamide (FRM) –0.1368 –0.1293 –0.1103 0.2404 0.2523 0.2567 –0.0146 –0.0129 –0.0081
N–methylformamide (NFRM) –0.1320 –0.1191 –0.1042 0.2335 0.2402 0.2461 –0.0106 –0.0064 –0.0114
Acetamide (ATM) –0.1337 –0.1250 –0.1056 0.2251 0.2390 0.2452 –0.0147 –0.0075 –0.0140
N–methylacetamide (NATM) –0.1283 –0.1222 –0.1023 0.2174 0.2335 0.2384 –0.0113 –0.0107 –0.0178
Acetylene (ACT) –0.1401 –0.1277 –0.1254 0.2785 0.2925 0.4150 –0.0201 –0.0184 –0.0237
Butylene (BUTY) –0.1212 –0.1147 –0.0966 0.2272 0.2460 0.2570 –0.0121 –0.0132 –0.0196
HCl (HCL) –0.1973 –0.1782 –0.1758 0.2755 0.2755 0.2749 –0.0165 –0.0159 –0.0146
LiCl (LICL) –0.1985 –0.1862 –0.1851 0.1769 0.1701 0.1683 –0.0225 –0.0220 –0.0211

DFT∗ = DFT / 6–311G(d,p) / B3LYP
MP2∗ = MP2 / 6–311G(d,p)
CCSD(T)∗ = CCSD(T) / 6–311G(d,p)
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Table 3.3: Condensed Local Softness (S+
k and S−k )a of the Reactive Atoms. Values are in

Atomic Units.

Reactant DFT∗ MP2 CCSD(T)
Molecule A B A B A B A B

Succinamide (SUC) O H 0.5239 0.1890 0.5890 0.1641 0.6001 0.1549
Butyrolactam(BUTL) O H 0.7140 0.5897 1.0106 0.2845 0.8416 0.1808
Formamidine (FD) N H 0.6300 0.6513 0.6589 0.2326 0.6679 0.1873
formic acid (FA) O H 0.8346 1.4177 0.9496 0.1714 0.9825 0.1767
acetic acid (AA) O H 0.8119 1.0852 0.9494 0.1543 0.9853 0.1605
formamide (FRM) O H 0.8793 0.1955 1.0030 0.3490 0.9934 0.1973
N-methylformamide (NFRM) O H 0.8771 0.4714 0.9447 0.5379 0.6876 0.1691
acetamide (ATM) O H 0.8760 0.6299 1.0263 0.3488 1.0068 0.1785
N-methylacetamide (NATM) O H 0.7171 0.4430 1.0227 0.2040 1.0014 0.1612
acetylene (ACT) C C 0.6637 0.6637 0.6492 0.6492 0.6564 0.6564
butylene (BUTY) C C 0.4472 0.4472 0.5507 0.5507 0.5272 0.5272
HCl (HCL) H H 1.5986 1.6013 1.6032
LiCl(LICL) Li Li 2.5216 2.6515 2.6055

DFT∗ = DFT / 6–311G(d,p) / B3LYP
MP2∗ = MP2 / 6–311G(d,p)
CCSD(T)∗ = CCSD(T) / 6–311G(d,p)

aFor oxygen and nitrogen atoms S−
k

and for hydrogen and lithium atoms S+
k

has been calculated. S+
k

and S−
k

are same for the carbon
atom.

Table 3.4:∆Ev, ∆Eµ, and Total Interaction Energy of all the Complexes as Described
in the Text, Calculated by the Parameters∆N1st and∆N2nd using the DFT/6–311G(d,p)
Methodb

Complex ∆Ev ∆Eµ ∆Etot ∆Egeom

∆N1st ∆N2nd λ ∆N1st ∆N2nd λ ∆N1st ∆N2nd λ

SUC – BUTL(1) –0.0826 –0.0826 –0.0826 –9.2480 –9.2434 –6.7387 –9.3306 –9.3260 –6.8215 –14.8663
FA – FD(2) –0.2513 –0.2513 –0.2513 –5.6326 –5.6347 –13.8829–5.8859 –5.8839 –14.1343 –20.6473
AA – FD(3) –0.1527 –0.1527 –0.1527 –5.1059 –5.1071 –13.6514–5.2586 –5.2598 –13.8041 –19.8042
FRM – FD(4) –0.0303 –0.0303 –0.0303 –4.0822 –4.0825 –8.1825–4.1125 –4.1128 –8.2128 –16.2580
NFRM – FD(5) –0.0177 –0.0177 –0.0177 –2.3940 –2.3939 –6.7789 –2.4118 –2.4116 –6.7966 –16.3290
ATM – FD(6) –0.0238 –0.0238 –0.0238 –2.5310 –2.5312 –6.2852–2.5548 –2.5550 –6.3090 –15.9840
NATM – FD(7) –0.0048 –0.0048 –0.0048 –1.4154 –1.4154 –6.3517 –1.4202 –1.4202 –6.3565 –15.9421
ACT – HCL(8) –0.7450 –0.7450 –0.7450 –2.7691 –2.7677 –1.4107 –3.5141 –3.5127 –2.1556 –2.1773
ACT – LICL(9) –0.9307 –0.9307 –0.9307 –2.6143 –2.6156 –6.5106 –3.5449 –3.5463 –7.4412 –5.5990
BUTY – HCL(10) –1.0409 –1.0409 –1.0409 –4.7599 –4.7648 –2.7990 –5.8008 –5.8056 –3.8399 –4.2221
BUTY – LICL(11) –1.2358 –1.2358 –1.2358 –4.3893 –4.4057 –5.5804 –5.6251 –5.6415 –6.8162 –14.9459

bEnergy values are in kcal/mol. The corresponding values of∆N1st and∆N2nd are given in Table 5.4. LRM (eq (3.34)) and SRM
(eq (3.35)) have been used to calculate the IE of the complexes SUC – BUTL(1) to NATM – FD(7) and ACT – HCL(8) to BUTY –
LICL(11), respectively.
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Table 3.5:∆Ev, ∆Eµ and Total Interaction Energies (∆Etot) of all Complexes as De-
scribed in the Text, Calculated by the Parameters∆N1st and∆N2nd using the MP2/6–
311G(d,p) Methodc

∆Ev ∆Eµ ∆Etot

Complex ∆N1st ∆N2nd ∆N1st ∆N2nd ∆N1st ∆N2nd ∆Egeom

SUC – BUTL(1) –0.0164 –0.0164 –4.4483 –4.4463 –4.4647 –4.4626 –10.9489
FA – FD(2) –0.0717 –0.0717 –8.1643 –8.1579 –8.2360 –8.2296 –13.4694
AA – FD(3) –0.0296 –0.0296 –5.5336 –5.5314 –5.5633 –5.5610 –12.9607
FRM – FD(4) –0.0085 –0.0085 –2.2762 –2.2759 –2.2847 –2.2844–10.5835
NFRM – FD(5) –0.0008 –0.0008 –0.6741 –0.6741 –0.6749 –0.6749 –11.0741
ATM – FD(6) –0.0019 –0.0019 –1.0794 –1.0793 –1.0813 –1.0811–10.7523
NATM – FD(7) –0.0009 –0.0009 –0.2918 –0.2918 –0.2919 –0.2919 –10.1012
ACT – HCL(8) –0.5725 –0.5725 –2.4023 –2.4016 –2.9748 –2.9741 –1.5980
ACT – LICL(9) –0.9350 –0.9350 –2.5102 –2.5120 –3.4452 –3.4470 –4.3785
BUTY – HCL(10) –0.8240 –0.8240 –3.5306 –3.5322 –4.3546 –4.3563 –3.4168
BUTY – LICL(11) –1.2471 –1.2471 –3.5902 –3.6000 –4.8373 –4.8471 –12.9545

cEnergy values are in kcal/mol. The corresponding values of∆N1st and∆N2nd are given in Table 1. LRM (eq (3.34)) and SRM (eq
(3.35)) have been used to calculate the IE of the complexes SUC–BUTL(1) to NATM–FD(7) and ACT–HCL(8) to BUTY–LICL(11),
respectively.

Table 3.6:∆Ev, ∆Eµ and Total Interaction Energy of all the Complexes as Described
in the Text, Calculated by the Parameters∆N1st and∆N2nd using the CCSD(T)/6–
311G(d,p) Methodd

∆Ev ∆Eµ ∆Etot

Complex ∆N1st ∆N2nd ∆N1st ∆N2nd ∆N1st ∆N2nd ∆Egeom

SUC – BUTL(1) –0.1207 –0.1207 –14.8756 –14.9117 –14.9963 –15.0364 –14.8035
FA – FD(2) –0.1118 –0.1118 –10.5770 –10.5633 –10.6888 –10.6751 –12.6066
AA – FD(3) –0.0582 –0.0582 –8.0401 –8.0343 –8.0983 –8.0924 –12.2465
FRM – FD(4) –0.0012 –0.0012 –1.0755 –1.0754 –1.0767 –1.0766–10.3826
NFRM – FD(5) –0.0006 –0.0006 –0.9555 –0.9556 –0.9562 –0.9562 –10.1929
ATM – FD(6) –0.0001 –0.0001 –0.3837 –0.3837 –0.3838 –0.3838–10.3182
NATM – FD(7) –0.0018 –0.0018 –1.4382 –1.4382 –1.4400 –1.4400 –10.3338
ACT – HCL(8) –0.4638 –0.4638 –2.2728 –2.2712 –2.7350 –2.7366 –1.1971
ACT – LICL(9) –0.9755 –0.9755 –2.6091 –2.6077 –3.5846 –3.5832 –4.0198
BUTY – HCL(10) –1.2529 –1.2529 –4.3970 –4.3924 –5.6499 –5.6453 –3.0173
BUTY – LICL(11) –1.8470 –1.8470 –4.4627 –4.4652 –6.3096 –6.3121 –10.8380

dEnergy values are in kcal/mol. The corresponding values of∆N1st and∆N2nd are given in Table 1. LRM (eq (3.34)) and SRM (eq
(3.35)) have been used to calculate the IE of the complexes SUC–BUTL(1) to NATM–FD(7) and ACT–HCL(8) to BUTY–LICL(11),
respectively.
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Figure 3.1: Multiple site based
interactions pattern by localized
reactive model (LRM) between
acid, amide, and formamidine,
where X = –H, –CH3 refer to for-
mamide and acetamide, respec-
tively, and in all cases Y is –H. In
the case of N–methyl derivatives,
Y is –CH3.
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H Figure 3.2: Multiple site based in-
teractions pattern by smeared reac-
tive models (SRM) between acety-
lene, butylene, H+, and Li+, where
R = –H and –CH3 refer to acetylene
and butylene, respectively.

Figure 3.3: Maximum, average,
and minimum deviation of inter-
action energy calculated through
local HSAB (eqs (3.34) and (3.35))
and conventional methods (eq
(3.38)).
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[17] Parr, R. G.; Szentpály, Lv.; Liu, S.J. Am. Chem. Soc.1999, 121, 1922.
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CHAPTER 4

Understanding the Site Selectivity in

Small-Sized Neutral and Charged Aln

(4≤ n ≤ 7) Clusters Using Density

Functional Theory Based Reactivity

Descriptors: A Validation Study on

Water Molecule Adsorption

Aluminum clusters are now technologically important due totheir high catalytic activity.

Our present study on the small-sized aluminum clusters applies density functional theory

(DFT)-based reactivity descriptors to identify potentialsites for adsorption and eventual

chemical reaction. Depending on symmetry, susceptibilityof various type of reactive

sites within a cluster toward an impending electrophilic and/or nucleophilic attack is

predicted using the reactivity descriptors. In addition, the study devises general rules as

to how the size, shape, and charge of the cluster influences the number of available sites

for an electrophilic and/or nucleophilic attack. The predictions by reactivity descriptors
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are validated by performing an explicit adsorption of watermolecule on Al clusters with

four atoms. The adsorption studies demonstrate that the most stable watercluster com-

plex is obtained when the molecule is adsorbed through an oxygen atom on the site with

the highest relative electrophilicity.
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4.1 Introduction

During the last two decades aluminum based clusters have attracted considerable

amount of interest due to their catalytic properties.[1–5]Their catalytic properties are

comparable with those of transition metal clusters such as Au, Pt, Pd etc.[6–10] These

properties are specifically seen in small sized Al clusters viz., between 2–50 atoms.[11–

15] In this size range, the catalytic property is seen to be size specific and this makes them

attractive especially in the area of nanocatalysis.[16, 17] Aluminum nanoclusters[18–20]

and aluminum nitrides[21] are the most prominent and well studied systems among the

aluminum based clusters for the catalytic properties. Interestingly, small sized aluminum

nanoclusters are also reported to behave as super atoms[22,23] which can potentially

lead to a huge impact in the area of nanoscience.[24–26] Following this understanding,

many experimental and theoretical studies have attempted to address or investigate the

structure-property (catalytic property) correlation within the aluminum clusters.[27–32]

Khannaet al. have shown that some of the aluminum clusters are reactive towards even

less reactive hydrocarbons.[43, 44] Several diatomic molecules such as H2,[31, 34, 35]

D2,[36, 37] O2[14, 38] etc. are seen to adsorb very strongly on aluminum clusters. Ox-

idation and photochemical reactions[39–41] on aluminum cluster anions are also being

explored experimentally as well as theoretically and a tendency to form alumina-oxides

is noted.[42] One of the significant experimental and theoretical study is a report by

Johnsonet al.[33] which clearly demonstrates that the oxidation behavior of metal clus-

ter depends upon size, stoichiometry and ionic charge. However, a more surprising result

is that a high energy bond in N2 molecule is cleaved following a chemisorption on alu-

minum clusters in the size range of 44 to 100 atoms.[45] The N2 adsorption has also

been theoretically studied by Romanowskiet al.[46] and Pal and co-workers.[47] Impor-

tant conclusion of the above studies is that the reactivity of aluminum clusters critically

depends on not only cluster size but also on its shape. The highlight of this finding is
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that a high energy conformation can at times be more catalytically active as compared

to the ground state conformation. This increases the complexity in identifying the most

catalytically active conformation within a given size. Hence, there is now a necessity to

diagnose some leads in identifying catalytically most promising cluster.

In a recent paper, Khanna et al.[48] have brought out factorsthat make a cluster

reactive or other wise. They have, in their work analyzed themechanism behind the dis-

sociative chemisorption of water to produce hydrogen gas invarious neutral and charged

aluminum clusters.[48] They examined the reactions ofAl−n + H2O where n= 7–18,

and have shown that the complementary active sites[49] playa predominant role in the

chemisorption. In other words, clusters with pair of adjacent sites, which behave as Lewis

acid and Lewis base, redistribute the charge within a cluster and hence are responsible for

the remarkable reactivity exhibited by it. Following theirwork, Henryet al. also noticed

the same on charged and neutral aluminum clusters and determined the comparative re-

action barriers and enthalpies for both neutral and singly charged clusters.[50] Few other

groups have also theoretically addressed the Al–H2O reaction mechanisms.[51, 52]

Thus, if a cluster with complementary active sites is identified, it will help greatly

in potential applications of aluminum clusters in nanocatalysis.[53, 54] Hence, in this

work, we aim to identify the aluminum clusters with complementary reactive sites. For

this purpose, we have chosen clusters with 4–7 atoms in neutral, cationic and anionic

states. One of the approaches to identify complementary active sites is by using density

functional based reactivity descriptors.[55] We have discussed in detail the response of

various sites in clusters toward an impending an electrophilic or a nucleophilic attack.

For this purpose, relative nucleophilicity and electrophilicity of the various aluminum-

clusters are calculated and an analysis of this is presentedin section IV–A. Following

the identification of potential reactive cluster, we carry out an explicit water molecule

adsorption on few of the clusters and validate the results obtained from the reactivity

descriptor based studies.
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4.2 Theoretical Methods

The ground-state energy of an atom or a molecule, in DFT, is expressed in terms of

electron densityρ(~r).[56] The response ofρ(~r) to the number of electrons is called as

Fukui functionf(~r).[55] Thus,f(~r) is defined as,

f(~r) ≡ (
δµ

δv(~r)
)N = (

δρ(~r)

δN
)v(~r) (4.1)

Hereµ and N represent the chemical potential and the total number of electrons of the

system respectively.v(~r) is the external potential (i.e., the potential due to the positions

of the nuclei plus applied external field, if any) at position~r of the chemical species.f(~r)

is called as the Fukui function (FF). The middle term i.e( δµ
δv(~r)

)N of equation 1 measures

the sensitivity of a chemical potential to an external perturbation at a particular point.

( δρ(~r)
δN

)v(~r) shows change of electron density for a system with N number ofelectrons. The

N discontinuity problem of atoms and molecules in eq. 1 leadsto the introduction of both

right and left hand side derivatives at a given number of electrons[57–59],N0(= N). By

the finite difference method, using electron densities ofN0, (N0+1) and(N0−1) electron

systems, FF’s for nucleophilic and electrophilic attack can be defined respectively as,

f+(~r) ≡ ρN0+1(~r) − ρN0(~r) (4.2)

f−(~r) ≈ ρN0(~r)− ρN0−1(~r) (4.3)

and for radical attack

f 0(~r) ≈
1

2
(ρN0+1(~r)− ρN0−1(~r)) (4.4)

Here,ρN0(~r), ρN0+1(~r) andρN0−1(~r) are the electron densities of N0, (N0+1) and (N0−1)

electronic systems at a particular point~r. f+(~r) and f−(~r) are known as local elec-

trophilicity and nucleophilicity respectively.
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Parr pointed out, in the frozen core approximation,f+(~r) andf−(~r) can be approx-

imated with the density of lowest unoccupied molecular orbital (LUMO) and highest

occupied molecular orbital (HOMO).

f+(~r) ≈ ρLUMO(~r) (4.5)

measures the reactivity toward a nucleophilic reagent

f−(~r) ≈ ρHOMO(~r) (4.6)

measures the reactivity toward a electrophilic reagent and

f 0(~r) ≈
1

2
(ρHOMO(~r) + ρLUMO(~r) (4.7)

measures the reactivity toward a radical reagent. Here,ρHOMO(~r) andρLUMO(~r) are the

densities of HOMO and LUMO respectively.

To describe the site reactivity or site selectivity, Yang and Mortier[60] proposed the

condensed FF’s for an atom k. The condensed electrophilicity for an atom k is defined

as,

f+
k ≈ qN0+1

k − qN0
k (4.8)

similarly condensed nucleophilicity for an atom k is definedas,

f−
k ≈ qN0

k − qN0−1
k (4.9)

The condensed reactivity descriptor of the site, appropriate for the radical attack is

f 0
k and can be defined as,

f 0
k ≈

1

2
(qN0+1
k − qN0−1

k ) (4.10)

where, qN0

k , qN0+1
k and qN0−1

k are the electronic populations on the atom k for N0,

(N0 + 1) and (N0 − 1) electron systems, respectively.
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Royet al. proposed a new set of relative indices which are more appropriate for intra

molecular reactivity[61, 65]. The condensed relative electrophilicity of an atom k can be

defined as,

f elk ≈
f+
k

f−
k

(4.11)

similarly relative nucleophilicity

fnuk ≈
f−
k

f+
k

(4.12)

f elk or fnuk are found to be very effective in comparing site reactivity across the

molecule. A site withf elk > fnuk is favorable for a nucleophilic attack, while a site with

fnuk > f elk is clearly a site favorable towards an electrophilic attack. A site with f elk is

nearly equal tofnuk is likely to both give or take electrons with equal ease making it an

amphiphilic site, likely to participate in both oxidation and reduction chemical reactions.

4.3 Computational Details

Various conformations of Al4, Al5, Al6, and Al7 are generated and optimized in mono

positive, neutral and mono negative charge states. All the structures are optimized

at DFT[62, 63] level of theory using Gaussian 09 software package[64] with aug-cc-

PVTZ[66, 67] basis set and B3PW91 functional.[68–71] This functional has proved to

be suitable to describe such kind of systems.[72–74] Harmonic vibrational frequencies

and binding energies are computed for all the conformationsat the end of optimization.

Before calculating the relative reactivity descriptor thetotal binding energy of each clus-

ter is calculated as,

EB.E = nEAl − EAln (4.13)

HerenEAl is total energy of free atoms andEAln is energy of the cluster.
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Only conformations with all positive frequencies are takenfor further study of site

selectivity using reactivity descriptors. To obtain the reactivity descriptor at a given

site, single point energy calculation is done at DFT/B3PW91/aug–cc–PVTZ level on the

charged counterparts by maintaining them at the optimized geometry of the neutral con-

formation. Finite difference approximation is consideredto calculate Fukui functions as

discussed in the Section II. The condensed Fukui functions are calculated with Hirsh-

feld population analysis.[75] The relative reactivity descriptors are calculated from the

FF’s to evaluate the electrophilicity and nucleophilicityof various sites. Following the

reactivity descriptor calculations, water molecule is adsorbed at various sites of few Al4

clusters. Interaction energy of cluster–water complex is calculated as,

Eint
AB = EA + EB − EAB (4.14)

WhereEA andEB is the energy of monomer andEAB is the energy of complex.

4.4 Results and Discussion

4.4.1 Site selectivity of aluminum clusters using relativereactivity

descriptors

1. Al4 : The structure, electronic properties and the reactivity parameters for all theAl4

clusters are given in Table I and Table II. We begin our discussion with conformation

I which is stable in all three viz. neutral, positive and negative states. This conforma-

tion has the highest binding energy for an Al4 cluster in neutral, cationic and anionic

states. All three conformations have two sites, viz., A and Bwhich have distinct chemi-

cal environment and are situated alternatively. Sites A andB are bonded to each other of

2.49Å and 2.65̊A in neutral state. This structure does not show much charge redistribu-

tion among both the sites. Site A has higher relative electrophilicity (1.30) while site B

has higher relative nucleophilicity (1.25) value. Hence, sites A behaves as the site most
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probable for attack by nucleophile whereas sites B is most likely to be attacked by a an

electrophile. In positive and negative states, inter atomic bond distances are uniform as

shown in Table I. In both these conformations, there is a small amount of charge local-

ization on site B, with respect to site A. In positively charged conformation, the site A

is electrophilic and site B is nucleophilic In the negatively charged conformation, both

sites act as a electrophilic centers as seen from the reactivity descriptor values which are

2.54 and 1.41 for sites A and B, respectively.

The next conformation (II) is a pendant, which is also stablein all three charged

states. All three conformations have three chemically distinct sites, viz., A, B and C. Site

B is bonded to A and C and the two equivalent atoms of site A are connected to each

other. Compared to the neutral and negative conformations,the B–C and A–A bonds of

positively charged conformation are slightly elongated, while the trend is reverse for A

and B inter atomic distances. Site C is most positively charged atom in the neutral and

positively charged conformations, whereas, in negativelycharged conformation, charge

enriched sites are A atoms (–0.316). Sites A are electrophilic centers and site B is an

nucleophilic center in neutral and positively charged state. Site C is a nucleophilic cen-

ter in neutral cluster while in positively charged one relative electrophilicity and relative

nucleophilicity are nearly equal on this site. Such a site has been referred to as an am-

phiphilic site in one of the earlier papers.[76] it is an amphiphilic site. Sites B and C are

highly electrophilic centers in the negatively charge cluster.

Conformation III is tetrahedral in shape and is stable only in neutral and negatively

charged state. In case of positively charged conformation,one of the vibrational mode

is imaginary. Negatively charged conformation III is as equally stable as the negatively

charged conformation I. Binding energy of this conformation is 8.09 eV. Both the states

of conformation III have two distinct sites viz. A and B. It isseen from the Table II, that

the neutral conformation does not have much charged redistribution among both the sites.

However, in case of negatively charged conformation there is a small amount of charged

localization on site B, with respect to site A. Analysis of the relative reactivity descriptors
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reveals that site A is electrophilic and site B is nucleophilic in neutral conformation.

On the other hand, in the negatively charged conformation, both the sites behave as a

electrophilic centers.

Other two conformations we have studied here are stable onlyin one of the states with

the other two states have imaginary vibrational frequencies. Conformation IV is linear

and is stable in positively charged state. It has two distinct reactive sites viz. A and B.

There is a charge redistribution in the conformation IV. Site B has higher charge localiza-

tion as compared to site A. Site B is electrophilic center (with relative electrophilicity of

1.38) while site A is nucleophilic in nature (relative nucleophilicity is 1.31). Conforma-

tion V has a zigzag form and is stable in neutral state. It alsohas two chemically distinct

reactive sites viz. A and B . These two sites are situated alternatively. Compared to A–A,

A–B bond distance is higher by 0.06̊A. Hirshfeld charge shows that A is negatively

charged (-0.108) while B is positively charged (0.108). Site A is amphiphilic in nature

and site B is electrophilic as seen from the values of relative reactivity descriptors.

2. Al5 : The structure, electronic properties and the reactivity parameters for all the

studiedAl5 clusters are given in Tables III and IV. We have optimized several conforma-

tions for Al5 cluster. However, only few of them had all positive frequencies. We here

discuss the reactivity patterns in the clusters with all positive vibrational modes. Confor-

mation I is stable in two state viz., neutral, negative. Boththe conformations have three

chemically distinct sites viz. A, B and C. In the neutral state, site A and site B are bonded

to each other with an inter atomic distance of 2.60Å. Sites B and C are bonded through

a distance of 2.87̊A. Sites C and A are 2.49̊A apart from each other. Two equivalent

atoms(B) are connected by a bond distance of 2.57Å. In negative state, distance be-

tween site A and site C is larger by 0.07Å, whereas other inter atomic distances decrease

slightly as shown in Figure (second column of Table III). Theneutral conformation does

not show much charge redistribution among all the sites. However, in case of negatively

charged conformation, charge distribution is unequal. There is a small amount of charge
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localization on site A, with respect to other two. In neutralconformation, all the sites

have nearly equal relative reactivity descriptors. Thus, all sites are amphiphilic in na-

ture. On the other hand, in negatively charged conformation, site B has higher relative

electrophilicity (2.38) while site C has higher relative nucleophilicity (1.52) value. Thus,

site B behaves as an electrophilic center and site C as a nucleophilic center. Site A is a

weaker electrophilic center as compared to site B.

Conformation II is stable in neutral and positively chargedstates. In negatively

charged conformation, one of the vibrational modes is imaginary. This conformation

has higher number of chemically distinct reactive sites. Both the states have four distinct

reactive sites viz. A, B, C and D. Site B is connected to two equivalent atoms viz., A

which are in turn is connected to site C. Site C connected to site D. Compared to the

neutral conformation the C–D and A–B inter atomic distance of positively charged con-

formation is larger by 0.19̊A and 0.23̊A respectively. The reverse is observed in the other

bonds. It has been shown from the Table II that there is a charge localization in site B

in both the states. However, greater charge localization isseen for the positively charged

conformation. Relative reactivity analysis indicates that sites D and B are electrophilic

in the order D> B. Sites A and C are nucleophilic in the order of A> C. On the other

hand, in the positively charge conformation, site C and siteD have higher relative elec-

trophilicity (1.38 and 1.12 respectively) values. Site A isamphiphilic in nature, while

site B is nucleophilic, as predicted by the relative reactivity descriptors.

Other two conformations are stable in only one of the chargedstates. Other states

have imaginary vibrational frequencies. Binding energy analysis shows that among the

all Al 5 conformations these two clusters are most stable with binding energy values of

8.28 eV and 32.45 eV for conformation III and conformation IVrespectively. However,

we present their reactivity descriptors for the sake of completeness. Conformation III is

stable in neutral state. It has three unique sites viz. A,B and C. A–B, A–C, B–C and

B–B inter atomic distances are 2.60Å, 2.51Å, 2.78Å, are 2.47̊A respectively. There is

a very little charge distribution in the conformation III. Site A is electrophilic and site
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B are amphiphilic in nature according to the relative reactivity descriptor analysis. Site

C acts as a nucleophilic site. Conformation IV is stable in positively charged state. It

also has three distinct reactive sites viz. A, B and C. Inter atomic distance between

site A and site B is comparatively higher than in other bonds.Site A and site B are

electrophilic in nature, whereas, site C behaves as an nucleophilic site due to its higher

relative nucleophilicity value.

3. Al6 : Structure, electronic properties and the reactivity parameters for allAl6 clus-

ters are given in the Table V and Table VI. We have chosen two conformations for this

cluster size. Conformation I is octahedral and is stable in three states viz., neutral, posi-

tive, and negative states. All the states of this conformation have higher binding energies

as compared to the other conformations. In neutral and negative states, all the atoms are

equivalent i.e it has one chemically distinct site viz., A. In both these states bond distance

is identical. Interestingly, in both these conformations,charge is uniformly distributed

among the all six atoms. The reactivity descriptors indicate that in the neutral conforma-

tions all the sites are amphiphilic in nature. On the other hand, in the negatively charged

conformation all the sites are electrophilic in nature. In the positively charge conforma-

tion, the cluster modifies marginally to result in two chemically distinct sites viz., A and

B. In this conformation, alternate inter atomic distance between sites A are 3.19̊A and

2.52Å, respectively, while the alternate bond distances betweensites A and site B are

2.95Å and 2.66̊A respectively. This leads to a charge redistribution withinthe cluster, as

seen from the Table V. Site A of positively charged conformation is amphiphilic and site

B is weakly electrophilic.

Conformation II also stable in all the three states. Neutralconformation is unsym-

metrical leading to six chemically distinct sites, viz.,. A, B, C, D, E and F. A-B and D-E

inter atomic distances are equal (2.52Å). Positive and negatively charged conformations

have four distinct sites viz. A, B, C and D. The A–A and A–B inter atomic distance

are larger ( 0.2̊A) in positively charged conformation than negative one. On the other

hand, other bonds distances are lower by 0.18Å Neutral and positive conformations do
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not exhibit much charge redistribution unlike the negatively charged conformation which

has 0.24 electrons localized (–0.24) on site D. Analysis of relative reactivity descriptors

reveals that in the unsymmetrical neutral conformation, electrophilic sites are B, C, E

and F in the order of E> C> F> B . Site D behaves as an nucleophilic center (relative

nucleophilicity 1.54). Site A is very weakly nucleophilic.However, in case of positively

charged conformation sites A and D are strong electrophiliccenters followed by site B.

Site C is only nucleophilic site. In the negatively charged conformation, all sites are

electrophilic in nature.

4. Al7 : Table VII describes the structure, electronic properties and the reactivity

parameters for the studiedAl7 cluster. Conformation I is stable in the neutral and neg-

atively charged states. Both the structures have five chemically distinct sites viz A, B,

C, D and E. In the negatively charged conformation most of theinter atomic distances

are higher as compared to the neutral one except for A–E and B–C bonds. Charge in the

neutral conformation is almost equally distributed on all the seven atoms. On the other

hand, more charge is localized on site D (–0.23) in the negative conformation. According

to above discussion, sites A and C are nucleophilic and site Dis electrophilic in neutral

state. B and C are amphiphilic centers. In the negative conformation all sites are elec-

trophilic with the exception of site C which is amphiphilic.Binding energies of neutral

and negatively charged clusters are 14.51 eV and 16.92 eV, respectively.

It is important to note here that the reactivity trends within above studied atomic

clusters (relative electrophilicity or nucleophilicity)are in some cases different to the

trend implied by the atomic charges. Relative reactivity descriptors for a given site (f elk

andfnuk ) are a ratio of two individual descriptors viz. nucleophilic Fukui function (f+(~r))

and electrophilic Fukui function (f−(~r)) of that particular site. The individual descriptors

are, in turn, calculated from the difference of the electronic population between charged

states for a particular site. Hence, as compared to the absolute atomic charge, it is more

reliable reactivity descriptor of a chemical environment.In other words, a negatively

charged site may be more prone to accept electrons and behaveas a electrophilic site
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as indicated by the higher relative electrophilicity values. Similarly in spite of being

positively charged, a particular site can be more prone to electrophilic attack as indicated

by its higher relative nucleophilicity.

4.4.2 Understanding the site selectivity in aluminum clusters using

explicit water molecule adsorption: Case study on Al4

A case study of water molecule adsorption has been carried out onAl4 cyclic and pen-

dent conformations. It is expected that a site with higher value of relative electrophilicity

will form a stronger bond with the oxygen atom of water molecule (or alternatively, the

site with higher relative nucleophilicity will form stronger bond with one of the hydro-

gen atoms of the water molecule). Neutral and positive conformations of cyclicAl4 have

two chemically distinct sites each viz., A and B. Site A (Table I) has higher relative

electrophilicity in both cases. As seen from the Table VIII,neutral cyclic conformation–

water molecule complex has an interaction energy of 0.75 eV for the site A as com-

pared to the 0.27 eV for the site B. Similar observation is seen in case of positive cyclic

Al4 conformation-water complexes. Interestingly, in case of both neutral and positively

charged cyclicAl4 conformations, we have alternating electrophilic and nucleophilic

sites. In case of negatively charged cyclicAl4 conformation, water molecule adsorbs

strongly on both the sites. However, upon adsorption the structure modifies itself into

a square conformation. The water molecule dissociates intoOH− andH+. Thus, while

the high electrophilicity on both the sites favors the adsorption ofH2O via O atom, ab-

sence of adjacent nucleophilic sites makes the conformation unstable after adsorption.

On the other hand, in case of neutralAl4 pendent conformation, electrophilic site A ad-

sorbs water molecule with an interaction energy of 0.29 eV. This is much less than the

corresponding value for cyclicAl4 conformation (site A), a cluster with alternating nu-

cleophilic and electrophilic sites. Similar consistent observations are also noted for other

Al clusters whose results are not reported here.
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4.5 Conclusion

In the above work, we have attempted to understand the site selective reactivity patterns

in Al clusters with 4–7 atoms. Our work shows that reactivitychanges as function of

both size, and charge of the clusters. Reactivity descriptors can effectively be used as

screening tool to isolate clusters with higher reactivity as well as clusters with alter-

nating lewis acid base sites. Among neutral, positive and negatively charged clusters,

negatively charged Al clusters are seen to have strongest electrophilic centers. Positively

charged and neutral clusters have alternating electrophilic and nucleophilic centers. The

water molecule is expected to adsorb strongly on all the electrophilic centers via the

oxygen atom and this is validated in our water adsorption case studies. While the water

molecule adsorbs strongly on the electrophilic centers of positive and neutral clusters, the

adsorption is followed by water molecule dissociation in the negatively charged clusters.

However, due to the absence of adjacent nucleophilic centers in the negatively charged

clusters the cluster is seen to undergo structural fluxionality. This is consistent with ob-

servations in earlier reports that negatively charged Al clusters are more catalytically

active clusters for the case of water splitting.
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Table 4.1: Structural, Electronic and Reactivity Parameters of Al4 conformations. The
values given next to the conformations in column II of the table correspond to the inter–
atomic distances (in̊A) between various unique sites.

State Structure Total Binding energy Sites Hirshfeld felk fnu
k

(eV)

A 0.009 1.300 0.770
5.51

Neutral
(I) B –0.009 0.800 1.254

Positive A 0.225 1.027 0.9734
(I) 23.63

B 0.275 0.966 1.035

Negative A –0.239 2.536 0.394
(I) 8.09

B –0.260 1.416 0.706
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Table 4.2: Structural, Electronic and Reactivity Parameters of Al4 conformations. The
values given next to the conformations in column II of the table correspond to the inter–
atomic distances (in̊A) between various unique sites.

State Structure Total Binding energy Sites Hirshfeld felk fnu
k

(eV)

A –0.015 1.272 0.786

Neutral 5.21 B –0.100 0.706 1.418
(II)

C 0.131 0.917 1.090

A 0.240 1.023 0.977

Positive 23.47 B 0.0317 0.945 1.058
(II)

C 0.488 0.998 1.002

A –0.316 0.943 1.061

Negative 7.27 B –0.202 1.774 0.564
(II)

C –0.165 5.993 0.167
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Table 4.3: Structural, Electronic and Reactivity Parameters of Al4 conformations. The
values given next to the conformations in column II of the table correspond to the inter–
atomic distances (in̊A) between various unique sites.

State Structure Total Binding Energy Sites Hirshfeld felk fnu
k

(eV)

A –0.006 1.396 0.716
Neutral 5.31

(III)
B 0.006 0.763 1.310

A –0.239 2.542 0.393
Negative 8.09

(III)
B –0.257 1.415 0.707

A 0.138 0.762 1.312
Positive 23.28

(IV)
B 0.363 1.387 0.721

A –0.108 1.001 0.999
Neutral 4.17

(V)
B 0.108 1.098 0.911
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Table 4.4: Structural, Electronic and Reactivity Parameters of Al5 conformations. The
values given next to the conformations in column II of the table correspond to the inter–
atomic distances (in̊A) between various unique sites.

State Structure Total Binding Energy Sites Hirshfeld felk fnu
k

(eV)

A 0.016 1.043 0.959

Neutral 8.24
(I) B 0.007 1.070 0.934

C –0.045 0.954 1.049

A –0.242 1.543 0.648

Negative 10.60
(I) B –0.161 2.380 0.420

C –0.192 0.655 1.526

A –0.041 0.808 1.238

Neutral 7.13 B 0.026 1.167 0.859
(II)

C –0.059 0.936 1.069

D 0.122 1.424 0.702

A 0.147 0.995 1.006

Positive 31.88 B 0.260 0.704 1.420
(II)

C 0.078 1.389 0.720

D 0.368 1.127 0.887
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Table 4.5: Structural, Electronic and Reactivity Parameters of Al5 conformations. The
values given next to the conformations in column II of the table correspond to the inter–
atomic distances (in̊A) between various unique sites.

State Structure Total Binding Energy Sites Hirshfeld felk fnu
k

(eV)

A 0.036 1.088 0.919

Neutral 8.28
(III) B 0.000 0.980 1.020

C –0.073 0.850 1.177

A 0.155 1.049 0.954

Positive 32.45
(IV) B 0.222 1.046 0.956

C 0.246 0.807 1.243
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Table 4.6: Structural, Electronic and Reactivity Parameters of Al6 conformations. The
values given next to the conformations in column II of the table correspond to the inter–
atomic distances (in̊A) between various unique sites.

State Structure Total Binding Energy Sites Hirshfeld felk fnu
k

(eV)

Neutral 11.13 A 0.000 1.019 0.982
(I)

A 0.179 0.994 1.006

Positive 41.24
(I)

B 0.141 1.023 0.977

Negative 13.92 A –0.167 1.300 0.769
(I)
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Table 4.7: Structural, Electronic and Reactivity Parameters of Al6 conformations. The
values given next to the conformations in column II of the table correspond to the inter–
atomic distances (in̊A) between various unique sites.

State Structure Total Binding Energy Sites Hirshfeld felk fnu
k

(eV)

A -0.008 0.973 1.028

B 0.005 1.035 0.966

10.39 C 0.002 1.226 0.816
Neutral

(II) D 0.008 0.648 1.544

E 0.0136 1.676 0.597

F –0.020 1.181 0.847

A 0.189 1.144 0.874

B 0.122 1.050 0.952
Positive 41.02

(II) C 0.190 0.908 1.101

D 0.188 1.137 0.887

A –0.186 1.634 0.612

B –0.125 1.482 0.675

Negative 13.04 C –0.133 1.051 0.951
(II)

D –0.243 1.838 0.544
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Table 4.8: Structural, Electronic and Reactivity Parameters of Al7 conformations. The
values given next to the conformations in column II of the table correspond to the inter–
atomic distances (in̊A) between various unique sites.

State Structure Total Binding Enenrgy Sites Hirshfeld felk fnu
k

(eV)

A -0.007 0.876 1.142

B 0.006 1.010 0.990

Neutral 41.51 C 0.006 1.013 0.987
(I)

D 0.0038 1.258 0.795

E -0.007 0.877 1.140

A -0.141 3.250 0.308

B -0.115 2.116 0.4727

Negative 16.92 C -0.140 0.996 1.004
(I)

D -0.231 1.042 0.960

E -0.115 1.081 0.925
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Table 4.9: Interaction energy of water adsorption onAl4 conformations.

State Structure Water adsorption site Interaction energy (eV)

Neutral A 0.75

Neutral B 0.27

Positive A 1.72

Positive B 1.56
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Table 4.10: Interaction energy of water adsorption onAl4 conformations.

State Structure Water adsorption site Interaction energy (eV)

Negative∗ A 1.81

Neutral A 0.29

∗This conformation undergo structural fluxionality. Optimize geometry is a square structure.
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CHAPTER 5

Dinitrogen Activation by Silicon and

Phosphorus Doped Aluminum Clusters

N2 reduction is crucial for life and very few catalysts are currently available to carry

out this process at ambient temperature and pressure. In thepresent work, density func-

tional theory based calculations reveal doped aluminum clusters to be highly reactive

towards molecular nitrogen and hence are prospective materials for its activation at low

temperatures. Calculations on silicon and phosphorus doped aluminum clusters with

5–8 atoms demonstrate an enhanced N2 activation with respect to their pristine ground

state and high energy counterparts. This increased efficiency of N2 activation by doped

ground state Al clusters is corroborated by an increment of the N≡N bond length, red

shift in N≡N bond stretching frequency and adsorption energy (Ead). Ab initio molecular

dynamical simulations demonstrate consequential efficiency of doped clusters towards

dinitrogen activation at finite temperature. The ability ofdoped clusters towards acti-

vation of molecular nitrogen is site and shape sensitive. Inshort, this theoretical study

highlights the critical role of doping foreign impurities for future endeavors in the design

of a cost–effective, and efficient catalysts for N2 activation at ambient temperatures. This

observation may spur further studies in the field of aluminumnanocatalysis by doping

silicon and phosphorus atom in aluminum clusters.
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5.1 Introduction

Since the first discovery of a dinitrogen complex [Ru(NH3)5N2]2+ in 1965, many

experimental and theoretical groups have attempted to study dinitrogen activation on

various systems[1–10]. The activation of N2 (nitrogen fixation) is tremendously chal-

lenging due to its large bond dissociation energy (9.79 eV),HOMO/LUMO energy gap

(22.90 eV) and high electron affinity (1.80 eV). Moreover, N2 has a large ionization po-

tential (15.00 eV) and does not donate electrons either. Hence, cleaving of N2 bond to

produce NOx demands high temperature and particularly, occurs in a flashof lightning

and as a side product of combustion. The conversion of N2 into NH3 is a basic process

for life as fixed nitrogen is essential for the synthesis of nucleic acids and proteins. The

catalytic NH3 formation from N2 is an important industrial process and also requires N2

bond activation. The most productive method remains the Haber–Bosch process, which

requires both high pressure and temperature (150 to 350 atm and 350◦C to 550◦C ).[11]

In this context, N2 activation on metal clusters is an emerging area as it offersa

possibility of lower pressure and working temperature.[12–29] Fielicke and co-workers

have demonstrated N2 activation on neutral ruthenium clusters with 5 to 16 atoms.[30]

They observed a red shift of the N≡N bond stretch up to 1300 cm−1 and concluded

that the activation of N2 is highly structure sensitive and molecular binding is a major

channel for N2 adsorption on Ru surfaces. With the help of laser spectroscopic measure-

ments, Mankelevichet al. have produced vibrationally excited N2 on the heated tungsten

surface.[31] Theoretically, very recently, Royet al.[32] have modeled the dinitrogen ac-

tivation by solid Lin (n = 2, 4, 6, and 8) clusters with a red shift of the N≡N bond

stretching frequency up to 810 cm−1. They found that Li8 is the smallest cluster, able

to cleave the N≡N bond of the N2 molecule in a highly exothermic process. However,

Li being the lightest metal, solid Li clusters display properties such as a unusual spin

state,[33] structural fluxionality and complicated dynamics.[34]
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Among various metal clusters, it is seen that aluminum clusters are highly promising

catalysts for ammonia formation from N2 and H2.[35–37] In one of the first experimental

works by Jarrold and co-workers, it is demonstrated that when a Al+100 cluster melts,

the activation barrier towards N2 molecule decreases by nearly 1 eV.[37] This work is

followed by a more detailed experimental and theoretical study by the same research

group on Al+/−44 where it is seen that threshold energies for N2 decrease by 1 eV after the

cluster melts.[35] In other words, the cluster reactivity is seen to increase on melting due

to the volume change and atomic disorder. At 600K, the N2 embeds into the cluster with

an average N≡N bond increment up to 1.65̊A. This essentially means that Al+/−
44 is one

of the most reactive clusters towards N2 molecule.

Theoretically, N2 adsorption on Al clusters has been studied by few groups, such as

Romanowskiet al.[38] and Pal and co-workers.[39] Important conclusions of the above

studies are: (i) Geometry and electronic structure of excited Al clusters play an important

role in N2 dissociation. (ii) Dissociative chemisorption of N2 is an exothermic reaction

and, (iii) Catalytic ammonia formation on Al clusters turnsout to be a shape and size

sensitive reaction. In an another work, Booet al.[36] have investigated structure and

energetics of low–lying AlN3, Al3N, and Al2N2. Their results (MP2/cc-pVDZ level)

show that the N≡N bond length elongation is about 1.139Å with respect to its gas phase

value of 1.098Å. In short, pristine aluminum clusters which show catalyticactivity

towards N2 adsorption are high energy conformations (Excited State Conformations) in

different sizes which are obtained after heating the GroundState (GS) conformation.

Hence, it is a very natural demand to synthesize stable and catalytically active cluster in

ground state.

Doping is known to be an excellent way to enhance the catalytic properties of pure

clusters.[40–44] It is now possible to dope quantum dots with an exact, stoichiometric

number of dopant and that such control of the chemical structure is necessary to de-

velop future functional materials.[45, 46] Doping significantly effects charge localization

within the clusters and hence it is an elegant way of tuning the electronic environment

142



of atomic clusters. Doped aluminum clusters are in particular very promising candidates

for catalytic applications. In this respect, Khanna and co–workers.[47] reported an inter-

esting study on structure, stability and reactivity of magnesium doped aluminum clusters

towards oxygen. Their results showed that AlnMg−
m (4 ≤ n+m ≥ 15; 0 ≤ m ≥ 3) clus-

ters activate oxygen andHOMO–LUMO energy gap controls their reactivity with O2. Doping

of copper in aluminum cluster (AlnCu−;n= 11–34) has also been studied by the same group.[48]

In another work, Jianget al. indicated that the mixed Al–B clusters exhibit peculiar aromatic

behaviors.[49] Bergeronet al. reported that the Al13I2 cluster behaves chemically like the tri–

iodide ion, and in terms of stability, Al13Ix clusters are exceptionally stable for even number of

I atoms, while Al14Ix exhibits stability for odd number of I atoms.[50, 51] Kurkina et al. found

that the Fe, Co, and Ni impurities may be magnetic or non magnetic depending on the size of

the Aln cluster.[52] Yoshiyuki and co–workers have reported the stability of silicon doped Al13,

Al19 and Al21 usingab initio molecular–dynamics method.[53] Apart from the above mentioned

studies, the effect of doping on the reactivity and catalytic activity of aluminum clusters remains

largely unexplored.

In this paper, we set out to investigate the dinitrogen activation using silicon and phosphorus

doped aluminum clusters as catalyst. It is reported earlierthat small–sized Al clusters with 2

to 50 atoms are catalytically active and importantly, theirbehavior is seen to be size and shape

sensitive, making them as attractive candidate in nanocatalysis.[54–56] Hence, we have chosen

Al clusters with 5–8 atoms. The reasons for considering silicon and phosphorus as dopant in the

aluminum clusters are:

(i) to design cost effective catalyst and

(ii) substitutional doping of Si and P atom in Al clusters is highly exothermic,[57] indicating

higher stability of doped cluster as compared to its pristine analogue.

Various sites in a GS conformations are doped by either Si or Patom. Dinitrogen molecule

activation by the doped conformations is compared with the catalytic activity of the pristine GS

conformation as well as two representative Excited State (ES) pristine conformations towards

N2 molecule. Ab initio molecular dynamical studies are also carried out at two representative

temperatures (300K and 450K) on cluster–N2 complexes (Al8) to validate the results obtained by

geometry optimizations.
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5.2 Computational Details

The ground state (GS) and Excited State (ES) conformations for Al clusters with 5–8 atoms are

well reported in the literature.[58–60] We have taken 6 representative conformations for each

cluster size (5–8 atoms) and optimized them. Optimizationsrevealed that our ground state for

Al5, Al6, Al7, and Al8 is consistent with the ones reported in the literature. We have chosen the

GS and two ES in each cluster size for further study. The ES arechosen such that one of ES

lies within 1 eV above GS and the second ES lies between 1 eV–2 eV above the ground state.

The aim is to sample ES lying in different energy levels abovethe GS geometry. In order, to

evaluate the effect of doping on the catalytic activity, only the GS Al clusters are considered

with 5–8 atoms. Various atomic positions in each GS conformation are replaced with the either

Si or P atoms in order to have a doped Al conformation. As consequence, at least 4–5 doped

conformations are obtained for each GS aluminum cluster. N2 molecule is adsorbed in linear

and parallel modes on various atomic sites of a given cluster(GS, ES and doped cluster). Doped

clusters with highest adsorption energies towards N2 molecule and highest activation towards

N2 molecule are highlighted during the discussion. In order tofacilitate easy understanding, we

highlighted various definitions and abbreviations used thelater part of the text. GS refers to the

ground state conformation of Al cluster of a given size. ES refers to the excited state (high energy)

conformations of Al cluster in a given size. Doped–GS refersto the ground state conformation

of Al where one of the atoms has been substituted by either Si or P atom.

The electronic structure of all the clusters and their corresponding N2 complexes is investi-

gated using first–principles molecular orbital approach wherein the wave function is expressed

as a linear combination of atomic orbitals located on the atomic sites. All calculations are per-

formed using deMon.2.2.6 code.[61] All the geometries are optimized using the 1996 gradient–

corrected correlation functional of Perdew, Burke and Ernzerhof (PBE).[62] Aluminum, silicon,

phosphorus and nitrogen atoms are described using a DZVP basis set.[63] The auxiliary density

is expanded in primitive Hermite Gaussian function by usingthe GEN–A2 auxiliary basis set.

[64] Harmonic vibrational frequencies are computed for theoptimized geometries and all the fre-

quencies are found to be positive, confirming the structure to be a minima. Only the lowest spin

state is considered for pristine as well as doped clusters.
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Ab initio Born–Oppenheimer Molecular Dynamical (BOMD) simulationsare performed with

the most stable cluster–N2 complex at 300K and 450K on clusters with 8 atoms. Auxiliary

density functional theory is employed for the BOMD simulations.[65] At each temperature, the

complex is equilibrated for a time period of 10 ps followed bya simulation time of 40 ps. The

temperature of the complex is maintained using the Berendsens thermostat ( = 0.5 ps) in an NVT

ensemble.[66] It is well known that Berendsen thermostat does not produce an accurate NVT

phase space distribution.[67] However, the aim of the present work is to evaluate the extent of

N–N bond stretch at finite temperatures rather than have an accurate NVT space distribution. The

nuclear positions are updated using velocity Verlet algorithm with a time step of 1 fs. We hold

the total angular momentum of the cluster to zero, thereby suppressing the cluster rotation.

Adsorption energy of cluster–N2 complex is calculated as,

EadAB = –(EAB – EA – EB)

where EA and EB are the energies of the cluster and N2 molecule, respectively. EAB is the energy

of the cluster–N2 complex. Further, we have taken care of basis set superposition error (BSSE)

correction to calculate Ead by conventional method.

5.3 Results and Discussions

We begin our discussion with note on the ground state (viz. Al1
8) and two characteristic high

energy conformations (viz. Al2†
8 and Al3†8 ) of pristine Al8 cluster (see Table 1). Al–Al bond

lengths in isolated clusters and within N2 complexes, Al–N bond lengths in Al8–N2 complexes

with their adsorption energies, Ead is also given in the same Table. The high energy structures

chosen, differ nearly by 0.214 eV and 1.90 eV in energy respectively with respect to their ground

state analogue. The bond length and stretching frequency ofisolated N2 molecule is 1.121̊A

and 2333 cm−1 respectively. On adsorbing N2 molecule in parallel mode on Al1
8 cluster, the

N≡N bond is activated to 1.318̊A with a red shift of the N≡N stretching frequency to 1235

cm−1. The Al–N bond distances vary from 1.903Å to 2.998Å. The Ead of N2 on Al18 is 1.821

eV. Excited state conformations result in higher N≡N bond elongation as compared to ground

state conformation. The N≡N bond enhancement in Al2†
8 and Al3†8 is 1.353Å and 1.348Å

respectively and corresponding red shift of stretching frequencies are∼1169 cm−1 and∼1154
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cm−1 respectively. As compared to GS conformation, excited state (ES) conformations show

enhanced binding, towards dinitrogen with an Ead of 2.865 eV and 1.881 eV respectively. This is

further characterized by shorter Al–N bond lengths in ES–N2 complexes as compared to GS–N2

complex. In Al2†8 –N2 and Al3†8 –N2 complexes the Al–N bond lengths lie between 1.838Å to

2.325Å and 1.918Å to 2.344Å respectively. Thus, it prevails that ES pristine conformations act

as a better catalysts for the N≡N bond activation as compared to GS pristine conformations.

Tables 2 and 3 give trends of N2 adsorption on Si and P doped GS–Al8 conformations. Si and

P atoms are doped at A, B, C sites of Al1
8. Among the three different sites, cluster with Si doped

in site C (Al17SiC) and P doped in site B (Al17PB) are the most effective catalysts as they activate

the N≡N bond by 0.080Å and 0.030Å larger as compared to the pristine Al1
8 conformation

(see Table 1). Further, the activation of N≡N bond by Al17SiC is also larger as compared to the

activation by Al2†8 (0.045Å) and Al3†8 (0.048Å) clusters respectively. The significant activation

of the N2 molecule is also corroborated by an appreciable red shift inN≡N stretching frequency

(Al17SiC–N2 and Al17PB–N2 complexes show∼220cm−1 and∼55cm−1) as compared to ES–N2

complexes. Such elongated bonds with a red shift in IR stretching frequency have higher potential

for activation as seen in the literature.[21, 32, 68, 69] Notably, in doped clusters the Al–N bond

lengths are shorter than in pristine counterpart, indicating a strong adsorption of N2. In particular,

the Al–N bond lengths of Al17SiC–N2 and Al17PB–N2 complexes lie between 1.856̊A to 2.180Å

and 1.830Å to 2.422Å respectively. The Si–N bond and P–N bond in Al1
7SiC–N2 and Al17PB–

N2 complexes are 1.848̊A and 1.849Å respectively. Strong binding of N2 with doped clusters

as compared to its pristine analogue is further characterized by high adsorption energy ( 2.517

eV and 2.218 eV respectively) in Al1
7SiC and Al17PB clusters. In short, we observe a significant

enhancement in catalytic efficiency of GS–Al cluster after doping it with a single Si or P atom.

However, doping the other two sites (sites A and B for Si and sites A and C for P) does not

result in the same activation of N2 molecule. In Al17SiA–N2 complex, the N≡N bond elongates

to 1.300Å and stretching frequency is 1265 cm−1. N2 adsorbs in parallel mode on Al1
7SiA–

N2 with an Ead of 1.026 eV. Another cluster with Si dopant, Al1
7SiB significantly also activates

dinitrogen molecule (N≡=1.380Å andνN≡N = 1086 cm−1). This doped cluster–N2 complex

has the highest adsorption energy among the doped clusters.On the other hand, other P doped

clusters, Al17PA and Al17PC activate the N≡N bond to 1.206Å and 1.262Å respectively, with
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Ead of 2.108 eV and 2.218 eV respectively. The stretching frequencies are 1737 cm−1 and 1180

cm−1 respectively as shown in Table 3. However, during absorption of N2 molecule, pristine Al2†8

and Al3†8 , clusters with Si–dopant (Al1
7SiC), and P–dopant (Al17PA, Al17PB and Al17PC) undergo

structural fluctuation.

Ab initio BOMD simulations are performed to understand the cluster stability and activation

barriers of N2 adsorption in aluminum clusters at finite temperature. Simulations have been per-

formed at two different temperatures, 300K and 450K on pristine Al18–N2 complex and catalyti-

cally efficient doped clusters (Al1
7SiC–N2 and Al17PB–N2 complexes). Table 4 reports the N≡N

bond length fluctuation in Al18–N2, Al17SiC–N2 and Al17PB–N2 complexes at the two tempera-

tures. At 300K, in Al18–N2 complex, the average N≡N bond length is 1.361̊A with a fluctuation

of ±0.2Å. On the other hand, in Al17SiC–N2 and Al17PB–N2 complexes the N≡N bond has larger

fluctuations. The average N≡N bond lengths are 1.632̊A and 1.526Å (Fig. 1) with the fluc-

tuation of±0.4 Å and±0.3 Å respectively. Interestingly, these average N≡N bond lengths are

very close to the ones seen in Al+/−
44 –N2 complexes by Jarrold and co–workers.[35] At 450K,

fluctuations are higher and Al1
7SiC cluster (cluster with largest potential towards dinitrogen acti-

vation as shown in Table 2), cleaves the N≡N bond. Thus, Si as a dopant in aluminum clusters

(in particular, Al17SiC) generates catalytically sound clusters towards dinitrogen activation.

Molecular orbital (MO) analysis is done to understand the interaction of N2 with pristine

and doped 8 atom clusters qualitatively. All the HOMO–1, HOMO and LUMO pictures are

presented in the supporting information. Within the complex, N2 acts as a electron accepter

while cluster is an electron donor. HOMO–1, HOMO (Table S1) show a considerable overlap

between p–orbital of Al and N in Al18–N2 complex resulting in a strong Al–N bond. On the

other hand, greater molecular orbital overlap is expected in catalytically active doped cluster–

N2 complexes (viz., Al17SiC–N2 and Al17PB–N2 ) as compared to their pristine analogue, Al1
8–

N2 complex. Accordingly, it is seen from Table S1 that Si and P doped clusters show a more

significant overlap of p orbital of Al and Si (or P) with p orbital of N. Greater overlap in doped

complex is in line with the Al–N bond lengths which are shorter in the Al17SiC–N2 and Al17PB–N2

complexes as compared to Al1
8–N2 complex (see Tables 1 and 2). In contrast, similar type of MO

overlap is absent in the complexes in which fail to generate vibrationally excited N2 molecule

(see Table S2).
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Finally, Mulliken charge analysis gives a clear indicationof the extent of N2 activation in

different cluster–N2 complexes. In cluster–N2 complexes, there is an charge transfer from cluster

to the anti bonding orbital of N2 molecule leading to an elongation of the N≡N bond. A larger

charge transfer results in a larger increment of the N≡N bond. The amount of electron transfer

from Al18 cluster to N2 molecule during the complexation is 0.584, resulting increment of the

N≡N bond length to 1.318̊A as shown in Table 5. On the other hand, their is a substantial increase

of charge transfer in ES–N2 (Al2†8 –N2 and Al3†8 –N2) complexes as compared to GS–N2 complex.

Among the doped clusters, there is a larger charge separation in Al17SiC–N2 complex (amount

of electron transfer is 0.689) leading to maximum elongation of the N≡N bond length (1.398̊A),

yielding potentially efficient Al17SiC cluster toward N2 activation. Other cluster–N2 complexes

also show similar trend of N≡N bond elongation with charge separation between cluster and N2

fragments of cluster–N2 complex.

Studies on Al7, Al16Si and Al16P also exhibit similar trends as Al8, Al17Si and Al17P clusters.

The results of seven atoms clusters, pristine GS, Al1
7 and ES, Al2†7 , and Al3†7 clusters and their

N2 adsorbed complexes are compiled in the Table 6. Relative energies of this chosen ES con-

formations are 1.884 eV and 1.903 eV, respectively. Ground state conformation (Al17) with the

Ead of 1.648 eV, elongates the N≡N bond to 1.353Å which is also evident from a red shift in

the stretching frequency of N≡N bond to 1089 cm−1. As compared to the GS conformation, ad-

sorption on Al2†7 and Al3†7 leads to an additional increment of N≡N bond length by 0.032̊A and

0.055Å respectively with a larger red shift of N≡N stretching frequencies (975 cm−1 and 916

cm−1 respectively). Moreover, higher energy conformations, Al2†
7 and Al3†7 , bind strongly with

N2 (Ead are 1.654 eV and 3.459 eV respectively). Similar to Al8 clusters, doping of single Si and

P atom on the pristine Al7 cluster yield more catalytically efficient clusters towards N2 activation

as shown in Tables 7 and 8. In particular, Si and P atoms as a dopant on site B, among the three

sites, viz., A, B, and C (of Al7 GS) substantially activate the N≡N to 1.413Å and 1.483Å re-

spectively. The red shift of N≡N stretching frequency in Al16SiB–N2 and Al16PB–N2 complexes

are also (∼133 cm−1 and∼168 cm−1 respectively) larger than their pristine counterpart. The

Ead of doped clusters with N2 are 3.404 eV and 3.836 eV respectively. Interestingly, doping on

the other two sites (viz. Al16SiA, Al16SiC , Al16PA and Al16PB) also generates vibrationally excited

N2 molecule though to a lesser extent as compared to Al1
6SiB and Al16PB.
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Catalytic behavior of Al6 clusters and the role of doping on the same are abstracted in Tables

9, 10 and 11. As case of other clusters we have considered ground state (viz. Al16) and two high

energy conformations, Al2†
6 and Al3†6 . N2 adsorbs only in a linear mode on Al6 GS conformation.

Due to linear mode of adsorption, N2 binds weakly as compared to Al1
8, Al17 and Al15 clusters.

Contrastingly, ES conformations with less symmetry have stronger affinity to bind with dinitro-

gen. The N≡ bond activation and stretching frequencies in Al2†
6 –N2 and Al3†6 –N2 complexes are

1.388Å, 953 cm−1 and 1.394Å, 922 cm−1 respectively. Strong adsorption of N2 is confirmed

by large Ead which is 3.464 eV and –4.207 eV, respectively. Doping a single Si or P atoms in

GS Al16, Al15SiC and Al15PB show higher catalytic potential than all pristine analogues. Both the

clusters adsorb N2 in parallel mode with a red shift of stretching frequencies viz.,∼593 cm−1 and

∼ 706 cm−1. In summary, efficiency to produce vibrationally excited N2 among 6 atom clusters

is as follows: Al3†6 > Al2†6 > Al15PB > Al15PC > Al15SiC > Al15PA > Al15SiA > Al16 > Al15SiB .

Tables 12, 13 and 14 describe the catalytic efficiency of Al5 clusters towards N2 activation.

On parallel mode of adsorption, the N≡N bond is elongated in Al15–N2 complex by 0.084̊A and

red shift of N≡N bond stretching frequency is∼674 cm−1 as compared to isolated N2 molecule.

On the other hand, as expected, other two high energy(ES) conformations (viz. Al2†5 and Al3†5 ),

show larger potential to activate N2 molecule as clearly seen from the N≡N bond length elon-

gation and red shift of N–N stretching frequency (see Table 12). Additionally, N2 Ead on Al3†5

is reasonably higher (Ead is 2.130 eV). In this context, Al14SiC and Al14PB are the most effective

doped clusters within 5 atom clusters. Both the clusters have tendency to adsorbed N2 on parallel

mode leading to a stable cluster–N2 adduct. The N≡N bond elongation, red shift of the N≡N

bond stretching frequency and the adsorption energy on boththe doped clusters are 1.248̊A,

1408 cm−1, 1.143 eV and 1.183̊A, 1761 cm−1, 1.183 eV, respectively. This once again reveals

that a single Si and P atom doping significantly enhances catalytic potential of a pristine con-

formation towards N2 activation, the most challenging step for NH3 synthesis. However, doping

on site A (Al14SiA and Al14PA ) does not generate a catalytically sound cluster as site B and site

C do. The possible reason could be the linear mode of adsorption of N2 in this site, resulting

weak interaction between cluster and N2 ( 0.369 eV and 0.016 eV of Ead for Al14SiA and Al14PA

respectively).
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5.4 Conclusions

In conclusion, our combined DFT and BOMD calculations reveal that ground state aluminum

clusters when doped with a single Si or P atom are highly reactive and are capable of activating

nature’s most inert molecule viz., N2. Further, this activation of dinitrogen by doped Al clusters

is remarkably higher as compared to the pristine Al clusters(ground as well as excited state

conformations). N2 activation and its strong binding towards doped cluster is reflected by an

increment of N≡N bond length, red shift in N≡N bond stretching frequency, increase of N≡N

bond length fluctuations in N2 molecule at finite temperatures and moreover adsorption energy

of in cluster–N2 complex. Interestingly, the catalytic activity of doped cluster is site and shape

selective. The higher efficiency of doped cluster in conjunction with their preferential activation

of the nitrogen molecule once again demonstrates the overwhelmingly important contribution of

multi–metallic clusters in the area of nanocatalysis. The only other atomic clusters capable of

better N2 activation among so far reported in literature are Li clusters. However, greater thermal

and structural stability of doped Al clusters make them bestpossible catalysts for N2 activation

among the atomic clusters.
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Figure 5.1: Average of the N≡N bond length fluctuations in Al1
8–N2, Al17Si–N2 and

Al 17P–N2 complexes at 300K and 450K.
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Table 5.1: Ground and excited state conformations of Al8 and their corresponding N2
complexes.

Al18 νN≡N = 1235 cm−1

RE = 0.000 eV Ead = 1.821 eV
Al–Al = 2.542–2.852Å Al–N = 1.903–2.998Å

Al–Al = 2.638–3.336Å

Al2†8 νN≡N = 1164 cm−1

RE = 0.214 eV Ead = 2.865 eV
Al–Al = 2.613–2.891Å Al–N = 1.838–2.325Å

Al–Al = 2.595–2.964Å

Al3†8 νN≡N = 1179 cm−1

RE = 1.902 eV Ead = 1.881 eV
Al–Al = 2.591–2.901Å Al–N = 1.918–2.344Å

Al–Al = 2.591–2.949Å

Al N
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Table 5.2: Most effective site of Al1
7Si and Al17P clusters towards N2 activation.

Al17SiC Al17PB
νN≡N = 1014 cm−1 νN≡N = 1180 cm−1

C

BEad = 2.517 eV
Al–N = 1.856–2.180Å

Si–N = 1.848Å
Al–Si = 2.574–2.594̊A Ead = 2.218 eV
Al–Al = 2.568–3.362Å Al–N = 1.830–2.422Å

P–N = 1.849Å
Al–P = 2.448–2.741̊A
Al–Al = 2.532–2.953Å

Al Si P N
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Table 5.3: Other potential sites for N2 adsorption on Al17Si and Al17P clusters.

Al17SiA Al17SiB
νN≡N = 1265 cm−1 νN≡N = 1086 cm−1

A B

Ead = 1.026 eV Ead = 2.652 eV
Al–N = 1.921–2.112Å Al–N = 1.823–2.381Å

Si–N = 1.774Å Si–N = 1.863Å
Al–Si = 2.588–2.690̊A Al–Si = 2.504–2.821̊A
Al–Al = 2.598–2.827Å Al–Al = 2.581–2.934Å

Al17PA Al17PC
νN≡N = 1737 cm−1 νN≡N = 1180 cm−1

A

C

Ead = 2.108 eV Ead = 2.218 eV
Al–N = 2.009Å Al–N = 1.893–2.242Å
P–N = 1.624Å Al–P = 2.430–2.597̊A
Al–P = 2.540Å Al–Al = 2.556–2.973Å

Al–Al = 2.561–3.084Å

Al Si P N
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Table 5.4: The N≡N bond length fluctuations in Al1
8–N2, Al17Si–N2 and Al17P–N2 com-

plexes at 300K and 450K.
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Table 5.5: Mulliken charge analysis of the complexes in ground, excited and doped clus-
ters with N2 molecule

Cluster-N2 complex Charge on the Charge on the N≡N bond
cluster fragment N2 fragment elongation (̊A)

Al18–N2 0.584 –0.584 1.318
Al2†8 –N2 0.669 –0.669 1.353
Al3†8 –N2 0.657 –0.657 1.348
Al17SiA–N2 0.481 –0.481 1.300
Al17SiB–N2 0.664 –0.664 1.380
Al17SiC–N2 0.689 –0.689 1.398
Al17PA–N2 0.266 –0.266 1.206
Al17PB–N2 0.666 –0.666 1.348
Al17PC–N2 0.441 –0.441 1.262
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Table 5.6: Ground and excited state conformations of Al7 and their corresponding N2
complexes.

Al17 νN−N = 1089 cm−1

RE = 0.000 eV Ead = 1.648 eV
Al–Al = 2.580–2.933Å Al–N = 1.858–2.347Å

Al–Al = 2.614–2.948Å

Al2†7 νN−N = 975 cm−1

RE = 1.884 eV Ead = 1.654 eV
Al–Al = 2.532–2.842Å Al–N = 1.929–2.014Å

Al–Al = 2.565–2.925Å

Al3†7 νN−N = 916 cm−1

RE = 1.903 eV Ead = 3.459 eV
Al–Al = 2.528–2.920Å Al–N = 1.923–1.966Å

Al–Al = 2.592–3.079Å

Al N
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Table 5.7: Most effective sites of Al1
6Si and Al16P clusters towards N2 activation

Al16SiB Al16PB
νN−N = 956 cm−1 νN−N = 921 cm−1

B

B

Ead = 3.404 eV Ead = 3.836 eV
Al–N = 1.956–1.960Å Al–N = 1.944–1.953Å
Si–N = 1.856–1.860̊A P–N = 1.780–1.798̊A
Al–Al = 2.535–3.064Å Al–Al = 2.571–3.005Å
Al–Si = 2.631–3.287̊A Al–P = 2.544–3.043̊A

Al Si P N
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Table 5.8: Other potential sites for N2 adsorption on Al16Si and Al16P clusters.

Al16SiA Al16SiC
νN−N = 1396 cm−1 νN−N = 1062 cm−1

A

C

Ead = 1.611 eV Ead = 4.131 eV
Al–N = 2.005–2.227Å Al–N = 1.860–2.269Å

Si–N = 1.708Å Si–N = 1.905Å
Al–Si = 2.591–2.681̊A Al–Si = 2.545–2.905̊A
Al–Al = 2.566–2.791Å Al–Al = 2.696–2.908Å

Al6PA Al6PC
νN−N = 1050 cm−1 νN−N = 1574 cm−1

A

C

Ead = 2.429 eV Ead = 0.658 eV
Al–N = 1.875–2.522Å Al–N = 2.009–2.352Å

P–N = 1.824Å Al–P = 2.416–2.748̊A
Al–P = 2.399–2.401̊A Al–Al= 2.599–3.040Å
Al–Al = 2.601–2.976Å

Al Si P N
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Table 5.9: Ground and excited state conformations of Al6 and their corresponding N2
complexes.

Al16 νN−N = 2042 cm−1

RE = 0.000 eV Ead = 0.335 eV
Al–Al = 2.575–2.956Å Al–N = 2.044Å

Al–Al = 2.550–3.051Å

Al2†6 νN−N = 953 cm−1

RE = 0.342 eV Ead = 3.464 eV
Al–Al = 2.543–2.766Å Al–N = 1.911–2.326Å

Al–Al = 2.694–2.891Å

Al3†6 νN−N = 922 cm−1

RE = 0.856 eV Ead = 4.207 eV
Al–Al = 2.512–2.974Å Al–N = 1.927–2.275Å

Al–Al = 2.662–2.896Å

Al N
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Table 5.10: Most effective site of Al1
5Si and Al15P clusters towards N2 activation.

Al15SiC Al15PB
νN−N = 1739 cm−1 νN−N = 1627 cm−1

C

B

Ead = 1.092 eV Ead = 0.053 eV
Al–N = 2.152–2.171Å Al–N = 1.913–2.100Å
Al–Si = 2.555–2.577̊A Al–P = 2.487–2.568̊A
Al–Al = 2.693–2.737Å Al–Al = 2.698–2.867Å

Al Si P N
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Table 5.11: Other potential sites for N2 absorption on Al15Si and Al15P clusters.

Al15SiA Al15SiB
νN−N = 2015 cm−1 νN−N = 2088 cm−1

A

B

Ead = 0.874 eV Ead = 0.355 eV
Si–N = 1.186Å Al–N = 2.025Å

Al–Si = 2.551–2.581̊A Al–Si = 2.508–2.628̊A
Al–Al = 2.627–2.965Å Al–Al = 2.623–2.830Å

Al15PA Al15PC
νN−N = 2085 cm−1 νN−N = 1656 cm−1

A

C

Ead = 0.464 eV Ead = 0.617 eV
P–N = 1.823Å Al–N = 1.949–2.191Å

Al–P = 2.431–2.475̊A Al–P = 2.338–2.453̊A
Al–Al = 2.711–2.786Å Al–Al = 2.586–2.673Å

Al Si P N

162



Table 5.12: Ground and excited state conformations of Al5 and their corresponding N2
complexes.

Al15 νN−N = 1659 cm−1

RE = 0.000 eV Ead = 0.600 eV
Al–Al = 2.483–2.780Å Al–N = 1.891–2.349Å

Al–Al = 2.610–3.031Å

Al2†5 νN−N = 1610 cm−1

RE = 0.035 eV Ead = 0.715 eV
Al–Al = 2.489–2.866Å Al–N = 1.889–2.115Å

Al–Al = 2.678–2.760Å

Al3†5 νN−N = 1255 cm−1

RE = 1.196 eV Ead = 2.130 eV
Al–Al = 2.441–2.997Å Al–N = 1.988–2.268Å

Al–Al = 2.593–2.734Å

Al N
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Table 5.13: Most effective site of Al1
4Si and Al14P clusters towards N2 activation.

Al14SiC Al14PB
νN−N = 1408 cm−1 νN−N = 1761 cm−1

C

B

Ead = 1.423 eV Ead = 0.153 ev
Al–N = 2.029–2.125Å Al–N = 2.136–2.281Å
Al–Si = 2.467–2.522̊A Al–P = 2.276–2.278̊A
Al–Al = 2.658–2.923Å Al–Al = 2.649–2.822Å

Al Si P N
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Table 5.14: Other potential sites for N2 absorption on Al14Si and Al14P clusters.

Al14SiA Al14SiB
νN−N = 2061 cm−1 νN−N = 1798 cm−1

A

B

Ead = 0.369 eV Ead = 0.073 eV
Al–N = 1.984Å Al–N = 1.972–2.333Å

Al–Si = 2.464–2.492̊A Al–Si = 2.389–2.414̊A
Al–Al = 2.599–2.757Å Al–Al = 2.616–2.885Å

Al14PA Al14PC
νN−N = 2114 cm−1 νN−N = 1882 cm−1

A
C

Ead = 0.016 eV Ead = 0.189 eV
Al–N = 2.087Å Al–N = 2.339–2.373Å

Al–P = 2.343–2.286̊A Al–P = 2.305–2.469̊A
Al–Al = 2.620–2.765Å Al–Al = 2.640–2.879Å

Al Si P N
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[67] Gamboa, G. U.; José, M.; Pérez, V.; Calaminici, P.; K¨oster A. M.Int. J. Quant. Chem2010,

110, 2172–2178.

[68] Jena, N. K., Chandrakumar, K.R.S.; Ghosh, S. K.J. Phys. Chem. Lett.2011, 2, 1476–1480.

[69] Mondal, K.; Banerjee, A.; Ghanty, T. K.J. Phys. Chem. C2014, 118, 11935–11945.

170



CHAPTER 6

Effect on Structure and Stability of

Aluminum Cluster with the Successive

Gallium Substitution

Conformation and electronic charge on a aluminum cluster are two main factors governs its cat-

alytic property. However, little is known on the finite temperature behavior of various aluminum

cluster conformations. Much less is known the effect of doping with successive increasing ratio.

In this work, we have carried out ab initio density functional theory (DFT) based molecular dy-

namical simulations on pure and gallium doped with different proportion of Al8 clusters with an

aim of understanding the thermodynamic properties of ground state conformations as a function

of doping ratio. Our simulations reveal that cluster properties does not follow a monotonic rela-

tion with the increasing doping percentage. 12.5%, 25% and 37.5% doping of gallium (i.e Al7Ga,

Al6Ga2, and Al5Ga3) become liquidlike at much lower temperature (200 – 250K) than its pristine

Al8 analogue (450K). On the other hand cluster with 50% gallium doping (i.e Al4Ga4) remark-

ably stable (solidlike upto 600K) as compared to its pristine counterpart. In order to look into

the factors leading to the stabilization structural and electronic properties are analyzed. Factors

such as charge redistribution within the atoms and composition of molecular orbitals are seen to

contribute towards stronger Al–Ga bonds in Al4Ga4 thereby stabilizing it considerably.
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6.1 Introduction

Small size clusters in the size range of N=2–150, where N is number of atoms, are well

known to behave surprisingly different in respect to their bulk counterparts[1–7]. The finite size

behavior are reflected in most of their properties, like optical properties, energetics and equilib-

rium geometries, ionization potential, polarizabilities, etc. Stability of a class of clusters depends

on the filling up of geometric or electronic shell. The filled electronic shell yield magic number

cluster[8, 9]. Further, addition of an impurity significantly alter the finite temperature properties

of homogeneous clusters which makes them attractive in nanoscience[10, 11]. In the past decade,

few work are reported on the impurity doped metal clusters[12, 13]. Ourab inito molecular dy-

namics (BOMD) investigation shed light on a number of interesting aspects like modifications in

the equilibrium structures, trapping of an impurity, changes in the bonding characteristics due to

electron tranfer and enhancement in the stability and catalytic property. Many of these properties

get influenced by the relative difference in the valence, ionic radii, and electro–negativity.

Small clusters have large number of active coordinate site,unlike periodic surfaces, making

them tremendous applicability in the field of catalysis[14,15]. Moreover, these small size clusters

are highly effective in the area of nanoscience due to the alteration of active sites with the size

and shape of the cluster and the catalytic reaction on the active site happen at different finite

temperature. This isomarization confirm that there is a correlation between shape of the cluster

and its temperature. Hence, it is significant to understand the stability of a particular geometry at

its working temperature. This information is incomplete inthe literature still date and therefore a

limitation in its practical applications.

The analysis on heterogeneous clusters mainly dealing withthe ground state properties. A

number of experimental work have been reported about the thermal properties of the metal-

lic clusters[16–26]. Haberland and co–workers has studiedthe oxidation behavior of sodium

clusters[16]. They have concluded that the oxidization of Na clusters with 135–192 atoms by

a single oxygen molecule significantly lower both the melting points and the latent heats and

interaction between the pure and oxidized part of the cluster is responsible for the effect. In an

another combined experimental and theoretical investigation on Al+/−44 N2 clusters by Jarrold and
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co–workers revealed that the above statement is not valid onthis cluster[17]. They concluded

that the thermal behavior of the impurity doped systems is unpredictable for small clusters. The

same group further investigated the heat capacities for Aln−1Cu− clusters (n = 49–62) and equate

the findings with pristine Al+n clusters[18]. It is concluded from their study that a singleatom Cu

doping is responsible for either decrease or increase the melting points of the doped materials.

In the literature most of the studies of thermodynamic properties are reported on homoge-

neous clusters[27–38]. Computational investigation of heterogeneous clusters is much challeng-

ing due to the demand of higher length of configuration space for optimization of geometry. A

cluster with a few number of impurities can be seen as a simpler version of heterogeneous ma-

terials which has a substantial interest. Major issues laying on the effect of doped atoms on the

thermodynamic properties[39–44].Ab initio molecular dynamics simulations based on density

functional theory or classical potentials based study are describe in this area. Joshiet al. have

described elaborately a representative system of Li6Sn in which there is a competition between

covalent and ionic bonding, makes finite temperature behavior of this doped species much differ-

ent in respect to its pristine analogue, Li7 cluster[45]. Leeet al. have reported the electronic struc-

ture, equilibrium geometries, and the bonding nature in Li–Sn, and the thermodynamic properties

of Li clusters doping with Al atoms[46, 47]. Their conclusion is that the geometries of Li clusters

change drastically by adding of few impurities of Sn. Chandrachudet al. have explored the ther-

modynamic properties of aluminum and gallium clusters doping with few carbon impurities[48] .

Their important studies highlights the significant reduction in the melting temperature of the host

clusters upon doping there and, in the case of gallium, the carbon impurities alter the geometry

to icosahedral from decahedral. Krishnamurtyet al. conclude that the small clusters of Sin (n

= 15 and 20) become very unstable and fragment with heating upto approximately 1600 K[49].

Interestingly, Kumaret al. tuned the stability of a caged structure of Si cluster using aseveral

class of dopants. Specifically, they propose that a single impurity of transition metal atoms such

as Ti, Zr, and Hf increases the binding energy of Si16 and alter the geometry to a caged one, very

similar to cages of carbon[50–53]. Zorriasateinet al. have performed the fragmentation process

in Si16 prohibited by adding impurity of Ti atom[54]. A significant work by Ferrando and co–

workers in the frame work of classical inter-atomic potentials concluded that a single impurity

of Ni or Cu can able to shift dramatically the melting temperature of icosahedral zg clusters with
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tens to hundreds of atoms[55]. They observed that a few impurities in the central position causes

a significant relaxation of the strained icosahedral structure resulting better stability against ther-

mal disordering. All the theoretical studies prescribed a strong and direct correlation between the

geometric structure and the behavior of the heat capacity. Daset al. have investigated di–nitrogen

activation on Si and P atom doped aluminum clusters and they have concluded that a single impu-

rity of Si and P atom enhanced catalytic property of aluminumclusters dramatically as compared

to its pristine analogue[56].

Recently, Calvo and co–workers have studied the heat capacity of pristine and heterogeneous

water clusters with the help of exchange Monte Carlo simulations with several intermolecular

potentials[57]. They further observed that a small amount of impurity has tendency to shift the

melting point to a higher temperature in the small cluster (n=21) but the effect is considerably

reduced in the larger species having 50 molecules. The work of Lyalin et al. shows that the

addition of a carbon impurity in Ni147 lowers its melting temperature by 30 K[58]. This is mainly

due to excessive stress produced on the cluster lattice. Thedistortion of the system lattice leads to

the change in energetics as well as entropy of the cluster. The reduction of the melting temperature

of magic Lennard–Jones clusters due to a single impurity hasalso been observed.

Quite clearly the effect of a few impurities on the properties of host cluster can be quite

dramatic. In the present work, we investigate the finite temperature behavior of pristine Al8 and

gallium doped Al7Ga, Al6Ga2, Al5Ga3 and Al4Ga4 clusters. Since the impurity is known to

change the geometry as well as bonding substantially in the pristine cluster it is also expected to

change the finite temperature properties of the pristine analogue. In the doped cluster, there is a

finite amount of charge transfer from aluminum to gallium atom(s), resulting nature of bonding

changes metallic like to predominantly ionic like. This charge transfer has remarkable effect in

the finite temperature behavior of doped clusters hence, it effect on catalytic efficiency. We have

demonstrated that percentage of impurity has dramatic impact on the host cluster. 12.5%, 25%

and 37.5% doping of gallium significantly lower the melting temperature but 50% gallium doping

enhance the melting temperature of the cluster. Root mean square bond length fluctuation (δrms)

of gallium doped clusters is considerably lower than that ofpristine Al8 implying that expansion

of volume upon melting is reasonably less in that cluster. However, it is difficult to conclude

a direct correlation between the properties of the bulk alloys and small clusters but physics is
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originally same originating from the charge transfer whichresults into the strong ionic bond.

The paper is organized as follows. In Sec. 2 we describe briefly our computational and statis-

tical approaches. Results for the equilibrium geometries,nature of bonding and finite temperature

properties of pristine Al, Al–Ga and pristine Ga are given inSec. 3, and the conclusions are given

in Sec. 4.

6.2 Computational Details

All calculations are performed in the framework of density functional theory (DFT), using a

linear combination of Gaussian orbitals as implemented in deMon2k code[59]. All the pure and

doped clusters are optimized using the Perdew–Burke–Ernzerhof (PBE) exchange and correlation

functional[60] with DZVP basis set[61]. The A2 auxiliary functions are used to fit the charge

density[62]. The convergence of the geometries is based on gradient and displacement criteria

with a threshold value of 105 au and the criteria for convergence of an SCF cycle was set to

109. Only the lowest spin state is considered for all the Al clusters. Thus, the spin multiplicity

for an even electron (odd number of Al atoms) cluster is singlet and doublet for odd electron

(even number of Al atoms) clusters. Following the geometry optimization, harmonic vibrational

frequencies are computed for each cluster. All of the frequencies are found to be positive, thereby

indicating the conformations to be a local minima.

The optimized, lowest energy conformation is chosen as the starting conformation for all of

the molecular dynamical (MD) simulations. The finite temperature simulation for each cluster

is carried out implementing(ab initio) Born–Oppenheimer molecular dynamics (BOMD) using

the same exchange–correlation functionals and basis set described above[63]. The simulations

are carried out between 200K and 1600K. At each temperature,the cluster is equilibrated for

a time period of 10 ps followed by a simulation time of 40 ps. The temperature of the cluster

is maintained using Berendsens thermostat ( = 0.5 ps)[64]. The nuclear positions are updated

using a velocity Verlet algorithm with a time step of 1 fs. Theatomic positions and bond length

fluctuations of atoms are analyzed using traditional parameters such as root mean square bond

length fluctuations(δrms) and the mean square ionic displacements (MSDs). Theδrms is defined
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as

δrms =
2

N(N − 1)

∑

i<j

√

〈R2
ij〉t − 〈Rij〉2t

〈Rij〉t
(6.1)

where N is the number of particles in the system, rij is the distance between the ith and jth

particle in the system and〈...〉t denotes a time average over the entire trajectory. The MSD ofan

individual atom is defined as

〈R2
i 〉 =

1

M

M
∑

m=1

[Ri(t0m + t)−Ri(t0m]
2 (6.2)

where Ri(t0m) is the instantaneous position of atom i at t0 and Ri(t0m + t) is the corresponding

position of atom i after a time interval t.

6.3 Results and Discussion

6.3.1 Equlibrium geometries

We begin our discussion with the equilibrium geometries of pristine Al8, gallium doped Al7Ga1,

Al6Ga2, Al5Ga3 and Al4Ga4 and pristine Ga8 clusters as shown in figure 1. In each case of

doping, we first doped gallium impurity and then optimized. Optimized geometry of pristine Al8

clusters is a capped octahedral with the shortest bond length of 2.56Å and longest bong length

of 2.88 Å Doping with 1, 2, 3, and 4 atoms does not change the shape of thecluster but bond

lengths alter significantly. In Al7Ga1 cluster, the Al–Al bond length are varies between 2.55Å to

2.85Å. The Al–Ga bond length is 2.54̊A. On the other hand, in Al6Ga2, the Al–Al and Al–Ga

bond length varies from 2.56 – 2.86̊A and 2.54Å respectively. In Al5Ga3 the Al–Al and Al–Ga

bond lengths are 2.57 – 2.84̊A and 2.52 – 2.92̊A. Similarly in Al4Ga4, the Al–Al and Al–Ga

bond lengths are 2.57 – 3.27̊A and 2.54 – 2.90̊A. The Ga–Ga bond lengths are varies between

2.51 – 2.73Å in pristine Ga8 clusters.
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6.3.2 Thermodynamics

In this section we investigates the insight of the stabilityof pristine and Ga– atom doped alu-

minum clusters. Moreover we have also investigate the structure and stability of 8 atoms Ga clus-

ter. We begin with pristine Al8 clusters which vibrate around equilibrium position, called solid

like (‘I’) up to 550K. With increase the temperature vibration frequency of atoms increases which

leads to interconversion between several low energy conformations. This region is called struc-

tural fluctuanality (‘II’) state and it it observed up to 850K. Atomic movement further increases

rapidly with temperature and produces large number of high energy isomers called as liquid like

(‘III’) region. Pristine Al8 became liquid like as clearly seen fromδrms and MSD values (figure

6.3 and 6.4 respectively). Theδrms values up to 550K (solid region) is 0.15Å then it increases

to 0.25Å in the region ‘II’. Above the temperature of 850Kδrms became steady confirms liquid

like region of this cluster. Figure 6.4 highlights the MSD values of each atom at 400K, 600K,

1000K and 1200K. At 400K (solid like region) the MSD of each atom is quite small as in this

temperature atoms vibrate arround equlibrium position. MSD at 600K which is the region ‘II’

rapidly increases up to 12Å and then slowly increase with temperature. Several conformations

(ground state and high energy conformations) obtained during the simulation between 200K to

1600K are compiled in Figure 6.5.

Doping with one Ga atom alter the thermodynamic properties dramatically. Al7Ga1 cluster

became liquid like much earlier temperature as compared to its pristine analogue. It vibrate

around equilibrium position up to 240K (‘I’) which is much less ( 300K) as compared to its

pristine analogue. Above 240K it start transforming between different conformations (region

‘II’). Al 7Ga1 cluster became liquid like at 560K (‘III’).δrms (figure 6.6) gives clear indication of

the three different states of Al7Ga1 cluster. In the solid like region up to 240K,δrms is reasonably

low (¿ 0.1Å). At 560K ( region ‘II’) it has the values 0.2̊A and slowly increase in the region ‘III’.

MSD values of each atom as shown in table also explain the same. Mulliken charge distribution

(figure 6.2) indicate that there is a charge transfer from Al atoms to Ga atom in Al7Ga1 cluster.

Although charge transfer from Al to Ga atom make Al–Ga bond ionic in nature but unsymmetrical

charge distribution produces considerable stress in the system which is the source of instability.

Hence, Al7Ga1 became liquid like much earlier temperature as compared to its pristine analogue,
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Al8 cluster. Various isomers generated during the simulation between 200K to 1600K are shown

in figure 6.8.

Now we want to discuss the thermodynamic properties of Al8Ga2 cluster. Doping with two

Ga atoms yield the cluster Al8Ga2 which is slightly more stable as compared to Al7Ga1. Al6Ga2

cluster stable up to 360K. Unlike Al7Ga1 cluster, structural fluctuation region is reasonably large

(360K – 1500K) of Al6Ga2 cluster. Above 1500K it became liquid like.δrms and MSD of each

atom in various temperature are given in figure 6.9 and figure 6.10 respectively. Theδrms is less

than 0.1Å below 360K and it is increases up to 0.5Å at 1600K. MSD values also give clear

indications of the three region. Several conformations obtained during the simulation steps are

given in the figure 6.11.

The two gallium atoms doping in the two edge of Al8 makes a symmetrical Al8Ga2 cluster

(figure 6.1). Hence, charge redistribution is comparatively symmetrical in respect to one Ga

atom doped cluster. The Ga atoms of the upper and lower edge have the charge of−0.215 and

−0.200 respectively. All the Al atoms in the square planer position consist of positive charge

and the other two Al atoms which are nearest to upper and loweredge Ga atoms respectively are

negatively charge. This symmetrical charge redistribution enhance the stability of the Al8Ga2

cluster. On the other hand stability is enhanced by 70k of Al5Ga3 cluster in respect to Al6Ga2

but it is less stable than pristine analogue. Al5Ga3 cluster shows liquid like behavior above 750

K. The correspondingδrms and MSD values are compiles in figure 6.12 and 6.13 respectively.

Different conformations obtained during the simulation between 200 – 1600K are compiled in

figure 6.14

Doping with 50%, i.e 4 gallium atoms enhanced the cluster stability significantly. Aluminum

and gallium moves around equilibrium position up to 580k which is 30K higher than its pristine

analogue.δrms (figure 6.15) at 580k is>0.2Å. MSD value of each atoms at 400K (solid region)

is >0.1Å. Region ‘II’ survives up to 1100K. Several low energy conformations observed in this

region.δrms is>3 Å and MSD at 600K is>4 Å. MSD increases rapidly as atoms vibrates more

frequently with the temperature. Above 1100K, Al4Ga4 became liquid like which is evident from

δrms and MSD values.

We have also investigate the structure and stability of Ga8 cluster. This cluster has highest

stability among the considerate clusters in this thesis. Pristine Ga8 is stable up to 770K (δrms and
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MSD values are>1.5Å and 0.6Å respectively) which is 220K higher in respect to pristine Al8

cluster. Above this temperature vibration amplitude startincreasing and cluster inter–converts

between several low energy isomers. the span of structural fluctionality region is around 350K

(770 – 1120K). It goes to liquid like region beyond 1120K.δrms and MSD values are compiled

in figures 6.18 and 6.19 respectively. Selected conformations including low and high energies

during the simulation up to 40ps are given in the figure 6.20

It is well known that clusters are transit from a solid–like state to liquid–like state as a function

of temperature. Clusters evolves from solid to liquid like state via a structural fluctuation state

where atoms vibrate moderately and yields several low energy conformations. Every states carry

their own significance. The solid–like region is significantowing to the structural stability ( atoms

moves around equilibrium position ) and an affirmation of a constant electronic and geometric

configuration. This state is highly significant for applications where the clusters are applied

for their response properties, which are shape and size sensitive. The liquid–like region is a

more dynamic ( atoms have large vibration in this state), which is significant for the synthesis

of larger nanoclusters where a soft electronic and geometric structure is essential. Interestingly,

all the clusters ( pristine as well as doped ) studied in the present thesis exhibit a conformational

rearrangement state (where they transit through several isomers) before they enter into a liquid–

like region. This intermediate region is known as structural fluctionality region which is highly

significant for catalysis.

Fig 6.2 shows the Mulliken charge distribution on all the clusters as they undergo the above

structural rearrangement. It is clearly noticeable from the values of Mulliken charge on each

atoms that a structural rearrangement between various conformations leads to a moderate to con-

siderable charge redistribution. For example, the Al4Ga4 analogue undergoes a significant charge

depletion from Al atoms to Ga atoms. So if a ligand molecule such as CO is adsorbed on Ga atom

through carbon atom, the presence of a more negatively charged Ga atom adjacent to it will help

in an easier reduction process of CO. Similar analysis can bedrawn for other ligand molecules

such as O2, CH3OH, etc. Hence, the presence such a structural rearrangement appears to be im-

portant for many catalytic purpose. The three regions are demarcated by dashed line and shown

in all theδrms plot.
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6.4 Conclusions

We have presented the equilibrium geometries, energetics,and bonding characteristics of pristine

Al, successive Ga doped Al clusters, and pristine Ga clusterobtained byab initio molecular

dynamics. Our BOMD simulations shed light on the effect doping on the finite temperature

behavior of the Al8 cluster. Doping of Ga impurity alter the thermodynamic property of the cluster

considerably. Al4Ga4 is the most stable cluster, and a significant charge transferfrom Al to Ga

is observed and over all charge distributed symmetrically.A dynamic transition between several

isomers or conformations is observed in all the clusters between the solid–like state and liquid–

like state. This conformational fluctionality is seen to be cluster–specific and transition called

thermally driven structural fluctionality, which has remarkable impact and contribute positively

to catalytic property of the doped clusters.
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Figure 6.1: Optimized geometry of Al8, Al7Ga1, Al6Ga2, Al5Ga3, Al4Ga4 and Ga8 clus-
ters

181



0.013

0.011

-0.056
0.032

0.032

0.029

-0.077

0.014

-0.035
-0.178

0.124

0.126

-0.085

0.015

0.017

0.017

-0.029 -0.215

0.122

0.122

-0.200

0.119

-0.039

0.119

0.000 -0.251

0.209

0.203

-0.339

-0.158

0.165

0.173

-0.332
-0.165

0.260

0.2580.253

0.254

-0.327

-0.201

0.024 0.024

-0.024-0.024

-0.024-0.024

0.0240.024

Figure 6.2: Mulliken charge on each atom of Al8, Al7Ga1, Al6Ga2, Al5Ga3, Al4Ga4 and
Ga8 clusters
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Figure 6.4: MSD of atoms in Al8 cluster between 200K to 1600K.
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Figure 6.5: Various conformations of Al8 observed during an MD simulation. (a) corre-
sponds to the ground state conformation.
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Figure 6.6: Bond length fluctuation (δrms) as a function of temperature in Al7Ga1 cluster
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Figure 6.7: MSD of atoms in Al7Ga1 cluster between 200K to 1600K.
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Figure 6.8: Various conformations of Al7Ga1 observed during an MD simulation. (a)
corresponds to the ground state conformation.
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Figure 6.9: Bond length fluctuation (δrms) as a function of temperature in Al6Ga2 cluster
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Figure 6.10: MSD of atoms in Al6Ga2 cluster between 200K to 1600K.
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Figure 6.11: Various conformations of Al6Ga2 observed during an MD simulation. (a)
corresponds to the ground state conformation.
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Figure 6.12: Bond length fluctuation (δrms) as a function of temperature in Al5Ga3 cluster
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Figure 6.13: MSD of atoms in Al5Ga3 cluster between 200K to 1600K.
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Figure 6.14: Various conformations of Al5Ga3 observed during an MD simulation. (a)
corresponds to the ground state conformation.
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Figure 6.15: Bond length fluctuation (δrms) as a function of temperature in Al4Ga4 cluster
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Figure 6.16: MSD of atoms in Al4Ga4 cluster between 200K to 1600K.
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Figure 6.17: Various conformations of Al4Ga4 observed during an MD simulation. (a)
corresponds to the ground state conformation.
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Figure 6.18: Bond length fluctuation (δrms) as a function of temperature in Ga8 cluster
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Figure 6.19: MSD of atoms in Ga8 cluster between 200K to 1600K.
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Figure 6.20: Various conformations of Ga8 cluster observed during an MD simulation.
(a) corresponds to the ground state conformation.
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CHAPTER 7

Mechanism for C–I Bond Dissociation

in Iodoethane, Iodoethene and

Iodobenzene for the C–C Cross

Coupling Reactions over Aluminum

Clusters

Energetics of the key step of cross – coupling reaction, dissociation of aliphatic and aromatic io-

dides using aluminium nanoclusters as catalyst are studiedin the framework of density functional

theory. In spite of being an unconventional catalyst for radical polymerization, cross – coupling

or similar type of reactions in bulk state, Al clusters have shown significantly low activation bar-

rier (∼ 0 to∼ 30 to Kcal mol−1). Further investigations reveals that the activation energies are

sensitive to the shape and electronic structure of catalystrather than the size of them, making

the Al clusters attractive in the area of nanocatalysis and nanoscience. To understand the in-

sight into the reaction mechanism, mode of binding is investigated with the Natural Bond Orbital

(NBO) analysis. In short, our theoretical study highlightsthe efficiency of the aluminium clusters

for future endeavors in the design of cost – effective and efficient catalyst for cross – coupling

reaction.
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7.1 Introduction and methodology

The C – C cross coupling reaction with transition metal as catalyst is the most promising

tool of organic and material synthesis since the last four decades[1, 2]. Bond formation process

between two carbon atom is high energy demanding and hence a slow process. Therefore C – C

coupling reaction requires suitable catalyst to bring downthe energy barrier and make the reaction

practically viable with reasonably good chemical yield. Most extensively used catalysts are Cu,

Ni and Pd complex[3, 4]. Recent development in both experimental and theoretical contexts have

shown Fe and Au perform moderately well in C – C cross couplingreaction. Among all these

popular methodologies, currently most versatile and efficient catalyst for cross coupling reaction

is the heterogeneous Pd(0) catalyst, commonly used via the different reaction schemes devel-

oped by Kumada[5], Heck[6], Sonogashira[7], Negeshi[8], Stille[9] and Suzuki[10] in the early

70-80’s. Heterogeneous Pd(0) catalyst is not only gives good chemical yield with better product

quality but it’s also reusable and most of the reaction schemes are less energy demanding. How-

ever, despite the fact, Pd catalyst suffers from some well known disadvantages. Heterogeneous

Pd catalyst is prone to catalyst poisoning and leaching. Both Pd and Ni which are widely used

catalyst for cross – coupling are highly expensive and poisonous, having low LD50 values. Fine

powder of Pd used as heterogeneous catalyst is pyrophoric aswell.

Therefore, finding an alternatives catalyst of Ni and Pd is the prime field of research to both

theoreticians and experimentalists in recent years. Amongthe newly developed alternative cat-

alyst, a combined experimental and theoretical investigation propose that the most promising is

Au nano cluster towards C – C cross – coupling[11, 12]. However, similar to Pd catalyst Au is a

rare element and highly expensive, pulling down it’s use forlarge scale industrial synthesis.

Al nanoclusters are well known for its catalytic activity. Specifically small sized aluminium

clusters of 2 – 50 atoms are extremely reactive and their catalytic activity is comparable to that

of transition metals like Au, Pd and Pt[13–15]. Al nano clusters have strong affinity to adsorb

gaseous species such as H2, D2, O2, N2 and H2O[16–20]. Further analysis based on Jellium

model reveals that specific Al clusters have some unique features. For example, Al13 cluster

shows similarity with halogens, form stable complexes withiodine, produce ionic assemblies
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with superalkali countercations, even forms similar compounds like polyhalides[21–23]. On the

other hand Al7 shows both divalent and tetravalent valencies similar to that of carbon. All of these

observations, stability and reactivity can be neatly explained by so called homogeneous electron

gas (HEG) model or commonly mentioned as Jellium model first used by Knight and co – workers

for similar context[24]. These potent studies on Al clusters provoke further interest to judge their

catalytic properties for different chemical reactions andto observe and explain the effects of

electronic structures, size and shape upon the energetics.Detail analysis can prove useful and

can have promising impacts in the field of nanoscience and technologies in the upcoming days.

As additional advantages it must be mentioned, Al metal is the most abundant metal in the earth

crust and third most abundant element after oxygen and silicon. It is cheaper than most of the

common transition metal catalysts like Pd, Au or Ni which areused for similar kind of reactions,

and 100% recyclable. Al catalysts either in metal state or inform of chemical compound are

mostly nontoxic and eco – friendly in nature.

All these advantages of Al nanoclusters make them an interesting choice to investigate of

it’s catalytic behavior for cross – coupling or similar typeof reactions. Figure 7.1 shows most

common schematics of cross – coupling reaction using Pd as catalyst. Other catalysts e.g Ni,

Fe or Au follow similar mechanistic steps. The reaction proceeds via the oxidative addition of

Pd(0) complex to organo – halide to form a Pd(II) complex. Next step is the transmetallation

with another organometallic reagent where the nucleophileR′ is transferred from the metal to the

Pd(II), Which is the slowest step in the whole cycle and hencethe rate determining step. The final

process is the reductive elimination to give the coupled product (R – R’) and regenerate the Pd(0)

complex ready for next catalytic cycle. The overall catalytic reaction can be summarized as,

R−X+R′ −M
M′(0)
−−−→ R−R′ +M−X (7.1)

where M′=Pd,Ni,Au,Fe etc

In this present work we have shown small size Al nano clusterscan act as an suitable cat-

alyst for cross – coupling reaction. Accurate DFT calculation prevail that the Al nano clusters

participate in C – I bond activation, effective in both aliphatic and aromatic C – I bond. Our

present work signifies nanoclusters of non – transition metals can provide a source of cheaper

and nontoxic alternative of transition metal catalyst usedin cross – coupling reactions. With the
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progress of nano science and technologies, Al nano clustersbased motifs can prevail as the tool

of the trade in days to come.

All the geometries are optimized at the DFT level of theory using Gaussian 09 software pack-

age with the TZVP basis set and BHandHLYP functional[25]. Only the lowest energy optimized

structure in each case is chosen as one of the reactants in theC–I dissociation. Another reactants

iodoethane, iodoethene and iodobenzene are also optimizedusing same basis and functional for

C and H. However, for iodine LANL2DZ basis is used in additionwith LANL2 as model poten-

tial (pseudo potential) for the core electrons. All of the optimization of reactants and transition

state are performed using Berny’s eigenvalue following algorithm implemented in Gaussian 09

package. Normal modes of vibration of the optimized structures are carefully observed and it was

made sure that all the energetically minimized structure (reactants) have no imaginary frequency

whereas the transition states must and only have one single imaginary frequency of appropriate

magnitude and which corresponds to the C–I bond itself. Intrinsic reaction coordinate (IRC)

calculation are performed to confirm that all the transitionstructures are connected with proper

reactants and products along positive and negative sides ofchemical reaction coordinate. Same

calculations are further repeated using Minnesota functional M06–2X in an attempt to properly

bracket the activation barrier for C–I dissociation on Al clusters. Thermodynamically controlled

product of the reaction for each metal cluster was determined by calculating the energies of all

possible products and choosing the energetically lowest conformer. Basis set superposition error

(BSSE) are corrected using Boys and Bernardi’s counterpoise correction scheme within the Gaus-

sian 09 software. Rate constants of C–I dissociation are calculated by using the Eyring–Polanyi

equation.

k =
kBT

h
e−

∆G‡

RT where ∆G‡ = G
‡
TS −GReactant (7.2)

of transition state theory at 298 K.

NBO analysis are further used for each clusters separately to get the insight about aromatic and

aliphatic C–I bond cleavage on Al nanoclusters. The second order perturbative estimation of

donor – acceptor stabilization energy(Es) within the NBO basis are computed by

Es = ∆Eij = qi
F2
ij

∆ǫji
(7.3)

where qi is donor orbital occupancy number. Fij is off – diagonal elements of Fock matrix in
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NBO basis.∆ǫji=ǫj-ǫi is the orbital energy difference between acceptor(j) and donor(i) NBO.

7.2 Results and Disscussion

To investigate the catalytic property of Al atomic clusterstowards C–I bond activation; we have

chosen seven different atomic clusters of aluminium viz. Al3,Al5,Al6,Al7,Al8,Al13 and Al20

keeping in mind that properties of atomic cluster are size and shape sensitive. In this thesis we

have only included results of Al3 cluster. Calculations for the rest are under way and wil be

compile as a full paper in the near future. As other reactantswe have selected three organo –

iodides which are ethyl, ethylene and benzyl iodide respectively i.e. a combination of one alkyl,

one alkene and one aryl halide of choice. Although calculations are performed in three differ-

ent double hybrid DFT functionals B3PW91, BHandHLYP and M06–2X, during structural and

binding energy comparison and also for Natural Bond Orbital(NBO) analysis we have followed

the results obtained by M06–2X functional as family of Minnesota functionals are well known

for good structural prediction as well as bonding interactions. Binding energies in all cases are

calculated by the conventional method∆E= E (Aln) + E(R-I)-E(Aln...IR) All the thermodynamic

parameters are calculated at 298 K and in 1 atm pressure.

One of the important features of atomic clusters is that eachcluster can behave drastically

different from each other. The major reason lies behind is the electronic shell effect and the

shape and the stability of the cluster itself. Both of these effects uniquely change the reactivity

of each member of same cluster family, as a result all the parameters including thermochemistry

and reaction mechanism pathway can be abruptly different for each member, even for the same

reaction.

Figure 7.2 shows the reaction profile of Al3 cluster with three organo iodide along with the

changes of important structural parameters throughout thecourse of the reaction. The optimized

structure of Al3 is planner, triangular shaped with each bond length 2.52Å (by M06–2X). Being

very small quantum effect is pronounced in this cluster and hence Al3 clusters are well known

for its high reactivity and confirmed by previous theoretical studies (ref). Jellium model predicts

a total of 9 valence electron, which is one electron higher than the magic number 8. Hence a

low activation barrier for oxidative addition is expected as the cluster achieves the filled shell

209



magic cluster configuration upon one electron loosing. So, according to jellium model Al3 clus-

ter should be highly reducing. Our calculations based on DFTas shown in the tables 7.1, 7.2

and 7.3 nicely confirms our statement. For all three reactants ethyl, ethylene and benzyl iodide,

Al3 cluster indeed show low activation barrier. B3PW91 values are excessively low than other

two functionals, M06–2X and BHandHLYP. In case of ethyl iodide∆ H‡ value is 0.7 Kcal/mol

and∆G‡ is 1.8 Kcal/mol wheras∆ H‡ values are 7.3 and 6.2 and∆ G‡ values are 11.2 and

7.3 Kcal/mol for BHandHLYP and M06–2X functional respectively. Similar trend continues for

other two reactants. The unusual low values in B3PW91 functional is not surprising as previous

theoretical benchmark investigation showed that B3PW91 has an occasional tendency to under-

estimate activation barrier than similar quality double–hybrid functional like BHandHLYP (ref).

However, both the∆ H‡ and∆ G‡ values are in close agreement between the results of other two

functional BHandHLYP and M06–2X, differentiating within 1–4 Kcal/mol in all three cases of

Al3 cluster. Unlike the activation barrier the exothermicity values are in better agreement within

three functionals and Al3 cluster shows high exothermicity with the reactants. Both the ∆ H

and∆ G values are very low (highly exothermic) within the range of– 60 to – 80 Kcal/mol for

organo iodides. Even significantly lower than the exothermicity values of theoretically predicted

gold atomic clusters for the same reaction calculated with similar functional and basis set. Highly

negative∆ G values indeed indicate enhanced spontaneity of the so called reaction in accordance

to thermodynamic principles. One important observation isin all the cases of our study change

in Gibbs free energy of the reaction (∆G) values are always greater than change in enthalpy of

reaction(∆H) values, hence, the reaction is entropically unfavorable,which is expected as in case

of oxidative addition.

Ethyl iodides binds with Al3 cluster from and distance of 3.4Å with a binding energy of 2.3

Kcal/mol. C–C and C–I bond length remains same as in optimized structure of isolated ethyl

iodide molecule (C–C = 1.51̊A and C–I = 2.18̊A) calculated in same level of theory, but bond

lengths of Al3 becomes unequal (Fig 2 ). This asymmetry may introduce some additional angle

strain (Baeyer strain) within the cluster as being a three member planer ring, the Al3 cluster do not

have any opportunity to release this stress via out of plane bending. In the transition state of ethyl

iodide, C–C bond being reduced by 0.03Å, C-I bond elongated by 0.33̊A and the planner ring

gets more deviated. We have found that asymmetrization of bond length in reactants, transition
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states and products of Al3 cluster are indeed a common feature for all three iodides. Wehave

also identified similar deviation of bond lengths as shown inFigure 7.2 in reactants and transition

states for ethylene and benzyl iodide as well. The post–reaction complex of ethyl iodide–Al3

reaction is shown at rightmost minima of corresponding energy profile diagram of Figure 7.2.

In which C–I bond is completely dissociated and both alkyl and iodine fragment are residing at

two neighboring sites of Al3 cluster. C–Al distance in this complex is 1.97Å, Al–I distance is

2.53Å and C–C bond is 0.03̊A longer than isolated ethyl iodide. Other two reactants ethylene

and benzyl also follow similar pathway as shown in Figure 7.2. One major noticeable difference

is the mode of binding of ethyl iodide with Al than the other two iodides. In case of ethyl iodide,

iodine atom interacts with Al atom via lone pair of it. Frontier molecular orbital pictures shown

in Figure 7.3 clearly indicate the same.

Second order perturbation treatment of Fock matrix in the NBO basis usually provides infor-

mation about most stabilizing donor–acceptor interactionbetween Lewis acid–base pairs. In the

pre–reaction complex of ethyl iodide NBO analysis shows a high stabilization energy contribu-

tion of about 13.41 kcal/mol due to donor–acceptor interaction between nonbonding orbital(LP)

of iodine to antibonding orbital (LP*) of aluminium. In caseof ethylene and benzyl iodide, how-

ever theπ electron cloud of carbon moiety is also taken part in the interaction with aluminium.

Thus in case of ethylene iodide there are two contribution tothe stability due to donor–acceptor

interaction, first and major contribution is about 10.86 Kcal/mol which is due to donor–acceptor

interaction between nonbonding orbital (LP) of iodine to antibonding orbital (LP*) of aluminium

similar as in case for ethyl iodide. Second one is very low of 2.3 Kcal/mol due to the interaction

between theπ bond of C–C moiety and the antibonding orbital (LP*) of Al. However, in case of

benzyl iodide although the frontier molecular orbital is showing participation ofπ electron cloud

along with the lone pair of iodine, this interaction is not strong enough to produce any significant

contribution to stabilization. Most probable reason of this as the C moiety is larger in case of ben-

zyl group, most part of theπ electron cloud is out of the overlap region of the Al3 cluster. Hence

only significant contribution is of about 7.31 Kcal/mol due to donor–acceptor interaction between

LP(I)–LP*(Al) similar to ethyl and ethylene iodide. Secondmajor difference besides the mode

of binding is structure of transition states. In case of ethylene iodide, orientation of the molecule

with the cluster in transition state is linear .i.e Al...I...C bond angle is nearly 180◦, where as the
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orientation of ethyl and benzyl group with the Al..I bond is nearly perpendicular ( 106◦) in their

respective cases. This unusual structure in case of ethylene iodide changes the structure of Al3

to a bilateral triangle in the transition state. The stabilizing interactions are slightly different in

post–reaction complexes of Al3-R-I reaction. In case of ethyl iodide the C–Al bond is stabilized

by an amount of 63.9 Kcal/mol due to the electronic interaction between nonbonding (LP) orbital

of carbon and antibonding (LP*) orbital of Al. Whereas stability of Al–I bond is similar as in

case of pre–reaction complexes due to interaction between LP(I)–LP*(Al), a stabilization energy

of 11.3 Kcal/mol is obtained due to this interaction. Donor acceptor stability contributions in the

post complexes are similar in other two cases. In case of ethylene iodide the C(LP) – Al(LP*)

stabilization energy is 83.1Kcal/mol and LP(I)–LP*(Al) energy is 11.4 Kcal/mol. Whereas in

benzyl iodide C(LP) – Al(LP*) stabilization energy is 66.1 kcal/mol,close with the value ob-

tained in case of ethyl iodide and contribution to LP(I) – LP*(Al) interaction is 11.4 Kcal/mol

which is equal with the stabilization energy values obtained in two previous cases.

7.3 Conclusion and Scope

Present study includes a theoretical investigation of dissociation of C – I bonds over Al clusters

in the frame work of density functional theory. C – I bond dissociation is indeed a crucial re-

action and provides key step in various important organic reactions like cross – coupling. Most

commonly used catalyst are d and f block elements like Pd, Ni,Cu, Fe and Au. Our investigation

shows that being a p block element, ineffective to catalyze the reaction in bulk phase, Al nano

cluster is highly effective as a catalyst. Calculated activation barriers reveal that Al nano clusters

are remarkably efficient catalyst towards C – I bond activation and dissociation. The catalytic

efficiency is even better than the common d and f block catalyst. We have further observed that

activation barriers are highly sensitive on the electronicstructures and shape of the cluster rather

than its size. This observation concludes that effective catalytic effect may be obtained in bigger

clusters or even in solid supported clusters. Our study highlights a brief analysis including struc-

tures and thermochemistry of reacting species along with stability and mechanistic pathway of

the reaction which will be highly useful for experimental implementation of the same. Al clusters
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are long known for their high reactivity, as proven numeroustimes by both experiments and the-

ory, our investigation also suggests in cluster state Al is significantly effective as transition metals

for catalysis purpose. With the technological progress in nano cluster synthesis, separation and

stabilization, Al cluster can indeed a cost-effective and eco – friendly alternative of transition

metal catalysts.
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Figure 7.1: A general scheme for cross–coupling reaction cycle using Pd as catalyst.

Figure 7.2: Energy profile diagrams for Al3 clusters for all three iodides.Orange ar-
row highlights the activation barrier (G ) and green arrow highlights corresponding
exothermicity(∆H) in M06–2X functional
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Figure 7.3: Frontier molecular orbital picture for pre–reaction complexes of Al3 cluster

215



Table 7.1: Thermodynamic data of C–I bond dissociation of ethyl iodide, ethylene iodide
and benzyl iodides on Al nanoclusters in B3PW91, BHandHLYP and M06–2X function-
als

Activation Barrier (Kcal/mol)
Al ∆H‡ ∆G‡

nanoclusters R–I B3PW91 BHandHLYP M06–2X B3PW91 BHandHLYPM06–2X

iodoethane 0.705 7.292 6.202 1.832 11.192 7.295
Al3 iodoethene 4.006 6.826 8.791 3.863 8.654 9.586

iodobenzene 3.481 8.143 11.948 4.950 10.796 12.721

Table 7.2: Thermodynamic data of C–I bond dissociation of ethyl iodide, ethylene iodide
and benzyl iodides on Al nanoclusters in B3PW91, BHandHLYP and M06–2X function-
als

Exothermicity (Kcal/mol)
Al ∆H ∆G

nanoclusters R–I B3PW91 BHandHLYP M06–2X B3PW91 BHandHLYPM06–2X

iodoethane -68.081 -71.553 -64.846 -67.456 -68.444 -63.575
Al3 iodoethene -73.791 -77.766 -69.935 -72.377 -74.146 -68.929

iodobenzene -74.692 -78.099 -67.672 -69.841 -72.341 -67.209
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Table 7.3: Thermodynamic data of C–I bond dissociation of ethyl iodide, ethylene iodide
and benzyl iodide on Al nanoclusters in B3PW91, BHandHLYP and M06–2X function-
als

E.P Rate constant Binding Energy(Kcal/mol)
Al

nanoclusters R–I BHandHLYP M06–2X B3PW91 ∆E(M06–2X) ∆EBSSE(M06–2X)

iodoethene 2.815x1011 3.845x104 2.772x107 5.005 4.348
Al3 iodoethene 9.121x109 2.792x106 5.788x105 4.414 3.927

iodobenzene 1.454x109 7.504x104 2.910x103 6.312 5.851
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