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Abstract

Abstract

In this thesis, we will focus on some aspects of reactivityraflecular systems and
metal clusters using density functional theory based glabd local reactivity descrip-
tors, viz., chemical potential, hardness, Fukui functiod Ecal softness[1-9]. In partic-
ular, an attempt will impel to correlate the reactivity jgatt of molecular systems using
these descriptors in a semi—quantitative way. Essentia#ywill propose a new charge
transfer parameter to calculate the interaction energyhefmultiple site based inter-
actions of prototype molecules in terms of these reacta@sgcriptors of the individual
interacting systems[10-12]. The ad hoc charge transfempeter will be derive from
Sandersons electronegativity equalization principlg[IBhe local hard soft acid base
principle (HSAB) principle developed by Gazquez and co-keas, is the basis of the
proposed model presented in the dissertation[14, 15]. Wenwestigate the efficiency
of the model by taking suitable examples and also discusadhentages and limitations
of the proposed model.

The development of new cost—effective catalysts is a kegabive for a cleaner and
sustainable chemistry[16—18]. Metal nano clusters witialde number of atoms, finely
tunable by doping and phase transitions are the promisitedysa for a large class of
chemical reactions[19-21]. The structure of the catakgstfican be studied by a va-
riety of spectroscopic and crystallographic techniqu2sp2]. The surface of the solid
presents a variety of sites, including defects such as stgpwvariable coordination for
the active element. Moreover, the nature of the surface bange upon the reaction
conditions, and its structure is more difficult to charazefrom microscopy and spec-

troscopy. The determination of the active site is hence destge, and most probably

several possiblab initio methods based on quantum—chemistry and thermodynamics are

helpful tool to extract necessary information on them[ZH, 2
Thus, the main motivation of this thesis is to use a computatiapproach to model

the metal clusters, to understand the reactivity relateétew unique structural features.
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Abstract

In the thesis, we will be mainly studying aluminum clusteapéd with Si, P and Ga.
N, reduction is crucial for life, and very few catalysts arerently available to carry
out this process at ambient temperature and pressure[R3dcombined DFT andb
initio Born Oppenheimer molecular dynamics (BOMD) based calmnatreveal that the
Si and P atom doping on Al nano clusters presents new prognésitalyst towards di—
nitrogen activation. To the other end, in the thesis, wepghform DFT based molecular
dynamics (BOMD) to investigate the finite temperature beragtructure and stability,
of the Al cluster with the successive Ga atom doping. In thal fomapter of the thesis
we would like to study the energetics of C—I bond dissocigtihe key step of cross—
coupling reaction[32—34], of aliphatic and aromatic hesidh the framework of DFT.
The organization of the thesis will be as follows:
Chapter 1
In Chapter 1, we will begin by giving a brief introduction tereral definition of catalyst
and general terms related to it, such as energetics, typsalysts, their advantages and
applications. Thereafter we will focus on the metal clustiscribing the enhancement
of their catalytic properties by melting. This will be folled by providing a brief dis-
cussion on the recent experimental and theoretical reseahcances. We describe the
peculiar surprises of metal cluster resulting in their #itgtand size sensitivity. Simi-
larly, the enhancement of reactivity of metal clusters bytimgis discussed with several
examples in the proceeding section. In addition at the endillesview selected metal
cluster reports including Al clusters. We have also disedss this chapter the reactivity
descriptors, Hard Soft Acid Base (HSAB) principle and tragplication to the chemi-
cal problems. We will end the chapter by describing the naditin behind the research
carried out and by presenting an outline of the thesis.
Chapter 2
In Chapter 2, we will present an outline of the theoreticahfework behind the method-
ology used in the most part of the work presented in the th&égsbegin the discussion

on the use of density functional theory (DFT) as an alteveatoute for performing
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guantum chemical calculations. Next, a description of thiecepts of molecular dy-
namics anab initio molecular dynamics will be given and also explain and complae
ideas and algorithms behind Born—Oppenheimer moleculzumycs and Car—Parrinello
molecular dynamics. Lastly, we will briefly review the earltheoretical developments
made towards the broad subject of chemical reactivity usiagiuantum chemical meth-
ods and describe how the empirical conceptual ideas (elesgativity, chemical poten-
tial, hardness, softness, etc.) have been theoreticaligtdied within the framework of
DFT. The success and failure of these descriptors in piadithe reactivity of molec-
ular systems will be discussed in detail along with otheené@developments and ap-
plications that are relevant to the present objective oftliesis. We will then outline
the energy—density perturbation methods within the dom&iDFT and the different
semi—quantitative models, including local HSAB principie finding a direct correla-
tion between the density based descriptors and the motaotgaaction energy.
Chapter 3

In this chapter, we calculate interaction energy of severalotype organic molecules
with multiple site based week interactions using local kaatt acid—base (HSAB) prin-
ciple. The local HSAB principle is semiquantitative in na&uwue to the presence of
anad hoccharge transfer parameter. The accuracy of HSAB princiglefscantly de-
pends on the definition of thiad hocparameter. For the first time, we will derive the
second—order approximation &N (AN,....s) @as anad hocparameter for charge trans-
fer to calculate interaction energies of multiple site lobsgeractions using local hard
soft acid base principle. The second — order approximatiafild will be derive from
Sandersons electronegativity equalization principle.validate our approach, we will
study interaction energies of several prototype moleculd® interaction energies ob-
tain from our approach will be further compare with the iatg¢ion energies of those
obtained using other charge transfer paramet&fs .., and \) and the conventional
methods. We will further discussed the advantages anddiioits of the approach.
Chapter 4
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In the chapter 4, we study reactivity of aluminum clusterkiminum clusters are tech-
nologically important due to their high catalytic activitQur study on the small-sized
aluminum clusters applies density functional theory (DHBsed reactivity descriptors
to identify potential sites for adsorption and eventualntoal reaction. Depending on
symmetry, susceptibility of various type of reactive sigthin a cluster toward an im-
pending electrophilic and/or nucleophilic attack will beegict using the reactivity de-
scriptors. In addition, the investigations devises gdmetas as to how the size, shape,
and charge of the cluster influences the number of availatde ®r an electrophilic
and/or nucleophilic attack. The predictions by reactidgscriptors will be validate by
performing an explicit adsorption of water molecule on Alsters. The adsorption stud-
ies reveal that the most stable water—cluster complex igimmdd when the molecule is
adsorbed through an oxygen atom on the site with the highksive electrophilicity.
Chapter 5

In this present chapter, we will study di—nitrogen activaton the doped aluminum clus-
ters. As we know, N reduction is crucial for life, and very few catalysts arereuatly
available to carry out this process at ambient temperatulgpeessure. In this chapter,
density functional theory based calculations demonstifaped aluminum clusters to be
highly reactive toward molecular nitrogen and hence arggeotive materials for its ac-
tivation at low temperatures. Calculations on silicon ahdgphorus doped aluminum
clusters with 5-8 atoms reveal an enhancedablivation with respect to their pristine
ground state and high energy counterparts. This incredBeiegmrcy of N, activation by
doped ground state Al clusters is corroborated by an inanérfehe N=N bond length,
a red shift in N=N bond stretching frequency, and adsorption energy)(EAb ini-
tio molecular — dynamics simulations exhibit consequenti@iehcy of doped clusters
toward dinitrogen activation at finite temperature. Thdigbof doped clusters toward
activation of molecular nitrogen is site and shape sersitivshort, this theoretical study
highlights the critical role of doping foreign impuritiesrffuture endeavors in the design

of cost—effective and efficient catalysts fos Bctivation at ambient temperatures. This
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observation may spur further studies in the field of alumimanocatalysis by doping
silicon and phosphorus atom in aluminum clusters.

Chapter 6

In the chapter 6, we will investigate structure and stabiit aluminum clusters with
successive substitution of gallium atom. Stability anct&tic charge on a aluminum
clusters are two main factors governs its catalytic prgpeHowever, little is known
on the finite temperature behavior of various aluminum elusbnformations. Much
less is known the effect of doping with successive increpsatio. In this chapter, we
will carry out ab initio density functional theory (DFT) based molecular dynamios s
ulations (BOMD) on pure and successive gallium doped gncAlsters with an aim of
understanding the thermodynamic properties of ground statformations as a function
of doping ratio. Our simulations reveal cluster propertiess not follow a monotonic
relation with the increasing doping percentage. 12.5%, 25%37.5% doping of gal-
lium (i.e Al;Ga, AlsGa, and AKGa) become liquidlike at much lower temperature
(200 — 250K) than its pristine Alanalogue (450K). On the other hand, cluster with 50%
gallium doping (i.e AlGa,) remarkably stable (solidlike upto 600K) as compared to its
pristine counterpart. In order to look into the factors legdo the stabilization structural
and electronic properties will be analyze. Factors suclhasge redistribution within the
atoms and composition of molecular orbitals are seen taribomé towards stronger Al
— Ga bonds in AlGa, thereby stabilizing it considerably.

Chapter 7

In the last chapter, we would like to study energetics of teg &tep of cross—coupling
reaction, dissociation of aliphatic and aromatic iodideimg aluminium nanoclusters as
catalyst. Density functional theory will be use to understéhe facts. In spite of being
an unconventional catalyst for radical polymerizatiomss—coupling or similar type of
reactions in bulk state, selected Al clusters (size 3 to Béhaj can show significantly
low activation barrier. Further investigations explofte ictivation energies are sensitive

to the shape and electronic structure of catalyst rather tha size of them, making
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the Al clusters attractive in the area of nanocatalysis abacience. To understand
the insight into the reaction mechanism, mode of bindingd el investigate with the
ab initio Born Oppenheimer Molecular Dynamics (BOMD) simulation &nel Natural
Bond Orbital (NBO) analysis. In short, our theoretical stighlights the efficiency of
the aluminium clusters for future endeavors in the desigrost—effective and efficient

catalyst for cross—coupling reaction.
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CHAPTER1

Introduction



1.1 Introduction and Motivation

Chemistry in the 20 century was characterized by tremendous growth and adsance
stimulated by revolutionary theories and experimentaktferoughs. It has built our cur-
rent society by providing energy, local grocery, crop pcatn, drug, foodstuffs, and new
materials worldwide. Unfortunately, even though chergigrthe central science being
an impressive array of commonly use of chemical tools, chalmiand the chemical in-
dustry still have lacking of good public image. Many peopded fear due to hazardous
and polluting nature of traditional chemical processesreltent times, the accelerat-
ing costs of petrochemicals, medicine, and raw energy madgetemands in emerging
markets of worldwide, are forcing a change. Two importanhiecorrelated with this
change are sustainability and sustainable developmentustaisable modern society
is one that meets the needs of the current generation witamificing the ability to
meet the needs of future generations. Sustainable develtpran be reached using the
strategic goals, the practical approaches, and the opeahtand monitoring tools. For
example, if you use less or no solvent, and replace stoiattiocreagents with catalytic
cycles, reactor space—time yields go up[1]. To achievedhjsctive, research into cat-
alytic materials is developing rapidly, so as to elucidatgrtfundamental properties for
synthesizing specifically— tailored materials for variapglications. In addition, finding
new methodologies such as providing environment friendbcess using the existing
knowledge about these important and remarkable matesi@hngoing research prob-
lem. As pressure increases on the World'’s finite and dwigdiupplies of hydrocarbons,
obtained mainly from crude oil developments, the use ofite=ohnd metal clusters as
catalysts to render known hydrocarbon cracking and oxdathemistry is more effi-
cient. Decoration of such type of materials need propemitiga, experimentation, and
developing an understanding of the fundamentals of theictire, bonding and reactiv-

ity. Advances in theoretical methods are likely to play aréasing role in predicting the




features and synthetic viability of modified and novel oaabtructures. In this chapter
we have given detail discussion of metal clusters, defimitibcatalyst, type of catalysts
and the general overview on the use of these materials asotled catalyst including

their advantages and applications. We have also discusgbsichapter the reactivity
descriptors, Hard Soft Acid Base (HSAB) principle and tlagiplication to the chemical
problems in detail. We end the chapter by describing thevawtin behind the research

carried out herein and by presenting an outline of this thesi

1.2 General Overview

The first gunatum mechanical description of the electrom lpand was that given by
Hietler and London for the hydrogen molecule in 1927[2]. sTtieory was further de-
veloped by Pauling and others in the 1930s, into a compreéreetiseory of bonding
called VBT[3-6]. This revolutionized the field of chemistgncompassing all chemical
structures from hydrogen molecule to DNA and to solids. InTWBe wavefunction is
constructed in such a way that the two electrons can neveswefon the same atom
and hence their motion is correlated. Important chemicatepts of valence electrons
such as resonance, octet rule and hybridization were firsiutated as a part of VBT.
However, in VBT the atomic orbitals are not orthogonal anddeethe theory becomes
more complicated as the number of atoms in the moleculeasese Moreover, Heitler
and London wavefunction does not correspond to the vir@btém and is a poor ap-
proximation to the true wavefunction of the system. Parali¢h the development of
VBT, another type of qunatum mechanical approach, the MOF dexveloped. MOT is
based on the concept of LCAO, which involves the assignmiegieatrons to molecular
orbital, which are in general delocalized over the wholeeunole and are uncorrelated,
unlike the electrons in VBT. Most of the problems of VBT, swhthe virial theorem,
excited states, orthogonality, etc. were solved by MOT inugimsimpler form. Never-

theless, due to the localized electrons, VBT becomes mefealia describing reactions




and bond dissocitaion[7]. One can say that, VBT and MOT acedifferent but comple-
mentary models of the same phenomenon. However, nowadastsofribe calculations
are performed by MOT on account of its simplistic mathenatapproach. Some of the
theoretical models such as, HF, CI, DFT, CC, etc., based om,M&ve been successfully
applied to study the electronic properties of systems oinigafew electrons[8]. Along
with this, the development of the present day computer t@olgy has made possible to
apply the theory with ever greater accuracy to carry—ousittnellations of more complex
chemical systems. Hence, the results of the simulationgfayeat help to guide the ex-
perimental work. Among the theoretical methods, DFT hasrgetkas one of the most
successful method to investigate large systems[9]. In DiRE electron density is the
basic variable instead of the wave function. This makesntmatationally much more
cheaper than the conventioradd initio methods, while retaining much of their accuracy.
This feature is also a strong motivation to adopt DFT as arétmal tool to study large
molecules or clusters or even periodic solids.

In recent years, success of nanotechnology has made cdostace more interesting
because large cluster sizes can eventually bridge withahesize materials in a more
comprehensible way[10-12]. Secondly, with the advent of @gerimental techniques,
it has now become possible to produce and analyze clustessstiog of several hundred
atoms while the lower limit for the size of nanoscale pagdhas reached less than 1 nm.
Experiments have demonstrated that the properties ofechidepend uniquley on their
size and composition and that they evolve differently[T2]is fundamental behavior has
made researchers to use clusters as building blocks for regerials. One of the most
well known ‘new’ clusters or nanostructures, are so calldtbfenes which belongs to
carbon family, discovered in 1985. The fullerenes are sytrioa hollow structures of
carbon[13, 14]. This significant discovery explored a nevd ft¢ carbon nanotubes and
a new perspective to the research in the field of materia¢énse[15, 16]. The exciting
discovery of superconductivity at high temperature waeeed by doping K, Rb, Csin

Ceo fullerenes[17-19]. Other attempts of encapsulating atamasmolecules in § had




been succesfully carried out. Moreover, clusters have bbewn to have technological
importance in catalysis, photographic films, magnetic réicgs, etc. Several types of
clusters materials are familiar such as atomic cluster¢ecatar clusters, metallic clus-
ters, organic clusters, quantum dots. Each clusters haweain specific features and
properties. Metal clusters are among the more complex aedesting ones from both,
fundamental and technological points of view. Indeed, h&testers play an important
role between the isolated atoms and bulk metal. Study onlroltsters address the
evolution of shape sensitive behavior, properties witle sparticularly those, such as
structural, electronic, magnetic and optical properfi¢sfl4]. As the dimension of the
metal clusters goes on decreasing quantum effects becoonds more prominent and
affect the behavior of e.g. the B. E., ionization potentipldarizabilities, optical spec-
tra, etc[20—22]. Such changes in the electronic structameadfect the bonding and other
physical and chemical properties of metal clusters. Withatlvance of computational
power, in the last few years, it has been possible to applyhéery to larger clusters.
Since the clusters do not have the periodicity as in crydtadssame theoretical tools that
are used to study molecules in gas phase can be used to stmayltithium and sodium
clusters are among the examples of metal clusters, whioh b@en extensively studied
in the last decade by experimental and theoretical metB8d2f]. The reason for this is
obviously the less computational effort. However, regebtlhas been very important in
the applications of Li batteries[25]. It has been found 8@he of the metal clusters are
more abundant than the others due to exceptional stakslityfeected in the mass spectra.
These kinds of metal clusters have been referred to as ‘fragsters[11, 12]. This was
analogous to the shell filling in atoms and nuclei and theiléabf these particular metal
clusters was explained on the basis of electron shell fillirfgese kind of metal clusters
were first observed in the mass spectra of Na. Pure boron rgat@nd—gap semicon-
ductor. The allotropes of boron have been characterizeti@uitferent arrangment of
the By, icosahedra. Hence, one might be interested in the propetiboron clusters

leading to different structural arrangement. Althoughdmoand carbon are neighbors in




the periodic table, they vastly differ in their propertid&vertheless, many studies have
been carried out to show many chemical similarities betwéem. Recently Boron
has been shown to form nanostructures similar to that ofocaranostructures[26—28].
Boron clusters have been widely studied by Hanley and Andg?§, 29, 30]. The other
member belonging to the boron family is the Al. The importasue in the Al is that,
unlike the alkali clusters the shell model does not hold foal Al clusters. Exten-
sive theoretical and experimental research have beenrpertbon Al clusters to explore
their electronic and geometrical properties[31, 32]; Ahd Al, appear as magic clus-
ters in some mass spectra of Al clusters. @bal. have investigated the reactions of
neutral aluminum clusters with a number of different moles[83]. Jarrolcet al. have
measured the activation barrier of the adsorption 90D the Al clusters[34, 35]. Itis
believed that the transition metal atoms form the most neactusters, this is due to their
unfilled d—orbitals, resulting in high coordination numl22j. The other way in which
the metal clusters differ from their bulk is when they arewdd. A single impurity in a
metal cluster can create a drastic change in electronic anditg properties. There are
several reviews in which the stoichiometry of the differattms have been related to the
change in the chemical properties of the mixed metal cls36+39]. Recently, Let al.

showed that Al behaves as C of benzene in some Al-Li mixedesis{g0].

1.3 Metal Clusters

One of the fundamental goals of nanotechnology is to unaledsand characterize the
properties at the atomic—scale. The study of metal clusteables us to interpret such
fundamental aspects and to explain the behavior of the caleosystems as their sizes

and compositions are changed atom by atom.




1.3.1 General Features

Clusters are aggregates of atoms or molecules, interneediaize between individual
atom and bulk. Clusters are different from both moleculessailids, and for this reason
can have very different properties. Molecules are charnaei# by having definite and
unique structure and specific composition. On the other lchrsders may be composed
of any number of particles and have a tendency to grow. As tineber of particles of
the cluster becomes larger, the number of locally stablettres (isomers) of the cluster
grows rapidly. Some fundamental questions which can bedabout the clusters are,
for e.g. (1) how does the physical property of a cluster cbawjthe size of the cluster is
evolved ?; (2) When does a transition from atomistic scatéeliolk scale take place ?; (3)
Does the stability of the cluster increase monotonicalynthe size ?; (4) Does the clus-
ter property suddenly change when it is doped with an imp@rior the last few years,
an extensive experimental and theoretical research hasdasged out to answer the
above questions. The most inetersting are the metal cbusteere the transition from a
localized (covalent or ionic) to a delocalized (metallkel) bonding occurs as the size of
the cluster increases[10, 11, 13]. Therefore metal clsister expected to show abundant
peculiar and interesting behavior that are apparent framsetof individual molecules
or bulk solids materials. Structure and stability are thesmmmportant properties of the
metal clusters, which can be correlated with the type of atmiom bonds formed in the
metal cluster. In general there are four types of bonds wtachbe distinguished within
the metal clusters viz. covalent, ionic, metallic and vanWaal[13].

Among these clusters, covalent and ionic clusters are sgupto be the most stable

clusters due to strong interatomic bonds.

1.3.2 Homoatomic and Heteroatomic Metal Clusters

Metal clusters can be classified as homoatomic and hetenaa{or mixed) clusters ac-

cording to their composition i.e. homoatomic metal clust@ntain same type of atomic




species, on the otherhand heteroatomic clusters are maaledifferent type of atomic
species. Several groups extensively have been carriedkpatimental and theoretical
research on the structural and electronic properties ofdaboamic metal clusters such
as Li, Na, K, Al, Sn etc[20, 41-44]. Generally, the bondinghmmoatomic clusters
containing less than 10 atoms can be characterized as otvdleus, in these clusters
the possibility of isomerization at a relatively low tematire is expected to be less.
However, as the number of atoms increases, the delocalzafielectrons within the
cluster grows eventually, converting it into a metallicglikehavior. It is worth mention-
ing that the delocalization occuring in the homoatomic ¢ewbclusters such as carbon,
resulting into graphite, is different from the delocalipatdue to metallic bonding in
metals (Group la and IIb). The delocalization in the graplst more directional than
the delocalization in the Li or Na bulk. Among the elementgofup 13, less work
has been carried out on Ga, In and Th clusters[45]. Relgtivabre detailed study has
been done on Al and B clusters[30, 32, 34]. Some of the homuatmetal clusters
that have been studied are Be, Mg, Al, Sn, Si and transitioiais{@é2, 21, 22]. In the
last decade, similar investigations have been extendetlitty $he heteroatomic clus-
ters, but comparatively to a lesser extent than the homaoatmetal clusters. One of the
reasons for this would be the complexity produced by thetemidil interactions of the
unlike atoms (hetero interactions) within the heteroatoohisters. Due to this reason,
heteroatomic clusters are shown to have interesting ptiepetn small clusters, even a
single impurity can significantly alter the geometrical ahectronic properties. For ex-
ample, an unstable homoatomic metal cluster can be conMertestable ‘magic’ cluster
by doping with a single impurity[46—48]. Zhaa al. have recently studied carbon doped
aluminium clusters using mass spectrometric abdnitio methods[48]. They showed
Al,C—cluster to be magic with extremely high stability. Kumad&undararajan have
shown that the substitutional doping of,Atluster by a tetravalent atom leads to a more
stable cluster[49]. Joslet al. have studied the structural and electronic properties of Sn

doped Lj, clusters using AIMD simulations[50].




Binary clusters such as, B8, also belong to the class of mixed clusters. Different
kinds of alloys can be formed by changing the proportion ofrdl 8 of these binary
clusters[51-53]. Changing the stoichiometry of diffeddnts of atoms provides another
interesting way of improving the reactivity and selecyivadf clusters possibly in the
context of catalysis. Bonacic—Kouteek al. have discussed the structural stability and
ionization potential of some la—Ila mixed metal binary ¢dus[20]. Chacket al. have
worked on some AKX, mixed clusters where (X=Li, Na, K, Be, Mg, B and Si)[54].
Recently, in some interesting works, aluteminum basedliatkasters were shown to
exhibit aromaticity properties[40]. The other interegtimorks on mixed—metal clusters

are on GaAs, AlAs and Auln[55, 56].

1.4 Catalysts and reaction energetics

One of the high impact industrial applications of catalgdbwering the hard conditions
of reaction processes. Catalysts facilitated chemicatti@as to take place much faster
rate or at lower temperatures by providing an alternatifieieht reaction route of lower

activation barrier for a reaction. This is done by inducimgng changes in reactants
while the catalyst remains chemically unchanged.

In short, catalysts reduce the total amount of energy requairstart and complete a
particular reaction. Reactants that would not have suffiaenount of energy to react
or so that reaction probably would have taken a long time tmfthe product(s) are

able to participate in chemical reaction in the presence adtalyst with much faster

rate. Catalyst is not adsorb in the reaction process so eatellyst can take part in

several consecutive cycles. Therefore basically cheneisti® only a pinch amount of
catalyst molecule with respect to the reactants. catalgs$ticiency, measured in terms

of turnover number (TON) is determined by the substratalgstt for a specific reaction.
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1.5 Types of catalysts

Catalysts mainly are divided into two classeshomogeneous and heterogeneous. ho-
mogenous catalysts are participate in the same phase diegaction (e.g. a dissolved
catalyst in a liquid reaction mixture) where as heterogesezatalysts are present in
a different phase from that of the substrates (e.g. a sot@yst in a liquid reaction
mixture). A general model for heterogeneous catalysisluagthe catalyst suppling a
solid surface on which the substrates are temporarily dasorFor example, in indus-
trial Haber-Bosch process which is used to production of ammonia, fineigeld iron
(iron surface) play a role of heterogeneous catalyst. Theeasite of finely divided
iron aids in partial weak bonding interaction with the r@attgases. As a consequence,
the bonding interactions within the molecules (reactaats)weakened, which allow to
the reactants come close vicinity to each other. Following way the strength of the
very strong triple bond in nitrogen is reduced and easy takréDuring this process
hydrogen and nitrogen atoms are imported considerablgrctban would be the case in
the gas phase, thus the rate of reaction increases. It igiamd@o mention, Turn Over
Number (TON) and Turn Over Frequency (TOF) per active sit@en gram catalyst are
the two important terms in heterogeneous catalysis. THieéause one does not know
exactly how many chemically active sites which particigatethe process are on the sur-
face. Several other such available and commonly used lyeteeous catalysts include
nickel surface in the margarine production, vanadium oxiceparation in the contact
process, production of alumina and silica in the crackinglkénes and multi-metallic
platinum, palladium and rhodium surfaces as a catalytivedars in car engines. A
typical example of homogeneous catalystsidrgaq), play a role as a catalyst in ester-
ification reaction and chlorine free radicals (in the deplebf ozone layer). Chlorine
free radicals are yields during the ultraviolet radiationatmlorofluorocarbons (CFCs).
They combine with with transiently stable ozone moleculapicing di—atomic oxygen

molecules and recreating chlorine free radicals as follows
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Cl(") 4+ O3 — ClO(") + Oy

ClO()+ O — CI(") + Oy

In general homogenous catalysts react with one or morerstibstyields a reaction in-
termediate which reacts to form the actual product of thetir@a and in the end of each
cycle the catalyst is regenerated for further use. Follgvisna typical reaction scheme,
where C represents the homogeneous catalyst:

A+C — AC (1)

B+ AC — AB+C (2)

In homogeneous catalysis, the TON is the number of cyclesaheatalyst can run

through before it deactivates, i.e., the number of A molesahat one molecule of cat-
alyst can convert into B molecules. The TOF is simply TONé&jme., the number of

A molecules that one molecule of catalyst can convert intoddegules in one second,
minute, or hour. Thus, the catalyst opens a selective routeet desired product. There

are various kinds of product selectivity.

1.6 Applications, Advantages and Disadvantages

There are many different catalyst compounds. They range fhe proton, H, through
Lewis acids, metal clusters, organic and inorganic polnergano—metallic complexes,
and enzymes. However, their application is based on thedypmeaction to be catalyzed.
The main categories of reactions catalyzed by homogenextalysts are: oxidative ad-
dition; reductive elimination, dissociation and coordiog; insertion and migration; de—
insertion and5S—elimination; and nucleophilic or electrophilic attack arcoordinated
reactants. Several homogeneous catalysts are formed lay atetn mainly transition
metal, which is stabilized by a various organic ligand, dinkmown as organo—metallic
complexes. The ligand is mostly an organic molecule thatdioate with metal atom.
The main advantage of an organo—metallic homogeneouystitathe tunability of cat-

alyst’'s property by changing this ligand. It is very impaortdo select the right metal
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and the right ligand which enhance the reactivity seletstivand stability of a catalyst
(high TON). The most commonly used homogeneous organoHmetampounds as
catalyst include Rh[P(PK;ClI, Cr(CO);, IrCI(CO)[P(GH5)s]2, Ti(OiPr),, Cu(OTf), ,
Ni[P(Ph)]s, DIOP, BINAP, dpp—benzene, Xantphos, Ni(G@nd many more. Apart
from this some species without metal co—ordination helpsped up various organic
reactions. This typically points the classic acid/basalgats simply by H and OH".
Examples are aldol reactions, esterifications and traterifesations, and synthesis of
nitroaromatics such as 2—methyl-1, 3, 5— trinitrobenz@reonsted acids catalyze re-
actions by protonating nucleophilic sites such as lonespair O or N atoms or alkene
m—bonds. Another class of acid catalysis is organocatalyliss type of catalysts are
small organic molecules, primarily build with H, C, N, O, N, &d P atoms. These
molecules often acts as a Lewis acids or bases. Organcsataiyhibit certain advan-
tages over organometallic complexes: especially thissatdscatalyst are metal free,
non-hazardous, in-toxic, inexpensive, readily availahted many of them are air—-and
water—stable. Metal free catalyst has significant advanitagself: This type of catalyst
are environment friendly. Metal separation and recovegynat required at the end of the
reaction. Further more , organocatalysts are much less &md recyclable as compared
to organo—metallic analogues. The typical examples ofrargatalysts are piperidine
praline, Cinchona alkaloid.

It is important to mention that, two of the seven Nobel Prireshemistry given this
century were awarded for tremendous contribution in homegas catalysis: In 2001
William Knowles[57] and Ryoji Noyori[58] shared the prizativ Barry Sharpless[59]
for their contributions to asymmetric hydrogenation anilakon catalysis, respectively.
Four years later, Yves Chauvin[60], Robert Grubbs[61], Rmthard Schrock[62] shared
the prize for their contribution to metathesis catalysiggn8icant advantage of homo-
geneous catalysis over heterogeneous part is the highvigaend selectivity, which
can be tuned by altering the molecular properties of catalMoreover, the reactions,

catalyzed by homogeneous catalyst are not impeded by e f solid surface, phase
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transfer limitations or mass—transfer problems. Each sagyeatalytic reactive sites are
available and all single metal atom is a potential active. dlespite these considerable
advantages of homogeneous catalysis, the disadvantage dsfticulty of the process
of catalyst separation, recovery and recycling.[63] Comipased homogeneous cat-
alysts are very sensible to heat, and decompose belowi@5Thus distillation, even
at reduced pressure, will lead to catalyst decompositiastil@tion at low pressure is
also open to doubt, because a catalyst optimized for woukinagr the condition of high
pressure reaction may be subjected to unwanted side-aeacthder reduced pressure.
This often prevents their scientific successes from becgeommercial ones.

On the contrary, heterogeneous catalysis always take pdiiei catalytic reaction
in the different phase with the substrates. Most commontgrogeneous catalysis oc-
curs to a chemical system where the catalyst is a solid thilace and the substrates
are either in gases or liquid phase. Heterogeneous caatysinly was used in the
petrochemicals industries. Commonly used model catajgtems contain glassy met-
als, oxide films[64, 65] and thin metal[66], supported caitd based on chemical vapor
deposition[67], and supported homometallic and bimetallisters and oxides[68—70].
Solid catalysts are also works well in clean and green engpgjications such as solar
energy conversion[71, 72] and fuel cells[73, 74]. The mastgred material for vari-
ous chemical processes is the metallic surface[75—77]thRmsuch recently developed
noticeable catalytic materials constitute clusters ofores metallic and non—metallic
elements. The cluster size varies from few to several huhdtems combination. Ex-
periments have demonstrated that the properties of ctustequely depend on their size
and composition and that they evolve differently. Thesg sinrfaces exhibit the em-
phatic chemical and physical properties. This leads toniateapplications of these
materials in oxidation chemistry[78, 79]. Especially thelted analogues of these clus-
ters are helpful in bringing down the tedious reaction. Tdteel characteristic of these

clusters are hence useful to change the traditional higpeéeature, pressure demanding
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processes in applications like hydrocarbon crackingudiéin, polymerization etc. Het-
erogeneous catalysis process is much easy for catalystasiepa which is one of the
major advantage to use this catalyst. In gas/solid systeensdlid surface (catalyst) is
easily removed and cleaned. On the other hand in liquidisgtems, a simple filtration

process can easily separate the catalyst from the reactants

1.7 Motivation for Theoretical Investigation

At first glance, heterogeneous catalysis seems astoundting.highly useful and the
most sophisticated of the main two catalysis sub regimefyding inorganic, physical,
organic, surface science, materials science and orgarialimehemistry. Apparently
heterogeneous catalysis seems strikingly simple: substpassing through the reactor,
form products and leave it. But inside mechanism is extrgroemplicated: reactants
must diffuse through the catalyst pores, adsorb on its seffaiavel to the active site,
react there, and desorbs back to the gas phase. Each ands®@syoccurs at the mi-
croscopic level (molecular level). This microscopic babacause the main complicity
of heterogeneous catalysis process. Unlike the homogsreadalysis, bulk parameters
such as particle size, shape, and mechanical strengthitacaldrere. The interaction be-
tween reactants and catalyst surface determine the ke tcatialysts efficiency, selec-
tivity, and stability. Two other decisive dependency fatadgic activity are heat transfer
and mass transfer. Metal crystal surfaces has several atepkinks at the molecular
level Thereby, the surface atoms cannot coordinate fulty tius have more options
for interacting with reactant molecules[80—82]. Howere can predict the properties
and performance of new catalysts by combining the data frigin-throughput experi-
mentation with statistical analysis and descriptor modatssilico design)[79, 83]. The
significant advancement of sophisticated chemical tooth &8 XRD, EXAFS, mass
spectrometry, in situ IR and NMR analysis techniques allowhe modern chemist to

investigate reaction kinetics, life time of catalytic inteediates under the actual reaction
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conditions[84, 85]. Several class of of catalyst descritoanging from very simple
ones based on composition parameters to ones in the frak@iab initio quantum
computations. Theoretical investigation give betterghsiof the reaction mechanisms
and find out the possibility of new exciting reactions. Comgpunodeling can give a
crude idea of the properties of new catalysts and materidiss theoretical molecular
modeling has remarkable impact for ones that are difficutytathesize in the labora-
tory. simulations are essential in industrial processgiesivhere any changes in the
reactor configuration are very costly. With increases thegsand accuracy of compu-
tation, modern chemist can actually simulate any experiaieonditions, together with
reactions at very high or temperatures and pressures abimgtio molecular dynamics,
which are almost impossible and risky to set up in the lalmoyatMolecular modeling of
such catalysts not only save much synthetic effort but edseschemical and financial
dissipation. In addition, Simulations let us observe rieastand species that are inac-
cessible by experiment, such as the transfer of single psototermediates and even the
transition states. Thus main aim of the present thesis ipptyaa combined, DFT and
MD approach basically known as AIMD, to study the structubbainding properties and

hence finally reactivity of aluminum metal clusters.

1.8 Enhancement of catalyst by melting: Recent studies

and advances

It is well known that in the nano regimen, small size metastdus with 10-150 atoms
can demonstrate phase transitions i. e. melting betweed-dide and liquid-like

states. This melting transition can be very sharp or flat tolay first order characteris-
tics. This have been observed experimentally from the pétiedieat capacity. Several
research groups have experimentally investigate the ghesstions for a various metal

cluster such as sodium[86—93], tin[94, 95], gallium[96}-&&d aluminum[99-103] and
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these measurements further supported by number of congnabstudies[104—-108].
The experimental findings have affirmed considerable sipemngent fluctuations in the
melting temperatures. A century ago, Pawlow have antiegb#tat the melting transi-
tion of small molecules are considerably alter with the @ase in the surface/volume
ratio[109]. Sodium and aluminum clusters have been the mmktly studied materi-
als for the phase transition. The variation of melting terapge of sodium clusters are
directly correlated with geometric shell configuration. e other hand, for the alu-
minum clusters both electronic structure and geometry gglelyhsensitive[110-114].
Many receniab initio simulations study have concluded that cluster melting aarb
ticipated by structural transitions[115-120]. For exaenpl et al. found that geometry
change between low enthalpy structures occur foy; At temperatures which is far be-
low the melting temperature[121]. Clevelartlal. have concluded that for resonably
large clusters, Aug and Ausg the melting phenomenon is interrupt by solid—to—solid
geometry transformations between the ground state an@hégtergy icosahedral struc-
tures which are precursors to cluster melting[122]. Howexeperimental confirmation
for structural change of an isolated metal clusters is figeaht. lon mobility experi-
ment have explored both aluminum and gold in some extentfl24. Low temperature
plunge in the heats capacities fordpAl- Al, have been ascribed to harden of exothermic
geometric transitions[99, 101]. The solitiquid phase change, however, are not much
sensitive strictly with size. That is, as size of cluster@ases there are no linear rise
in their melting temperature. For instance, the extensrgg firinciple thermodynamic
simulations on Al; and Gas results higher melting temperature of nano size cluster
than its bulk counter part[125]. On the other hand dopindnwarbon a considerably
reduce the melting temperature. Thus doping of foreign nityp@allows to tune finite
temperature behavior of small clusters. Doping causesflstroctural rearrangement
of atoms within the cluster enhancing its reactivity, wiasemelting induces less coor-

dination enhancing the catalytic activity. In the last dbsavarious clusters of Au, Pt
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and Pd are utilized vastly for their high catalytic readifi26, 127]. Bulk gold is well—
known to be chemically inert; the metal does not react witjgex in air. However, it is
now well established that gold clusters differ from bulk lasyt have several surface and
corner atoms that have low coordination and hence adopt gee@s that are extremely
active for catalyzing certain oxidation reactions[1289[L2Some of the unique proper-
ties observed in these gold clusters are better responpernpes, and different melting
behavior[130-133]. Several interesting findings on Autetshave been summarized in
a recent review on theoretical chemical calculations od[d85]. One of the important
applications of Au clusters has been for CO oxidation. Is tlantext, the interaction of
ground state geometry of Au clusters with &d CO has been widely studied[136-144].
Moreover, it has now recently been reported that in somesaasehigher energy confor-
mations have better adsorption properties as comparee tgrdund state cluster[145].
Many additional reports have shown that this activity of tn@clusters which depends
upon the type of sites exposed and their ability to absorloaate electrons can be el-
evated by phase transitions. Although, no explicit studybase transitions of Pt and
Pd all-metal cluster is reported so far, these are well kncatalysts in many applica-
tions. Considering the two critical issues, abundance astl the expensive materials
like Au, Pt are best replaced by Al metal clusters. Many resaudies have proved the
potential use of Al metal clusters as catalyst in varied igpfibns[146—148]. A major
breakthrough addressed by M. F. Jarrold motivated us to/shelnovel features of Al
clusters, where they discuss the reactivity gfdwh a Aly, cluster[149]. They have de-
termined the melting temperature of;4 using heat capacity measurements following
which the ion beam experiments are used to investigate Hutioa between the cluster
and molecular B. They show above the melting transition, the activatiomibafor N,
adsorption decreases nearly by 1 eV. The significance, @dsorption over Al-cluster
has further motivated by Romanowskial. to carried out a computational investigation
of N, reaction with liquid Al metal[150]. Their study have condkd that the activation

barrier for dissociative chemisorption of,ver Al metal to be around 3.0 eV. They
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propose that the melting decreases the surface energytamd & liquid are mobile
and better able to adjust the Wholecule. Hence, previous studies onddlsorption con-
clude that the atoms on the surface of the liquid cluster mowvainimize their energy,
lowering the activation barrier.

Apart from the enhanced mobility, detailed information be teactivity of various
Al clusters and the reacting sites within them has not yehlodearly obtained. A very
little understanding is available concerning the role aligure and bonding of Al clus-
ters on the adsorption reactivity of the cluster. The céitahgactivity is always attributed
to specific and precise structural rearrangement of atotfeimaterial. It is worthwhile
to correlate the above two parameters to their reactivibysl the interesting questions
are:“Is the chemisorption of Nmolecule a consequence of highly different structure of
Al cluster following the phase transition? Do the changestincture modify the chem-
ical bonding property within the cluster thereby enhandisgeactivity or the higher
reactivity is completely due the dynamical rearrangeméatams within cluster? Does
this reactivity vary as a function of cluster size?” and hoaean tune the catalytic ef-
ficiency by doping of foreign particle? To answer the abovestjons, in this thesis, we
have studied systematically the adsorption behavionaiNoristine and doped (Siand P
atom) Al cluster as a function of cluster size. We also adsitfes issue of conformational

changes following the phase transition and their impact padséorption.

1.9 Characterization: Experiment and Theory

Cluster production is one of the most important steps intetustudies. To produce
them, one can either aggregate the particles or break thesutlgli from a solid or in

liquid. These can be produced in the form of colloidal péesc Mostly, the studies
have been focused on the formation of clusters in the gagglwarse by using cluster
sources. One of the most popular sources to produce meskcis the supersonic jet.

The other two sources to produce clusters are the gas agigregad the surface source.
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However, in laser vaporization technique the clusters avdyred from the surface of
a solid material by particle or photon impact or by a high &ledield. Smalley and
coworkers were the first to combine a laser ablation methddeasupersonic beam. In
this source, metal vapor is produced by the pulsed-lasatiablof a rod of the material
to be investigated. This source can be considered as th&ltoflihe supersonic jet and
the gas aggregation source[151]. All known spectroscagmhbriiques such as optical,
infrared, photoelectron, have been applied to study thepigs of clusters[151, 152].
Photodetachement and photodissociation techniques Hawed us to gain insight into
the electronic properties of charged clusters.

Jarroldet al. have investigated the photodissociation of aluminum elusins[153].
The first attempt to measure the ionization energies of alium clusters by laser va-
porization was by Coet al[154]. Information on the structural and bonding propertie
can be obtained through vibrational spectroscopy. Vergntdg, Fielickeet al. used
far—infrared spectroscopy to determine the structuresitbiic vanadium clusters con-
taining 6 to 23 atoms[155]. Recently, structures of silved gold cluster ions have been
studied by collision cross section[156]. However, nonéneke experimental techniques
or studies could reveal the evidence of catalytic naturéefgold clusters against their
noble metallic phase. Gold clusters are the excellent dstrettion, where theory has
played a immodest role in determining their notabilitiesty@ Bulusuet al. reported
theoretical grounds of hollow golden cages. Their recemkwias shown that gold clus-
ter exhibit some unique properties such as strong auropdiifraction and relativistic
effects, which play a key role for the formation of severalisumal golden cages. Small
Au nano clusters (13 atoms or fewer) stable at planar strestuhereas Ay acquires
a pyramidal shape and also examine the intermediate stesctasulting in the high
reactivity[157]. The same authors also demonstrate ptamatubular geometrical tran-
sition in boron clusters: B as the nucleus of single—walled boron nanotubes consglerin
ab initio simulations[158].

In this new era, a computer simulation has led to a novel wajoafg science that
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combines both theory and experiments. The finite numberarhatconsidered in the
metal clusters makes these systems ideal for theoretigdiest They can also help and
guide the experimental work. Theoretical approaches usstutly cluster science are
either based on the first principle methods, such as HF, CT, @Flassical approxima-

tions such as jellium model, tight binding etc.

Classical Approaches

Jellium model is one of the simplest and widely used thecaetnodel to study the
electronic properties of metal clusters. It is simple erfotm be applied to spherical
metal clusters ranging up to few thousand atoms. Jelliumeinaempletely ignores the
ionic core structure and replaces it by an uniform positivarge as being smeared out
over the entire volume of the cluster, while the valencetedes are free to move within
this homogeneously distributed positively charged bamlgd. The electronic energies
are calculated self—consistently to obtain the energyldglel, 159]. This approach is
thus particularly suitable for systems with rather delzeal valence electrons such as
bulk metal. According to the jellium model clusters with £#al electronic shells have
the spherical shapes, while clusters with partially filledpened electron shells are de-
formed. Hence, the background of the jellium model can beifieadaccording to the
shape of the cluster. The initial work by Ekardt has sucdlséilnown that the jellium
model can account for the experimentally observed pragsdt60]. A number of char-
acteristic properties of metal clusters such as statiajzalailities, collective electronic
excitations (plasmons), ionization potentials as wellhesdo called magic numbers can
be explained in terms of jellium model and its extension9[1550]. The limitation of
using the jellium model is obvious since it neglects the ¢opérturbation. It fails to
understand the properties of covalent and ionic solids revtiee electrons are localized
in the bonding region. Thus jellium model has a limited rangapplications which in-

clude the group la metals, alkaline earth metals and to sabeatehe transition metals.
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Nevertheless, the model cannot compete with the convaltaminitio quantum chem-
ical methods to study the properties of less than 20 atonssazluReviews by Brack and

W. de Heer are suggested for the detailed study of the jelinadel and its applications.

Ab initio Approaches

Although classical and semi—classical approaches areessitd in describing the
stability and structural properties of the metal clusteesy little information on the
electronic structure and related properties such as palaitities, optical spectra and ion-
ization potentials of small clusters is available throuigése approximations[159, 160].
Moreover, the hybridization taking place within the atonammot be explained on the
grounds of classical and semi—classical theories. The widsty usedab initio method
to calculate the ground state properties are the HF and DI pbst HF method such
as DFT, CI, CC have been used to calculate the excited siapepies of metal clusters.
Many techniques, such as simulated annealing, conjugatiemt, Newton—Raphson
have been employed for searching the potential energycsutéafind the lowest energy
configuration. Simulated annealing technique begins btirigpthe cluster at a very high
temperature and then cooling or quenching it slowly, hemobipg the thermally acces-
sible regions of the phase space[161, 162]. In a series @rpaihe electronic structure
of the clusters composed of la—group metal atoms and of itagyatoms have been
investigated at thab initio level[163]. Other studies on mixed metal clusters have also
been carried out at theb initio levels[164].

In the last decade combined approach of DFT and MD has beelogedato study
the ground state and dynamical properties of metal clyd®%% In this approach the
electronic potential derived from the DFT is combined witlk tlassical MD equation,
during the motion of nuclei to develop an efficient combin&st®onion minimization.
This approach was first proposd by Car and Parrinello[166ils Technique also helps in
studying the melting of clusters. Thermodynamical simafat are based on the concepts

such as temperature, pressure, equipartition, phasatimansonformational search of
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clusters etc[167-169]. These simulations are carriedroaitmicro—canonical ensemble

(constant energy) or in a canonical ensemble (constanteeatye)[170].

1.10 General Overview of Reactivity Descriptors

Chemical reaction can be understood and predicted by $elecaetical quantities that

have a direct correlation with the distinctive sets of sabsal chemical properties.

These important chemical quantities are known as descsipide reactivity descriptors
(or reactivity indexes ) are highly relevant to predictimg treactivity of the chemical

systems and measure a qualitative and semi—quantitatiyefvide extent to which a

particular site will be concerned in a given condition[1Z&%]. In the last centuries,

several groups have attempted to analyze the reactivityanae of bonding of various

molecule based on some perceptive ideas, conceptual maydkeEmpirical theory based
on reactivity descriptors. All are originally evolved framany experimental findings and
several chemical phenomenon. This empirical methodosdg to the present percep-
tive and have contributed significantly to the problem ofyeaenemistry. These concepts
can explain few experimental facts rather than to be sydtemea general sense. It was
thus, only partly favorable in explaining the chemical prdjes of the systems. So it is
not very simple to formulation of a systematic general@afrom these crude qualitative
concepts and models. This conclusion is owing to the presefihe enormous number
of different classes of molecule and consequently, tharfaion as well as frustration

started arising out among the modern chemist’s community.

Quantum mechanics in the framework of Molecular orbitabtgygMO) tried to de-
velop all the conceptual models and principles, and fourtbednathematical founda-
tions to it. The advancement of quantum chemical methods kdjets on the rigorous
definition of several empirical concepts and has equippedradlation for the calcula-
tion of the chemical properties of molecular systems[1B2}1Among all the signifi-

cant developments of reactivity descriptors, many have leséraordinarily successful
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in explaining the chemical and physical phenomenon moteystems. In particular,
the theory of the frontier molecular orbital theory (highescupied molecular orbital
(HOMO) and lowest unoccupied molecular orbital (LUMO)) posed by Fukui[174],
molecular orbital symmetry developed by Woodward—-Hoffn{a83-185], Mulliken’s
overlap and orientation principle[186—188] and Pearsbaginess and softness con-
cept (Hard-Soft Acid—Base principle)[189, 190]. All thencepts or principles have
tremendous impact to explain experimental facts at the cotde level in an elegant
way. Several other reactivity descriptors have also beepgsed with these descrip-
tors in parallel, such as Bader’s charge density of atomsdlecule (AIM), molecular
electrostatic potential (MESP), electric field, etc[17914194]. Thus, to explain the
chemical process several such descriptors have beenipssband each of them have
their own domain of applicability. Hence, itis very crudialknow which parameters can
explain molecular structure and reactivity, and which aeerhost appropriate represen-
tatives of the tendency of a given molecule to undergo aicettass of reactions. In the
present thesis we have discussed elaborately the devehbgwiehe recently proposed
density—based descriptors, such as chemical potentrdihéss, softness, Fukui function
and their derivatives. More importantly, we are interesiteektending these concepts to

investigate the reactivity of molecular systems in a senéngjtative way.

1.11 The Concepts of Hardness and Softness Parame-
ters: A Historical Perspective

Concepts such as hardness and softness have been part ofdhelhary of the chemists
since the period of Berzelius, mainly to explain the ocaureeof natural metal ores with
several other groups or ligands, such as sulfides, oxidearbboates[195]. The foun-
dation for the concept of chemical hardness lies in the stdidyhrland and Chatt[196].

They showed that the metal ions are simply one group of @jbtles and which in turn
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can be divided into two classes building upon on the relaifiaities for ligands with
various donor atoms. The class (a) metal ions react stravigitynucleophiles, which are
normally basic to the protons. The class (b) metal ions ret@achgly with nucleophiles
that can be easily oxidized. For instance, considering i@ty of some of the metal
ions towards oxides and sulfides, the reactivity order fes#hmetal ions has been given
as, Mg™ > F&t > Ca™ > Zn’t > PbPT > Cu™ > C#* > Hg?>". This order has
been later shown to be in the increasing order of softnesgaedsing order of hard-
ness. Most of these works were focused to explain the reasdhd preference of metal
ions with some specific ligands. Although these classificatiand explanations were
satisfactory for the occurrence of many natural ores aneratbmplexes in terms of the
hardness and softness concepts, it was merely a conclusiontfie observed results.
However, there was no explanation for the variation in tlabitity of these complexes
and it was probably due to the lack of knowledge of electratiacture of the systems
and nature of the chemical bonds.

The first detailed explanation on the basis of electroniacstire theory was given by
Mulliken[186-188, 197, 198]. He suggested that the bond/ben the molecular sys-
tems, A and B, is predominantly ionic in character with a Brglectron transfer from
the Lewis base B to the Lewis acid A. Mulliken also explaineelstability or the strength
of the molecular Lewis acid—base complex with the help oinqua mechanical formu-
lation. He further argued that stability of the complex ARBri@ases with the increasing
heat of formation from system A and B, which in turn dependsrughe resonance en-
ergy (i.e. resonance between the no bond and ionic bondisteusf A and B). From
the corresponding energy profiles of the no bond and ionidstmictures, he concluded
that the lower the vertical ionization potential of B andlieg the electron affinity of B,
the more is the resonance, which implies greater strengtiewfs acid A and base B.
Mulliken also showed that when both A and B are soft chemipakis (by ‘soft’ he
meant less exchange repulsion between the two systemgdhkant compound AB is

more stable than the case when both of them are hard spegé&s fy ‘hard’ he meant
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more exchange repulsion between two). So, according tosofimess in A or B should
tend to make it a better acid or base, respectively,. On thes lod the above definition
of “softness” or “hardness”, he also explained the “exatfieity” and “endothemicity”
of the molecular compound AB.

This common idea of categorize chemical reagents with m$peheir chemical na-
ture stimulated further research on the physical progedfehe complexes. Pearson’s
study is considered to be one of the most significant worksitamals been found to be
very applicable for correlating and in depth understandihg complex chemical sys-
tems in terms of the hard and soft parameters. More overe tbescepts have gained
further impetus and it became one of the most useful coneaptsg the chemist’'s com-
munity after the proposition of HSAB principle by Pearsod@63[199]. He has actually
classified the molecular systems in terms of the hard—swi-base in a general way and
the details are given below:

(a) Hard acid (acceptors or nucleophiles): High positivargk, low polarizability and
small in size. e.g. H, Ca&*, BF; etc

(b) Soft acid: Low positive charge, high polarizability dadger in size e.g. Hg', BHs,
|+

(c) Hard base (donors or electrophiles): High electroneigatdifficult to oxidize and
low polarizability. e.g. F, NH;, OH~

(d) Soft base: Low electronegativity, easily oxidizable &mgher polarizability. e.g. H,
1=, CoHy, CN™

HSAB principle says that reaction of hard acid with hard basd soft acid with
soft bases results addition stabilization of the systeinis. d concise statement of very
large amount of chemical information from experimentalesisations. An account on
the usefulness of the HSAB principle can be found in differ@meas through several
proceedings and monographs or shorter overview articlesneSexamples are given

below that will explain the HSAB principle. For example;lis a hard acid, F a hard
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base, Cs a soft acid, and1 a soft base. The exothermic nature of the reaction shows
that hard—hard (Li and F) and soft—soft (Cs and |) interaxctiare preferred over hard—
soft or soft-hard interactions. In a similar way, one cao aigplain the other reactions
through the HSAB principle.

Hard—soft + Soft-Hard = Hard-Hard + Soft-Soft A H in kcal/mol

LitlI- + Cs'F = LItk + Cs'I- AH=-12.1
H*ClI- + LifH- = HfH"- + LifCI~ A H=-56.1
H*Br- + ITOH~ = HtOH~ +  ITBr- A H=-26.4
OHTF- + Li*tH- = OH'H- + LitF AH=-144.1

There are several possible factors that might influence likeenecal strength of the
hard—hard and soft—soft interactions. Indeed, theseragmvern a important role de-
pending upon the specific condition. Although the precediisgussion is inadequate,
it compiles most of the important aspects, which seem likelyegulate the nature of
hard—hard and soft—soft interactions. Because of the mtyltacy of these factors, a
elaborate analysis would scarcely be advocated. Howeéwetheoretical proof for the
HSAB principle will be discussed in the foregoing sections.

A more interesting idea is the one that relates the hard-#agddsoft—soft charac-
ter, respectively, to ionic and covalent interaction. A glenexplanation for hard—hard
interactions is by considering them to be primarily elestatic or ionic interactions[199—
204]. Most of the typical hard acids and bases are those tigdit ine supposed to form
ionic bonds such as i Na", etc and F, OH~. As the electrostatic or Madelung en-
ergy of an ion pair is inversely proportional to the intepraic distance, the smaller the
distance, the greater is the attraction between the haddaacl base. Since an electro-
static explanation cannot account for the apparent stybilithe soft—soft interactions,
it has been suggested that the predominant factor here igadeod one. This would
correlate well for transition metals, Ag, Hg, etc. It is udpassumed that bonds such as

Ag-Cl are considerably more covalent than the correspgnaiires of the alkali metals.
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In this regard, the polarizing power and the polarizabitityl orbital electrons becomes
important.7—bonding has also been suggested for the soft—soft intenactr—bonding
occurs more readily in those metal ions that have low oxitegtates and large number
of d electrons and hence, these conditions favor the sdftype of interactions. We can
conclude by two main conclusions. First one stated thatsofecules are more reactive
in respect ti the hard molecules in all reactions where aag@ment or electron transfer
is essential. The second one tells about the hard moleclileh wesist to change, not
only in the number of electrons, but also in the distribugomong the nuclei.

An empirical equation was suggested by Drago to correlatdshef formation of
acid—base complexes, such asH-= E Ez + C,Cg, where the term E represents the
susceptibility of the acid or the base to be subjected totrelstatic interaction. The
term C measure the extent of participation in covalent bagi@05—-208]. This equation
seems to give superior agreement with experiment and casparelegant way with
that suggested by Pearson. However, empirical nature anduimber of independent
parameters involved in the calculations make it unrealistuse. In addition, no physical

reason or explanation for hard and soft behavior is provimesuch an approach.

1.12 Reactivity descriptors: Application to the chemical

problems

The objective for introduction of these reactivity destwig is to quantify and analyze
the conceptually important quantities such as chemicaliraty, selectivity and the sta-
bility of molecular systems from general theoretical vidlie numerous works in terms
of monographs and reviews in this field, brings out the wtitif these descriptors in
generalizing the chemical reactivity within the framewofkDFT[209-215]. Based on
proposition Zhou, Parr and Garst have proposed that botinbas and aromaticity are

measures of high stability and low reactivity and absolatr@lative hardness measures
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the extent of aromaticity[216, 218-220]. Parr and co—~warkewve successfully corre-
lated resonance energy peelectron, which is conventional valence—bond measure of
aromaticity, with absolute hardness or relative hardr2d€[ It has been shown that in
electrophilic substitution reactions, the change in thelhass from reactant to the tran-
sition state, is the measure of activation energy of theegysiThey also argued that the
absolute hardness is generally the most useful quangtatdex for marking the clos-
ing of electronic shells and the closing of shells can be sseconsequence of MHP;
the hardness of fully filled s—shells and half filled p—shats seen to be local minima.
Hardness has been shown as successful candidate in prgdhati stability of different
types of metal clusters[221, 222].

As we have discussed elaborately in the next chapter abeutfibrmation contained
in f(r) ands(r), these are extensively used to study intramolecular regctiom local
perspective[223, 224]. Langenaeletial. have shown that more reliable reactivity order
for intermolecular reactivity can be obtained by making oééocal hardness, rather
than FFs or local softness. Intermolecular interactionegpeharge controlled (hard—
hard) interactions, are therefore, better described byrems related descriptors, while
the intramolecular interactions, being covalent, aredbetescribed by orbital related
descriptors (like FF and(r)).

Based on local HSAB principle, interpretation of orientatiin organic reactions
has also been studied in detail by various groups[223, 2RBDs have been reason-
ably successful in interpreting both regio—selectivitd amechanism of the Diels—Alder
reactions[226—233]. In addition these have been extelgsamplied for problems of
regio—selection in substituted benzynes and hexarynesvapidunsaturated aldehydes
and ketones; and the nucleophilic and electrophilic stuigin reactions of mono substi-
tuted benzenes[234-240, 242-244, 246, 247]. Recentiprregjelectivity in fullerenes
chemistry has been adequately rationalized by means dfdofimess[236]. The local
hardness, in one or another approximate form, has also begied on inter—molecular

reactivity sequences, acidity of substituted acetic atigdrides, zeolites, alkyl alcohols
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and reactivity of mono—substituted benzenes[237-240, 2412, 248].

There have been reported cases, where, these descript@ddiad in describ-
ing the experimentally observed reactivity trends[249252]. Study by Mineveet
al. has claimed that orbital FFs do not provide correct reagtpattern for protona-
tion sites of aniline in gas phase[254]. Reyal. have reported some mismatches for
«, f—unsaturated ketones on basis of local softness and FFsy prbposed relative
electrophilicity and relative nucleophilicity as a mordéable descriptors over the con-
densed FFs[255]. Krishnamungy al. studied intermolecular reactivity using concept of
group softness, where, the group consists of reacting aaoohsearest neighbors of that
atom[251].

Contreaset al. examined the usefulness of philicity in predicting regiselective
isomers in Diels—Alder reaction[256—259]. Importance bilipity in describing global
electrophilicity has been also discussed by few authorsn@ically, philicity has been
tested to perform better than FFs in describing intermdézceactivity.

As we have seen that there has been considerable succesxiibithg the reactiv-
ity of the simple organic molecules, using the reactivitgaetors, the applicability of
these descriptors has also been extended to more complexnsybke zeolites. The
acidity and basicity of different sites in zeolites lattexe the two important properties
that determine the catalytic activity of zeolite. Thesepamies have been extensively
studied using these LRDs[260-266]. Recently, the influeriaghanges in the average
framework electronegativity, (by the variations in the gasition of the zeolites or by
the isomorphous substitution of Si and Al atoms by other alomn the acidity of the
bridging hydroxyl groups has been investigated using thethaty descriptors by Geer-
lingset al, Pal and co—workers, Dela al. and Chatterjeet al[257, 258, 263—-266]

In addition to ground state description of reactivity, Ghedj and co—workers also
focused on extending the scope of these conceptual DFT ¢dasound state to ex-
ited state[267—269]. These studies have led to significadérstanding of excited state

chemistry. They showed that hardness values for excitéeldstae lower than those for
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the ground state. On the other hand, the surface plots dfdoeatities FFs, charge den-
sity etc. show increase in reactivity for the excited staldsey also revealed the linear

relation between the!/? and the softness of the system even for the excited states.

1.13 Organization of the thesis

Motivation of the present thesis is to apply the advancet-effective DFT techniques
to investigate the physical and chemical insight of metasters and catalysis at a mi-
croscopic level. Recent developments in the field of metadters has helped in under-
standing the evolution of the physical and chemical progeifrom an atomistic scale
to nano and to a bulk scale. In addition to this, by doping wlifferent kinds of metal
atoms, new materials can be formed. One of the purposes giésent work is to use
AIMD simulations to obtain the ground state properties ahecdoped metal clusters
such as gallium doped aluminum based binary clusters.

The other purpose of the work is to develop charge transfiempeter to calculate
interaction energy of several prototype organic molecwliés multiple site based week
interactions using local hard — soft acid — base (HSAB) ppilec
The outline of this thesis is as follows. In Chapter 2, we haresented an outline of
the theoretical framework behind the methodology usedemtbst part of the work pre-
sented in the thesis. We begin with a brief introduction ®dlensity functional theory
(DFT) as an alternative route to perform reactivity and lgataproperties of molecule
and metal clusters. A description of the concepts of mosrodynamics an@b initio
molecular dynamics are given and also explain and comparédt#as and algorithms
behind Born — Oppenheimer molecular dynamics and Car+#ioimolecular dynam-
ics. Lastly, we briefly review the earlier theoretical deghents of chemical reactivity
using theab initio quantum chemical methods and properly describe how therealpi
concepts (chemical potential, electronegativity, sdtdéardness etc.) have been quan-

tified theoretically within the domain of DFT. We have higjiited the energy — density
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perturbation methods within the framework of DFT and théetlégnt semi — quantitative
models, including local HSAB principle, in finding a one toeotorrespondent between
the density based reactivity descriptors and the intera@nergy of the complex.

In chapter 3, we calculate interaction energy of severabpype organic molecules with
multiple site based week interactions using local hard +a&wfl — base (HSAB) princi-
ple. The local HSAB principle is semiquantitative in natdree to the presence of aa
hoccharge transfer parameter. We have derived the second Fampi®ximation ofAN
(AN,..onq) @s anad hocparameter for charge transfer to calculate interactiongge® of
multiple site based interactions using local hard soft &ese principle. The second —
order approximation ofAN has derived from Sandersons electronegativity equadizat
principle. We further discussed the advantages and limortatof the approach.

In the chapter 4, we have studied reactivity of aluminumtelssin the framework of
density functional theory (DFT) — based reactivity degonip to identify potential sites
for adsorption and eventual chemical reaction. Dependingyanmetry, susceptibility of
various type of reactive sites within a cluster toward anamging electrophilic and/or
nucleophilic attack are predicted using the reactivitycdgsors and validated by per-
forming an explicit adsorption of water molecule on Al clrst

In chapter 5, we have studied di — nitrogen activation on thged aluminum clusters.
Density functional theory based calculations demonsulagged aluminum clusters to
be highly reactive toward molecular nitrogen and hence srsgective materials for its
activation at low temperatures. Calculations on silicod phosphorus doped aluminum
clusters with 5 — 8 atoms reveal an enhancegdbtivation with respect to their pristine
ground state and high energy counterpaftls.initio molecular — dynamics simulations
further exhibit consequential efficiency of doped clustevgard dinitrogen activation at
finite temperature.

In the chapter 6, we investigate structure and stabilityuiénum clusters with succes-
sive substitution of gallium atom. We have carried abinitio density functional theory

(DFT) based molecular dynamics simulations (BOMD) on puré successive gallium
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doped on A{ clusters with an aim of understanding the thermodynamipgnites of
ground state conformations as a function of doping ratioucgtiral and electronic prop-
erties are analyzed to explain factors leading to the szalitbn.

In the last chapter, we have proposed to study energeticsnaatianistic pathway of
cross — coupling reaction over aluminium nanoclusters tdyst. Density functional
theory will be use to understand the facts. In spite of bemgrgconventional catalyst
for radical polymerization, cross — coupling or similar &pf reactions in bulk state, Al
clusters can show significantly low activation barrier. Talerstand the insight into the
reaction mechanism, mode of binding will be investigatéwiliteab initio Born Oppen-
heimer Molecular Dynamics (BOMD) simulation and the NakiBand Orbital (NBO)

analysis.
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CHAPTER 2

Theoretical Methods and

Computational Aspects
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2.1 The Schiodinger Equation
The time independent non—relativistic Schrodinger equat
HVU = EU (2.1)

provides a theoretical foundation for the solution of \aity all problems in chemistry.
H is the Hamiltonian operato¥ is a many—particle wave function, and E is the energy
of the system. The set of wave functiows, (i = 1, 2,...) , which are the solutions of
this equation, represent the set of possible quantum siéteg system with the wave
function ¥; containing all information for the state i. However, the lgtia solution of

the Schrodinger equation has only been possible to dat@dons and molecules with

only one electron. In atomic units the Hamiltonian for N édens and M nuclei is

~ N 1 M . v ,
Y LR NI D I
i=1 A A i:1A:17,ZA
N Ny MM
+2;E+;; h @2

In the above equation Mland Z, are the mass and the charge of the nucleus Azr
r; — Ralis the distance between thé and the A" nucleus, §; = |r; — r;|is the distance
between the't and the {* electron and Rp = |R4 — Rplis the distance between thé"A
and the B" nucleus. For molecules, the first approximation made irhalldalculations
is the Born—Oppenheimer approximation, in which the nuckea the electronic wave

functions are considered separately.
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2.2 The Born — Oppenheimer Approximation

Since nuclei are much heavier as compaerd to electronspbeg very slowly. Hence,
to a quality approximation, one can consider the electrores inolecule to be moving
in the field of fixed nuclei. Within the approximation, the &tic energy of the nuclei is
neglected and the repulsion between the nuclei is taken ¢om&tant. Hence, electronic

Hamiltonian describing the motion of N electrons in the fieldM nuclei, is given as,[1]

N M M M ZAZB
Z Ay +ZZ 22 % (2:3)
i=1 A=1 =1 j>i A=1A>B

Electronic structure methods solve the eigenvalue equsitd the electronic Hamilto-
nian and th etotal energy is obtained as a sum of the electem@rgy and the constant
nuclear repulsion. There are many theoretical methodshwtan be used to solve the
Schrodinger equation such as HF, CI, CC, etc.[1]One suc¢haudas the DFT which uses
the electron density instead of the wavefunction. This @ik not only easy to derive
but also computationally cheaper than the other ab initithogs. Moreover, DFT con-
siders the electron—electron correlation unlike the HFT DBs been explicitly used in

the present thesis.

2.3 Density Functional Theory

DFT has long been an extremely useful method for the eleictsiructure calculations
in quantum chemistry. It has been successfully applied koutze the ground state
properties of atoms, molecules, metals, semiconductrsP&T is a rigourous way of
circumventing the interacting problem of ground state byaaanirivial non-interacting
problem. The breakthrough idea of DFT is to describe an acterg system of N—
electrons through its electron density and not via its maogy wave function. The fact

that the ground state properties are functionals of thereleclensity,o(r), was proved
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by Hohenberg and Kohn and it implements the basic framewamrknbdern DFT.[2]

2.3.1 Hohenberg—Kohn Theorems

The first HK theorem states that the external potentia) (second term in the eqn 2.3)
is determined, within a trivial additive constant, by theatton density(r). [2]Sincep
determines the number of electrons, it follows th@t) also determines the ground state

wave function¥ and all other electronic properties of the system.

p(r) — N — U; — all properties

The second HK theorem provides the energy variational olieclt states that, for

a trial densityy’(r) such thap/(r) > 0 and [ p/(r)dr = N

E, is the energy which corresponds to the ground state eled&osity. The above equa-
tion presents a search for the ground state electron deasttycorresponding ground
state energy through the minimization of the energy fumetid|[p]. However, the trial
densities should satisfy the necessary criteria of N—sgmability, i.e. the trial density
should be associated with an anti-symmetric wavefunctitore importantly, the den-
sity should also have some external potential and satigtyia v—representability condi-
tion. The N-representability condition is necessary fer\threpresentabiliy condition.
Levy has shown that there are some densities which are nepresentable i.e. the
densities do not map to any external potential. [4] Theefeuch non—v—representable

densities would not correspond to any ground state.

2.3.2 Kohn-Sham Method

KS introduced a method based on the HK theorem that enabteémination of E[p(r)]

by varyingp(r) over all densities containing N electrons.[3] The totateienic energy
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in the KS approachZ[p(r)] can be partitioned as follows
— _1 ) 20, l M /
Bualp) Rl = —5 (w0t + 5 [ [ G20 arar

T Enllp(r)] + / Ve(P)p(r)dr - (2.5)

In the above eqgn 2.5, the first term is the kinetic energy afted@s in a model non—
interacting system which has the same electron densityeasetll system. The sec-
ond term is the pure Coulomb interaction between the elestrdhe third term is the
exchange—correlation energy, which includes the eleatsaiange, the difference of
the non—interacting and the interacting kinetic energy taedcorrection for the self in-
teraction due to the Coulomb potential, and the last terrheaseixternal potential, i.e.,
potential coming from nuclei. The minimum of the KS funct@brs obtained by varying
the energy functional (egn. 2.5) with respect to the electiensity. This leads to the KS

orbital equations

[—%A? + Vesflthi = € (2.6)
Vers(r) = v(r) +/ |7f)<_r7),,|d7“' + Vae(r) (2.7)
p(r) = [thi(r)? (2.8)

i=1
Eqn 2.8 is the electron desnity. Since the sum of the orbitaeigies is not equal to the

total electronic energy. Hence, the total electronic epeemn be derived as
- L[ p(r)p(r')
E = ;Ui — 5 / ‘T — d’r’dr’ + Exc[p(r)] — ‘/’mcp('r)dr (29)

The exchange—correlation functional as defined by KS resnaaknown However, there
exist several approximations. LDA is the simplest possilgesity functional approxi-
mation where the exchange and correlation of an interattirigpomogeneous electron
gas at the density given by the local dengity) at space point r in the inhomogeneous

system.[3] It is defined as

ELPAp(r)] = / p(r)ecep(r)dr (2.10)
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More sophisticated is the GGA approximation, where the omknfunctional is approx-
imated by an integral over a function that depends only om#msity and its gradient at

a given point in space.

ESSA[p(r)] = / dr p(r)e9A (p(r); Ap(r)) (2.11)

Some of the GGA functional for example, are the BLYP,[5, & BAWW91,[7] or the PBE

exchange—correlation density functionals.

2.4 Classical Molecular Dynamics

In classical MD, the nuclear motion in a molecular systenreated by the classical
equations of motion interacting via a potential. The patnised to derive the forces
on the atoms are classical such as Lennard—Jones, Buckinngiic. These potentials
do not account the electronic motion and hence, classicabElidmes computationally
much cheap. In MD, successive configurations of the systengemerated by integrat-
ing the Newtons equation of motion. The result is the trajgcthat specifies how the
positions and velocities of the atoms in the system vary vaipect to time. Hence, MD
is a deterministic approach, in which the state of the systeany future time can be
predicted from its current state.[8] The trajectory is attd by solving the differential
equations involved in the Newtons second law. Given a setarha of massed/; at
positionR; , one can write

F; = MRy (2.12)

where the force on the atom | is given By , which can be related to the potentiaRE

as
_ 0E(Ry)
P (2.13)

Various algorithms have been devised to solve the abovetieqaa Perhaps the most

widely used method is the Verlet algorithm.[8] The methobased on the atomic posi-

tionsR;(t), accelerationg\;(¢) and the atomic positions of the previous sRegt + At).
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The equation for the next step is calculated from the Taytpaasion

Ri(t + At) = Ry(t) + AtVi(t) + %AtQAI(t) o (2.14)
Ri(t — At) = Ry(t) — AtVy(t) + %AtZAI(t) — e (2.15)

Adding 2.14 and 2.15 we have
Ri(t + At) = 2Rq(t) — Ry(t — At) + AEFI (2.16)

whereF7 is given by Eqn 2.13 The velocities are not needed to competéajectories,

but they are useful to calculate the kinetic energy. They beagbtained as
Ri(t + At) — Ry(t — At)

2A¢
In MD simulations, it is very important to store the infornwat of the system after every

Vi(t) =

(2.17)

At step, such as, velocities, forces and the instantaneowsssaf all the calculated prop-
erties. The information stored in an MD simulation is timelered and can be used to
calculate time correlation function, and thus, can be usediculate the transport prop-
erties such as diffusion coefficient, viscosity coefficjezit. Moreover, the temperature

dependent properties can also be calculated from the atjtigpalaw
—NKBT Z “m2u? (2.18)

Although many systems have successfully been investigaithdnodel potentials like
for eg. Lennard—-Jones potentials. In classical MD it is dlifi to account for the lo-
cal atomic properties such as, chemical bonding, inclutheghemical reactions which
form and break bonds in a quantum mechanical fashion. Onttiexr band, quantum
dynamics of the nuclear motion of a large molecular systecoimes highly computa-

tionally expensive. These difficulties can be accomplidiethe use of AIMD.

2.5 AbInitio Molecular Dynamics

AIMD method allows to simulate the motion of the individuabms based on forces

which are calculated quantum mechanically.[9, 10] Thediasia behind AIMD is that,
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since the nuclei are much heavier than the electrons sheuiddved classically using
the Newtons equation of motion under the electronic paaéigrived from quantum
mechanical approach. In 1985, in a seminal paper, Car amth&& initiated the field
of AIMD by combining the conventional MD technique with thé-D and were termed
to be CPMD.[11] This allows one to study, formation and breglof chemical bonds
in contrast to the conventional MD. A number of other techies have been developed
which are based on minimization of the electronic orbitalghieir ground state at each

time step. These techniques were referred to as BOMD.

2.5.1 Car Parrinello Molecular Dynamics

Car and Parrinello proposed a scheme based on MD and DFT.[E)] postulated the

following Lagrangian
1 . 1 .
Lcp = 2 ZM/ [i(r)[Pdr + B ZI: MR} — Etorar[ti, Rl
+ZAZJ /dmp )bi(r) — 6;;) (2.19)

L does not depend explicitly on time, and is a functional of stades of classical degrees
of freedom, the); and theR; , which depend on time. The, are arbitrary parameters
which play the generalized masses for the electronic degfdfeeedom. The first and the
second term in Eqn.2.19 are the kinetic energy of the eleittrd,.) and ionic degrees
of freedom (K ), respectively. E' is the potential energy of the coupled electron—ion
fictitious system. The Lagrangian multipliers; are used to impose orthonormality
conditions on the); .

The Euler equations associated with the Eqn.2.19 are

by = W Z Aij1; (2.20)
OF

MRy = —— 2.21

Ry = SR, (2.21)
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According to the Car—Parrinello equations of motion, theleievolve in time at a certain
physical temperaturec K; , whereas a fictitious temperatuseK. is associated to the
electronic degrees of freedom. Thus, a groundstate wasedmoptimized for the initial

configuration of the nuclei will stay close to its ground statso during time evolution
if it is kept at a sufficiently low temperature and need not pmized after each time

step.

2.5.2 Born Oppenheimer Molecular Dynamics

An alternative approach to include the electronic striectnrmolecular dynamics sim-
ulations consists in straightforwardly solving the stagiectronic structure problem in
each molecular dynamics step, given the set of fixed nuclesitipns at that instance
of time.[12] Thus, the electronic structure part is redutedolving a time indepen-
dent quantum problem, e.g. by solving the time independemitslinger equation, con-
curorently to propagating the nuclei via classical molacdlynamics. Thus, the BOMD

equation is given by
1 . .
EBO = 5 Z M]R% - min{wi}Etoml[{wi}u {RI}] (222)
I

and the minimization is constraint to orthogonal set§®fi. The equations of motion
are

The above Eqn. ensures that the minimization of the eleictramergy is done at each

MD step.

2.5.3 Comparison of CPMD and BOMD

It is very important to ask which AIMD method would be the masimputationally
efficient? One of the advantage of CPMD over BOMD is that n@aimalization of

the Hamiltonian (or the equivalent minimization of an eryefignctional) is necessary,
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except at the very first step in order to obtain the initial efanction. In CPMD, the
explicitly treated electron dynamics does not allow onaketa larger time—step that can
be used in order to integrate the coupled equations of métionuclei and electrons.
Since, in BOMD there is no explicit dependence on the elaatrmotion the maximum
time—step is given by the nuclear motion only. However, iheetgained in BOMD
due to the larger time step is lost in the orthogonalizatiduat it is seen that BOMD is
an order of magnitude faster than the CPMD. For a more ddtadenparison between
the CPMD and BOMD, one can refer to [13]. In the present thesidhave used the
BOMD approach for obtaining the ground state structuresetfihclusters. The BOMD
method has been used to drive the system in a minimum enerdiguamtion by using
the simulated annealing technique (Section 2.6). TheldethBOMD and CPMD are

discussed in several reviews and thesis[12, 14-16].

2.6 Optimization Techniques

Optimization techniques are used to drive the system in thexmm energy configura-
tion. Once the initial configuration is defined the next sgefwifind its minimum energy
structure. A variety of optimization techniques have bagygested. Basically, there are
two kinds of optimizations, one is the electronic energyiragations at a fixed nuclei
and the other is the geometrical optimization. The final gcbatate geometry is con-

sidered only when the ions and the electrons are in theimmim energy configurations.
Conjugate gradient

The conjugate gradient method provides simple and effievagtto locate the minimum
of a particular system[17]. The initial direction is takerbe the negative of the gradient
at the starting point. A subsequent conjugate directiohes ttonstructed from a linear

combination of the new gradient and the previous directi@t minimized the function.
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It should be noted that at each point the gradients are artheddout the directions are
conjugate. Since the minimization along the conjugatectivas are independent, the
dimensionality of the vector space explored in this techeitgeduces by one at each it-
erations. When the dimensionality of the function has begluced to zero, there are
no directions left in which to minimize the function, so thi&ak vector must be at the
minimum. In this technique, the search direction is gemerasing the information from
all the sampling points along the conjugate gradient palts method works very well

for the systems lying close to the minima.

Simulated Annealing

Annealing is the process in which the temperature of a syst@mreased till it melts and
then it is slowly reduced until the material crystallizegn8lated annealing is a compu-
tational method which uses the same approach as this, intoréled the minimum of a
particular system[18].

For a system containing many ions will have several ionicfigomations that are
minimas. The simulated annealing procedure has to explbtteese minimas to locate
the lowest energy minima. At a given temperature the syssatiawed to reach thermal
equilibrium using a AIMD technique. At high temperaturd® system is able to occupy
high energy regions of conformational space and to passtoghrenergy barriers. As
the temperature is lowered, the lower energy becomes mobaple in accordance with
the Boltzmann distribution. At absolute zero the systenuikhoccupy the lowest energy
state(i.e. the global energy conformation). Simulatecealting is ideal for the systems
having small difference between the local and the globalmman This is often difficult
to acheive in practice. Thus, simulated annealing cannataguee to find the global
minimum. This technique has been very useful in obtainieggitound state geometries
of metal clusters and to study their thermodynamical priged 9].

In the present thesis we use the simulated annealing taghmbdgobtain the lowest
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energy state structures of the metal clusters.
Finding the Minimum using AIMD

Initially the charge density is obtained from Eqn.2.8 toca#te the KS energy func-
tional (Eqn.2.12) by solving the KS equations (Eqgn.2.5}seInsistently as discussed
in the section 2.3.2. Reaching the minimum of the energy Ig tre first step in an

AIMD simulation. In the next step, the force on the ions armpated according to the
Hellman—Feynman theorem. The ions are then moved by salliylewtons equation
of motion (Egn. 2.21) by Egn. 2.16. As the ions are moved, tBeeergy functional is

minimized again, in order to calculate the Hellman—Feynfoares at every point in the

MD trajectory.

2.7 Conceptual DFT

2.7.1 Global Reactivity Descriptors

As already mentioned, electron density) is the fundamental variable in DFT. It con-
tains all the information about the systesfr.) determines external potential due to nu-
clei, v(r). Determination ofy(r) implies fixing of the Hamiltonian H of the system. It

also determines N, the total number of electrons, via itsnadization.
/p('r’)d’r’ =N (2.24)
Since, it determines number of electrons, it follows th@at) also determines the wave-
function and all other electronic properties. This theoreaiso known as first Hohenberg—
Kohn theorem([20].
E = E,(p) (2.25)

The second HK theorem provides the energy variational jpli@d.e. looking forp(r)

what minimizes the energy functional fp). For optimalp(r) the energy doesnt change
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with variation of p(r), provided thep(r) integrates to N. This constraint can be intro-

duced by method of Lagrangian multipliers, yielding theatonal condition:

S{E — / p(r)dr — N)} =0 (2.26)

where,u is the corresponding Lagrangian multiplier.

One finally obtains Euler—Lagrange equation:

~ 0E,(p) OFmK
~ op(r) op(r)

Fu i is universal Hohenberg—Kohn functional (now onwards we wgke notation F in-

L =o(r) + (2.27)

stead of iy ) comprising of electronic kinetic energy functionalprand the electron—
electron interaction functional, Mp].

In the landmark paper by Parr and coworkers[21], they pexvihterpretation of
Lagrangian multiplien.. They showed that under “N representability assumptid?i’[2
and “V representability assumption”[23] if the density Brded from anti-symmetric

wavefunctions, the following stationary principle holds.
H{E[p] — uN[p]} =0 (2.28)

where, o’ is some approximation to exact ground state densitgormalized to total
number of electrons, M[]=N. The Lagrangian multiplier. associated with Eq.2.28 is

the derivative w.r.t. the value of constraint, N, of the minim of the functional Ey']

OF
= (a—N>v(r) (2.29)

In analogy to thermodynamic chemical potential

oG
Mtherm = (a—N>P,T (230)

where, G represents Gibbs free energy and n the number o§patecommonly termed

as electronic chemical potential and measures the escégaigncy of the electrons
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from the molecule. Based on Iczkowski and Margrave[24] fadation of electronega-
tivity formula X = —(9%),,_, where n=N-Z, Z being atomic number of the nucleus;

they made identification of this abstract Lagrange mukipdis

)
X=—p= _<8—N>v(7") (2.31)
The Mullikens definition of electronegativity, which is giw by,
Xy = % (2.32)

where, | and A are the ionization potential and electron éffirespectively, which are
nothing but the finite difference approximation to the Egf12.
Parr and Pearson[25] demonstrated the importance of selewivétive of the energy

with respect to number of electrons and termed it as absbartgnessn).

_ 1(82E) _ 1(6_“)
T 2'gN2v) T gl gy )

n (2.33)

From EQq.2.33, chemical hardness can be interpreted ataresesof chemical potential to
the change in number of electrons. The operational defmdfdhe same was provided

by the finite difference approximation to the above equading can be expressed as,

n= % (2.34)

They further theoretically deduced the HSAB principle {set2.8), later, using concept
of hardness and electronegativity equalization prin¢a@g

Another molecular property, softness (S), is also defined as

_ % _ (%—ZZ)”(” (2.35)
Recently Parr, Von Szentpaly and Liu, introduced anothactrety descriptor viz.
electrophilicity index by combining electronegativitydahardness. To propose an elec-
trophilicity index, Parret al. assumed electrophile immersed in a sea of free electron

gas at zero temperature and zero chemical potential[27]j.c&oulation of change in
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binding energy due to partial electron transfer from thetsethe electrophile, energy

change to the second order at constant external potentiahsdered.
1
AE:MAN+§nAN2 (2.36)

The saturation point of the ligand for electron inflow wasreleterized by putting,

AE

o 2.37
N (2.37)

Combining Egs.2.36 and 2.37 yields the amount of partiatede transfer as,

AN = (2.38)
n
and corresponding stabilization energy as,
2
AE =1 (2.39)
2n

The quantity’j]—z, is described as electrophilicity ind¢l’) and considered to be a mea-
sure of electrophilicity of the ligand. In analogy to the atjan of power [V = ‘%) in
classical electricity, it is also considered to be measiifelectrophilic power”. Under

finite difference approximation, electrophilicity indearcbe written as,

ot I+ A)?
= i (2.40)

The above descriptors can also be related to frontier drbitargies by making use of
Koopmans approximation within the molecular orbital theevhere in | and A can be

expressed in terms of HOMO and LUMO energies[28-30].
I = —EHOMO (241)

A= —erymo (2.42)

Since, all these parameters (chemical potential, hardise$fiess and electrophilicity
index) are obtained by averaging over molecular space tiresealled GRDs. Though,
they are quite capable of describing overall reactivityhef system, they do not have any

information about the nature of active atoms or group thastitutes the molecule.
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2.7.2 Local Reactivity Descriptors

The most chemical reactions are generally associated gtexpressed properties of the
atoms or groups of atoms in the molecule and not to the madetzdlf. Inability of the
GRDs in identifying the reactive site in the molecule that hagh proclivity to undergo
chemical reaction is a matter of concern for understandimgaztivity in such systems.
Concerning chemical reactivity, an important aspect is tiwvcharge or density fluctu-
ations in chemical systems affect, and are related to thereéd reactivity trends. Since
the electron density distributign(;-), contains all of the information on the system in its
ground state, it is thought that the chemical reactivityustidoe reflected in its sensitiv-
ity to perturbations. These facts have necessitated or migediethe proposition of some
descriptors that are local or non—local in nature, so calRDs.

The concept of using electron density for description ottiedy was initiated by
Fukui 1(a)-(b), when he introduced the role of frontier tals in describing reactivity of
aromatic systems leading to three principles[31, 32]. Hppsed that the site of attack
is described by the highest electron density of two elestiorthe frontier—orbitals. For
electrophilic attack, the frontier orbitals are considete be HOMO, for nucleophilic
attack, the frontier orbitals are considered to be LUMO, rehs, for radical attack, one
electron is assumed to be in HOMO and other in LUMO.

Parr and collaborators showed how Fukuis frontier—orbitahcept could be grounded
in DFT[33-36]. They used ensemble formulation of DFT toadtice the expectation
value N of total electron number as continuous variable afohed FFs (or the frontier

function) as,

_ Op o 9p(r)
Considering the Fundamental equations for change in energy
dE = pdN + / p(F)do(F)dr (2.44)
dp = 2ndN + /f(f)dv(f}dr (2.45)
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The quantitydu in Eq. 2.45 measures the extent of the reaction. The preféeirection

is the one for which the initigliy| for the species is a maximum. The first term on the
right side of Eq. 2.45 involves only global quantities antbage distances, is ordinarily
less direction sensitive than the second term. The prefatirection is the one with
largestf(r) at the reaction site[37].

Like E(N), p(r) being function of N, also has discontinuity at integral N; Bg3 in fact
provides two reaction indices as left— and right— hand-getevatives, to be considered

at a given number of electrons, NgN

=y = 220 (2.46

for an electrophilic attack, provoking an electron incesasthe system, and

8/)(7’) )7L
N o

frr) = ( (2.47)

for a nucleophilic attack, provoking an electron decreas@eé system.
Under the frozen core approximatidp = dp,.ence iN €ach case and therefore governing

electrophilic attack,
f(T)_ = Promo (2.48)
governing nucleophilic attack,

f(r>+ = pLU]\/IO (249)

and the third function governing radical attack, as arithcm@ean of the above two.
o 1
f(r) = §<pHO]MO + pLUMo) (250)
FF is normalized to unity,
/f“(r)dr =1 Ya =+,—,0 (2.51)

Thus, FF contains the relative information about diffenegfions in a given molecule;
it doesnt describe the local intensity of the response. Wimenparing across differ-

ent molecules, local softnes$r), defined by Yang and Parr turns out to describe the
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intensity of the response[38]:

s(r) = (), 252

s(r) is local analogous to global softness S (see Eq. 1.29 apBlying chain rule, local

softness can be written as the product of total softnesstenBR,

str) = (28 = O (G, = 1S 253)

indicating thatf (r) redistributes the global softness among different partaaécules,
and that s(r) integrates to S. The above equation can alsoriterwas following to

explicitly describe the electrophilicity, nucleophiligior radical type attack.

/s“(r)dr = f%r)S Va =+4,—,0 (2.54)

S = /s“(r)dr Va =+,—,0 (2.55)

2.7.3 Atom Condensed Local Descriptors

The formal definition of the FF as introduced by Parr and Yang function of position r
in the given molecular space, varying from one position tther[37]. By plotting these
functions one can get idea about the reactive centers. Hawgy describe reactivity
guantitatively, with reference to atomic centers, is diffido interpret. Hence, it is
necessary, to condense the valueg @f) ands(r) around each atomic site into a single
value that characterizes the atomic contribution in mdietaudescribe the site selectivity
or site reactivity of an atom in a molecule. Yang and Mortigroduced Atom condensed
FFs, based on the idea of electronic population over atoegions, similar to procedure

followed in population analysis technique[39].

fjlr = qAA,NO-kl o qA,NO (256)
fg = qA,NO o qAA,NO—l (257)

o 1
fA = §(qA,NO+1 - qA,NO—l) (258)
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where,q, ,, denotes the electronic population of atom A of a system witlelsictrons.
They used Mullikens population scheme[40] to describedhetivity associated with the
respective atoms. Other population schemes, such as, ihgwegulation[41], natural
population analysis[42], Bader's atoms—in—molecules{Apartitioning method[43],
the charges derived from molecular electrostatic potgatiad5] and electronegativity
equalization methods[46, 47], are also employed for catar of atom condensed FFs.
Using Egs. 2.54, 2.55 and 2.56, — 2.58, various condensetldoftnesses of an atom

can be defined.

s9 = f4S Ya =+,—,0 (2.59)

where, +, —and 0 indicate electrophilicity, nucleophtij@nd tendency for radical attack
respectively.

Pal and co—workers, introduced concepts of “relative edgttilicity” (R.E.) and “rela-
tive nucleophilicity” (R.N.)[48]. These descriptors wesieown to be reliable descriptors
for intramolecular reactivity as they contain informatiabout both electrophilic and

nucleophilic character. They defined these descriptors as

54

RE=:24 (2.60)
Sa

RN =24 (2.61)
SA

Based on additive rule§ = > s’ and Eq. 2.40, local electrophilicity.(}) was intro-

duced

W 1 + +

From this, Perezt al. proposed a regional electrophilicity power condensedevalu

atom A[49].

2
wy = ESJAT (2.63)

Considering the existence of some functiofr) that integrates to the global philicity

(W), Chattaraj and co—workers[50], presented a generalizesioveof above equation
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through the resolution of the identity associated with Fiss,

w=w [ 0= [wie)= [ ) (2.64)

They argued that(r) contains information about botf(r) and1V (which in turn also
provide information of chemical potential and softnessgreby, it is the most powerful
concept of reactivity and selectivity when compared to otescriptors. This was, later
criticized by Roy and others by numerically testing theataillity of philicity[51, 52].
Their argument is that the philicity index does not providg axtra reliability over other
descriptors as the main contribution comes from FFs. Atondeased philicity can be
written as:

Wt =W Ya=+,—,0 (2.65)

2.8 Hard Soft Acid Base principle (HSAB)

As said earlier, the Pearsons original formulation of HSAEKk the sharp definitions of
the hardness and softness. Parr and Pearsons introduttiardoess as second deriva-
tive of energy of atomic or molecular system with respectumhber of electrons, paved
the way for formal proof of HSAB principle[25]. They made uskthe Taylor series
energy expansion in terms of the number of electron (N) astanbation variable. As-
suming the systems A and B are the interacting systems, #rgyexpression for each

system is expressed as,
Ea=EY+ pa(Na— NJ) +0a(Na— N+ ... (2.66)

Ep = EY% + up(Ng — N§) + n5(Ng — N§)* + ....... (2.67)

If one ignores all other effects, except, the second ortertdtal change in energy will
have the form as,

AE = (pa — pp)AN + (na — np) AN? (2.68)
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where,

AN = N% — Ng = Ny — N§ (2.69)

In a molecule4 andug are equal. Thua NV is such that,

pa = py + 20aAN = pp = (i + 2npAN (2.70)
or,
UB — A
N=——" 2.71
2(na +ns) (&.r1)

On substituting the expression fArV, the interaction energy can be expressed as,

AB = 5= 1) (2.72)
4(na +ng)

It can be observed from the Eq. 2.72, that the energy loweésigjts from electron trans-

fer and the differences in electronegativity or chemicaeptal drive the electron trans-

fer. This process is assumed to take place continuouslhéllequilibrium is attained

and it is referred as the chemical potential or electroneaequalization process. If

both acid and base are soft, + 7 is a small number, and for a reasonable difference in

electronegativity A F is substantial and stabilizing. This explains the HSAB qipie,

in part: soft prefers soft. It does not explain, however, thed—hard preference (large

denominator).

Chattaraj, Lee, and Parr gave two proofs for HSAB princpdg| In the first proof,
the interaction process between an acid A and a base B iscthgsito two steps: a
charge—transfer process, resulting in a common chemi¢ahpal at a fixed external po-
tential, and a reshuffling process at a fixed chemical pakrwhile the energy change
transfer process is taken as provided by Eq. 2.72, MHP waké&w/in qualitative sense
for reshuffling of charge at constant chemical potentigl[54

If the above Eq. 2.72 is rewritten in terms of softness patamée expression for
AF becomes,

AByy — — D) 5458 (2.73)




This implies that for a give4, larger value of5p is better. While MHP implies exactly

reverse. Opposing tendencies in two steps are reconciledrapromise
S4=Sg (2.74)
In the second proof, one casts Eq. 2.72 into the form,
AFE g = AQ4 + AQp (2.75)

introducing the grand potential®, and{2g, of the interacting systems as the natural
“thermodynamic” quantities for an atom, functional groopany other sub—unit of the
molecule due to their “open” naturé(2, is given as,
(1B = 114)*1a
AQy=~——""—"+ 2.76
AT A+ p)? (2.76)
with an analogous expression fai. For a givernug — p4 andng, minimization of(2 4

with respect to; 4 yields
na = 1B (2.77)

The same result is obtained whep is minimized with respect tgg, for a givenn,
yielding HSAB principle. If one considers the general malac interaction case, where
A interacts with B to give third species AB,

A+ B — AB

Energy change associated with the process can be written as,
AE; = Elpap] — Elpal — Elps] (2.78)

where,p4p(r) is the electron density of the system AB at equilibrium andr) and
pp(r) are the electronic densities of the isolated systems.

Gazguez tried to validate the HSAB principle based on theagklimption that the
interaction can be divided into two steps[55]. In the firsppstwhen A and B are located
far apart from each other, their chemical potentials,andz, change to reach a com-

mon value ofu 4z at constant external potential. The energy change asedaiath this
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step can be written as,

AE, = AE,(A) + AE,(B) (2.79)
where,

AE,(A) = E[p4] - Elp}] (2.80)
and

AE,(B) = Elp] — Elp] (2.81)

Herep (r) corresponds to system A withy andy 4z andp® (r) corresponds to system
B with vg and4p.

In the second step, A and B evolve towards the equilibriurtedtarough changes
in the electronic density of the global system AB producedcbgnges in the external
potentialv 4 5. This step occurs under conditions of constant chemicaiat, and can
be expressed in the form,

AE, = Elpas) — Elp) (2.82)

where,p’ 5(r) = p%(r) + pi(r) is the electronic density of the system AB with 5,

when A and B are far away from each other. Adding Egs. 2.80 3, 28e can find that,
AE;,; = AE, + AE, (2.83)
expression foA £, can be presented in the form as given by Egs. 2.72 and 2.73.

(MB - ,LLA)2 (MB - MA)2
AE, = = — SaS 2.84
4(na +ng) 2(Sy + Sp) 7P (2.84)

Since, much of the work presented in the thesis is based dkirnvgoait constant chemical
potential, we will not go much into the details on discussitdm\~,. What is of our
interestis in the step, which involves reshuffling of dgnattconstant chemical potential.

We shall now derive the expressionAfy,.
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2.8.1 Expression forAE,

[56] From Hohenberg—Kohn Equation and its correspondinigrielagrange equation,

one can write

EM:FM+MN—/ngMﬂ (2.85)

The energy difference between a ground state charactdmized p;(r), N;, v;(r) and

another ground state characterizediyy ps(r), Ny, ve(r), may be expressed by, from
the expression 2.85, Let,
AE = Elp;] — Elp] (2.86)

0 0
AE = Ny =Nt = Flod = Flpl+ [ 00155510+ [ 010505l (28)

Now, if one performs a Taylor series functional expansior'¢f] aroundF[;], and of

5203 1oy (1) @rounds’Z | ., the above expression féx = can be written as,

AE = (Nuy=N) =3 [ [ dvde'ngte.ospsoy2 [ [ drde'nir o)
(2.88)
where, the expression fox(r, ') is used, and in the first integral(r, ) has been re-
placed byn,(r, r’), and the higher order terms are neglected.
If electronic densities of anion and cation are approximhas renormalized N—
electron system density, and FF under a finite differencecopation can be shown

asf(r) = p(r) , one can write,

1 1
AE =~ (Nypp — Nipti) — §Nf?7f +3 1 (2.89)

Now, if we assume that the total number of electrons are remging, i.e.N; = Ny = N

and if the two ground states have the same chemical potentiat 1/, then Eq. 2.89

becomes,
1
AE, ~ —§N2An (2.90)
from Egs. 2.83, 2.84 and 2.90 [55]
(MB - NA)2 |
AE,  ~—~—— "~/ — —N°A 2.91
int 2(5,4 + SB)SASB 2 T] ( )
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Gazquezt al. put forward another equation which is widely used to studyAB&nd

lays foundations of Local HSAB principle[57, 58].

(B — pra
A jp~—>—" "~ §.Sp——— 2.92
AB 2(Sa+S5) 7P 2(S4 + Sp) (2.92)

where, )\ is constant related to effective number of valence elestron

2.8.2 Local HSAB Principle

Local version of HSAB was put forward by Mendez and Gazq®&Z,n which A inter-
acts with B via itsk*” atom and thus transforming Eq. (1.76b)

AEspy ~ — (s = pa)” SaSsfar — 1A (2.93)
’ 2(Safar + Sp) 2 (Safax + Sp)

where, authors introduced FF;,. for atom k in acid A. Further, if interaction from B
is considered to be from Ith atom of Bz can be replaced by f5;, leading to the
situation similar to HSAB principle[59]. Here, one infetsat the interaction is more

favored from the sites whose local softnesses are similar.
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CHAPTER 3

Critical Study of the Charge Transfer
Parameter for the Calculation of
Interaction Energy Using the Local

Hard—Soft Acid—Base Principle

Local hard—soft acid—base (HSAB) principle is semiquatitie in nature due to the
presence of an ad hoc charge transfer parameter. The acgufadd SAB principle signif-
icantly depends on the definition of this ad hoc parametehipaper, for the first time
we have introduced the second—order approximatioANf(AN,....q) as an ad hoc pa-
rameter for charge transfer to calculate interaction erieggof multiple site based inter-
actions using local hard soft acid base principle. The selcorder approximation oAN
has been derived from Sandersons electronegativity exatadin principle. To validate
our approach, we have studied interaction energies of som®type molecules. The
interaction energies obtained from our approach have beethér compared with the
interaction energies of those obtained using other chargesfer parametersANy;,.s;
and ) and the conventional methods. We have also discussed vaatages and limi-

tations of the approach.
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3.1 Introduction

Density functional theory (DFT) is popular due to its susdesstudying the molecu-
lar structure, chemical bonding[1-11], interaction egdl), reactivity, and selectivity
of molecules[12—-22]. In recent years, DFT based reactigscriptors have been ex-
tensively used to study the aromaticity, the intra- andrmtdecular reactivity, regiose-
lectivity, electrophilicity, nucleophilicity[23] of orgnic reactions, and prediction of the
reactive site of various molecular systems[24, 25]. DFT dlae provided theoretical
basis for concepts such as electronic chemical potentedtrenegativity, hardness and
softness, collectively known as global reactivity desionip (GRD)[26—-30]. The global
reactivity descriptors describe the molecule as a wholees&ldescriptors essentially
determine the response of the energy of a system to the clodngenber of electrons at
fixed external potential. The chemical potential of the twstems determines the flow
of electrons. Global hardness talks about the inertnesseoivhole molecule and can
be seen as reluctance to the charge transfer[31, 32]. Howtbeeeinteraction between
molecules occurs through particular atoms (definite siithimwthe molecule, and thus,
the interaction is always local. Therefore, to explain titeriactions between molecules,
we need local reactivity descriptors (LRD)[33-36] such akut function and local soft-
ness. The Fukui function and local softness relate the ahahglectron density to the
number of electrons and chemical potential respectiveRRD& have a direct relation
with the Fukui frontier molecular orbitals, and the relesarhas been verified in iden-
tifying electrophilic and nucleophilic reactive centensa molecule. From the value of
Fukui function of every atom in a molecule, we can predict thactive atom of the
system and higher the value of Fukui function, higher is trectivity[34, 37]. Various
theoretical approaches exist for correlating the redgtoi molecular system based on

different quantities like molecular orbital theory, chargn the atom, bond order, etc.
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Pearson introduced hardness and softness parameter ioritexicto explain the reac-
tivity of acids and bases[41]. He has tabulated reactivitpds of acids and bases in
terms of hard soft acid base parameter. This concept isdcB#arsons hard—soft acid—
base (HSAB) principle. The principle says that soft acitt-base and hard acid—hard
base combination is more favorable than hard—soft combmait became very popular
among the chemists because of its simplicity and wide rahgppicabilities. However,
the theoretical quantification of qualitative HSAB prinleijs difficult. Many groups are
working on this issue for explaining the relative bond sgthis of acid—base complex.
Li and Evans have proposed a reactivity scheme by using gmengurbation method
within the framework of density functional theory[42]. Rhieave shown that the Fukui
function is an important quantity, which relates frontieolectular orbital (FMO) the-
ory to HSAB principle[26, 43, 44]. Later, Gazquez and Mendkso proposed the local
HSAB principle, which states that the interaction betwe®a molecules will occur not
necessarily through their softest atoms but rather thraligbe atoms which have simi-
lar Fukui function values[45]. Pal and co—workers have shtailure of Fukui function
and local softness to describe intramolecular reactivégyd in several organic carbonyl
compounds. They have proposed a new reactivity descripti@dcrelative electrophilic-
ity and relative nucleophilicity to explain the reactividy a particular site[46]. Nguyen
and co—workers also noticed the failure of Fukui indicesationalizing the regiose-
lectivity of protonation in fluoro— and chloro—substituteldenol[47]. Royet al. have
observed difficulty to obtain rank ordering of the reactivwf atoms in molecules where
Fukui function becomes negative[48, 49]. They have prbsdrithe Hirshfeld popula-
tion scheme to obtain the non—negative Fukui functions[bQEntealbat al. have also
discussed the possible existence of negative value of Fadtises by computing Kohn—
Sham frontier orbital density[51]. Chattaraj and co—wosKkeave extended the applica-
bility of these descriptors to describe the molecular extitates[52-54]. Toro—Labbé
calculated bond energy of hydrogen bonded complexes bg @ndersons principle of

electronegativity equalization[55]. The working equasm®f local HSAB principle are
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based on the perturbative theory and the local descripfdheaeacting system. The lo-
cal HSAB principle is semiquantitative in nature due to pree of an ad hoc parameter
(K)[56]. This principle works well for weak interacting 9gsns viz. hydrogen bonded
complexes, Lewis acid—base complexes, etc. Earlier, Gazand Mendez have studied
the reactivity of enolate anions and pyridine derivativemg an arbitrary value of K =
0.5[45, 57]. Similarly, Geerlings and co—workers have &ddhe reactivity of benzoni-
trile oxides using the value of K = 1.0[58]. The authors cordthte the reactivity of
various sites of a given molecule with the energy only at thalitative level. Pal and
co—workers have made a critical study on the applicabifitpcal reactive descriptors in
the case of weak interactions[12]. They have used the chamsfer parameter defined
by Sanderson for the calculation of multiple site inter@ctenergies[59]. This parame-
ter is derived from the electronegativity equalizatiompiple by truncating Taylor series
expansion of energy at the second order. The interactiomggican be calculated by us-
ing another ad hoc charge transfer parameter denoted Hsis parameter is defined as
the net difference of the sum of the condensed electron ptipalof each atom present
in the system A having p—nhumber of atoms, before and afteinteeaction[12, 59, 60].
Thus, to calculate, the actual geometry of reactants before and after inierashould
be known. Therefore, it is difficult to calculate interactienergy using parametar for
the systems having a large number of interaction sites itertaict simultaneously. Most
of the biological interactions occur via multiple sites amd complex in nature. Thus, in
that case the parametecannot be useful. This has motivated us to extend our approac
of calculation of interaction energy using second—ord@raxmation oféN. In this pa-
per, we have derived the second—order charge transfer paaivy truncating Taylor
series expansion of energy up to third order. The calculaif@N requires information
of reactant molecules only before interaction. Hence,ntloa explicitly useful for any
kind of interaction pattern. Recently, Anton used it forabstes and metal surface[61].

Theoretically,d Nyconq IS supposed to be more accurate thafy;,,; because it includes
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higher order terms of the Taylor series expansion of enefggrefore, we have inves-
tigated multiple site based interactions of prototypedmatal molecules usingV,conq

as an ad hoc parameter. We have further studied the IE of the s@olecules using
dNyirst, as well as\, and compared the results with the IE obtained usiNg...,q,. The
paper is organized as follows. In section 2, we present somperitant definitions of the
reactivity descriptors and derivation of second—orderagmation of6N. Section 3
provides the details about the computational methodologyhave used. The elaborate
discussion about the results obtained is provided in sedtid@ he important conclusions

are drawn in section 5.

3.2 Theory

3.2.1 Derivation for Charge Transfer Parameter

Suppose reactants A and B are reacting to form a product ABehkrgy of the reactants

A and B can be written in Taylor series expansion as[1]

Eqa=E%+ (5N Jory(Na — Ny) + g(m)v(r)(NA —Ny)” + g(W)v(r)(NA —Na)” + ...
(3.1)
Eg 1 6%FEp 1 ,6%Ep
Ep=FE}+ (6N )ory (N5 — NB) + g(m)v(r)(NB — Np)* + g(w)v(r)(NB — Ng)?+ ...
(3.2)

The term % ) is called the chemical potential, which is defmecpa% éNg Joer) =1
is the hardness an§ 5N3 )ur) 1S known as the hyperhardness, denotedybgnd so

on[64-67]. Rewriting eqs (3.1) and (3.2) in termg©of), andy

Ey = EY + AN + n5AN? +79AN? (3.3)
Ep = E} + uSAN + 0% AN? +A5AN? (3.4)

If all other effects are ignored, then the total energy watvé following form
Ea+ Ep = Ey + Ep + (0 — pp) AN + () +1p)AN? + (74 — 75) AN+ (3.5)
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where

AN = (N9 — Ng) = (Ny — N9 (3.6)

When a reaction takes place between two reactants withreliffechemical potentials,
one of the reactants donates electrons and the other aetegtt®ns, leading to a change
in the chemical potential. % > 1% and AN is positive, electrons will flow from B to

A. At equilibrium

Ha = B (3.7)
where
0E4 0 2
pa = (o) = Ha + 20aAN + 374AN® (3.8)
ON4
0Ep 0 2
pe = ( Jotr) = 1h + 2nBAN + 3ypAN? (3.9)

6Np

Considering terms up to second order of eqs (3.8) and (3®hawve from eq (3.7)
1o + 2nAAN = 1% — 2np AN (3.10)
Consequently, the first—-order approximation of chargesfearparameter will be

0 _ .0
ANyirst = _Ha— B (3.11)
2(na +np)

The second-order approximation of charge transfer pasnsadbtained from eqs (3.8)

and (3.9), by considering terms up to third order.
1% + 204 AN + 374AN? = 1% — 205 AN + 375 AN? (3.12)

So,
(374 — 378)AN? + (204 + 2n5) AN + (1% — p%) =0 (3.13)

Equation (3.13) is a quadratic equation. It gives the secorder approximation of

charge transfer parameter,

—(2na + 2np) £ /(204 + 2n5)%> — 4(3y4 — 3vp) (1% — 1Y)

A]\/vsecon =
! 2(3va — 3vB)

(3.14)
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Equation (3.13) has two roots; thus, eq (3.14) gives twoeslf AN,,.,.q. However,
physically, AN is the amount of charge transfer from one molecule to amathéhe
process of complex formation between two molecules. Intthesis we have studied
multiple site based hydrogen bonding interaction. The Hhelong interactions are weak
interactions; thus the amount of charge transfer from onlecnite to another during the
complex formation is very smalk(1). In such a case, out of possible root the acceptable
value of AN,....q IS One that is less than 1. In Table 1, we have reported theotatue

value of ANgccond-

3.2.2 Global and Local Reactivity Descriptors

In DFT, the ground state energy of an atom or molecule is evrith terms of electron
density,p(7) as[62]
Elpl = Flol+ [ drp(ryo) (3.15)

F[p] is the universal Hohenberg—Kohn functional. It contaifec&onic kinetic energy
and electron—electron repulsion term. V(s the external potential which includes the
nuclear potential. The first and second partial derivatofe&[p] with respect to the
number of electrons N under the constant external poter{tipbre defined as the chem-

ical potentialzand the global hardnegsof the system respectively[26—30]

Wy

= (G (3.16)
1,6°E
n= §(W)U(F) (3.17)

The inverse of the global hardness is called global softaedst is denoted by letter S.
1
S == (3.18)
n

The global descriptor, hardness, measures the overallistalbthe system.It is custom-

ary to use a finite difference approximation foandn[43, 63]. By using the energies of
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N, (N + 1), and (N— 1) electronic systems, we get the operational definition ahd

n[1],
_ Eviyi—Ey.  IP—EA

_ _ 3.19
% 5 5 (3.19)
)= Eny1+ E;V_1 —2Ey _IP —2 EA (3.20)

where IP and EA are the first vertical ionization energy aedtebn affinity of the chem-
ical species, respectively. The third termyiswhich is hyperhardness, and it is the third

derivative of energy with respect to total number of eletsro

1,0°F

Y= E(W)v(m (3.21)

Equation (3.21) has been defined by Fuentealba and Paai[6é]value of hyperhard-
ness is usually small and the reason behind the small valgei®that the energy, E,
often has nearly quadratic dependence on the number ofatectN By using finite dif-
ference approximation of energy and using the energies ef @), (N + 1), N, (N— 1),

and (N— 2) systems, we obtain the expressionfor
1
Y= E(EN+2 — 2EN+1 + QEN_l — EN_Q)U('F) (322)

The detailed derivation of has been given in th&ppendix.
The site selectivity of a chemical reaction cannot be dbedrby global reactivity de-
scriptor. Thus, the appropriate local quantities need tadfened. Local softness is

defined as[34, 37]

)
s(r) = (g—(;?)”@ (3.23)
where
/S(F)dr =S (3.24)
Rewriting eq (3.23) we have
~op(7) ON
s(7) = ( 5N Ju(i (m)v(m (3.25)
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By using the definition of the global softness in eq (3.18) car write

s(7) = f(7)S (3.26)
wheref(7) is defined as the Fukui function (FF)[34, 37—40]. It can berdefias
)
1) = (D)., (3.27)

To describe the site selectivity or reactivity of an atom imalecule, it is necessary to
condense the values ¢f7) and s(#*) around each atomic site into a single value that
characterizes the atom in a molecule. This can be achievegldayronic population
analysis. Depending upon the type of electron transfer, ave three different types of
condensed Fukui function of the atom k[35],

for nucleophilic attack,

fi = on(N +1) = pp(N)] (3.28)
for electrophilic attack,
fe = lpu(N) = pru(N = 1)] (3.29)
for radical attack,
72 = k(N +1) = pe(N — 1) (3.30)

wherep,(N), pr(N+1), andp, (N —1) are defined as a gross electronic population of the
atom k in neutral, anionic, and cationic system, respegtiv@orresponding condensed

local softness can be defined as

st =/fFS (3.31)
sr = oS (3.32)
= fog (3.33)

3.2.3 Expression for the Interaction Energy (IE)

Multiple sites based interaction essentially, found toenwo limiting cases, so-called
localized reactive model (LRM) (Figure 1) and global (sneedreactive models (SRM)
(Figure 2). The expression for interaction energy of LRMiiseg as[59, 60, 69]
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NP _(MA—MB)2( SaSp faxfBr N SaSpfayfai . S4Spfarfom )
int 2 SAng; + SBme SAfAy —+ SBfBl SAfAz + SBme e J0(7)

T : + : + ! +.), (3.34)

Here the distinctive reactive sites of A and B are designajgriz, etc. and k, |, m, etc.

respectively. It has been assumed that the interactiokiisgglace simultaneously be-
tween different pairs of reactive sites of the two systems-&sy—|, z—m, etc. Similarly,
the IE of SRM is
(s — ug)z[ (s SAzi)(Z;L SBkj) ] (q)_E[ 1 |
2 (i San) + (22 8B, ) " 4 (0 Sa,,) + (22 S) "
(3.3

AFE o = —

where there are n participating atoms X, ..., %, in the site A, similarly, there are m
atoms k, ko, ..., k,, in the site B. The detailed derivation of LRM and SRM are given
in ref 69. In eqs (3.34) and (3.35) parameter K is a charge transfanpater. It can be
defined in various ways and in the literature K has been defneitrarily. To calculate
IE by egs (3.34) and (3.35), Pal and co—workers have replidieadd hoc parameter K
by A which is the change in the electron densities at the inteigsite before and after

the interaction process. Thus, the expression for the decan be written for the system

A as
p p
A=) oh =D (3.36)
=1 =1
Similarly, the term\ can be defined for the system B,
q q
A=Y o =D %, (3.37)
j=1 j=1

where the first terms of the right hand sides of eqs (3.36) &r&I’] refer to the sum
of the electron densities of each atom in A and B in the moke&B at equilibrium,
respectively, and the second terms in eqgs (3.36) and (3€3&) to electron densities

of each atom in the isolated systems A and B, respectivelye ifitlices p and q are
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the number of atoms of the systems A and B, respectively. Thieoag parameter K
in eqgs (3.34) and (3.35) is replaced in three different wg§3:first—order approxima-
tion of AN (eq (3.11)), second—order approximationdfl (eq (3.14)) and parametar

(eqgs (3.36) and (3.37)).

3.3 Methodology and Computational Details

In this study we have chosen various prototype moleculessizcinamide (SUC), bu-
tyrolactam (BUTL), formamidine (FD), formic acid (FA), aaeacid (AA), formamide
(FRM), N—methylformamide (NFRM), acetamide (ATM), N—-mglicetamide (NATM).
To investigate the charge transfer parameter in smearetiveanodels (SRM), we have
considered acetylene (ACT), butylene (BUTY), HCI (HCL)ddnCl (LICL) molecules.
All the structures are optimized at MP2[70]/6-311G(d,p)l &FT[71-73])/B3LYP[75,
76]/6—311G(d,p)[77] level of theory using Gaussian 09wsafe package[74]. The three—
parameter hybrid functional of Becke and Lee, Yang, and &arelation potential has
been used for DFT calculations[75, 76]. We have checked eomgtries for nonimagi-
nary vibrational frequencies. Single point calculatiomsalculate reactivity descriptors
have been performed at DFT, MP2, and CCSD(T) level of the@pgimized geometries
of MP2 level are used for the single point calculations in ©OCH method. RHF calcu-
lations are carried out for all the neutral system with spuitiplicity 1. For the cationic
(charge +1.0) and anionic (charge —1.0) systems, singlet )ROHF calculations are
carried out with spin multiplicity 2. The optimized geometf the neutral system was
used to perform calculations on the cationic and anionitesys to satisfy the condi-
tion of constant external potential. The condensed Fukuction and local softness
for each reactive atom are computed via egs (3.28) to (3.§8pWulliken population
analysis[78]. The reactive atoms in our study are hydrogem gelectrophilic center)
and oxygen atom (nucleophilic center). The paramgter calculated using eqs (3.36)

and (3.37) through Mulliken population analysis schemecdnventional methods, the
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interaction energy will be evaluated from the differencensen the energy of the com-

plex AB and sum of the energy of the monomer A and B,
AFE g = Fip— E4— FEp (3.38)

We have taken care of BSSE—counterpoise correction to lesdclE by conventional

method.

3.4 Results and Discussions

Hydrogen bonding interactions are extremely importantioidgical systems[79-81,
83]. The helical structure of DNA molecule is due to the H-thog between base pairs.
In biological molecules such as proteins, polysacchayaed lipids etc. the interactions
are largely determined by multiple intra and intermolecidabonding. To study such
interactions, we have considered prototype complexesrofdmide, acetamide, formic
acid, acetic acid and their derivative with formamidine Jfiblecule as a simple nucleic
acid base model. The amide—formamidine complex has bedredtaarlier by Bertran

et al., Sponeret al, Kim et al, and Galetichet al[84—87]. They found that this is an
important model complex having many features similar tes#hof the actual nucleic—
acid base pair model. These complexes have two types of Hisb¢a) —C=0O group in

amide and acid with formamidine —NH group; (b) amide —NHdae&DH with formami-

dine N-C. The interaction between succinamide and butytata has been studied by
Uchimaru and co—workers[88]. Along with the above—merdggomplexes, we have
also studied some multiple bonded interactions betweexectronic and electrophilic
molecules. These molecules also show hydrogen—bondiagatttions. The complexes
formed between acetylene and butylene with HCI and LiCl hezexamples of such
multiple hydrogen bonded interactions[89]. Her& bf HCI and Lit of LiCl act as an

electrophile interacting with the—electron cloud of acetylene and butylene.
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In Table 2, the global properties of all prototype molecalespresented. These prop-
erties are calculated with DFT/B3LYP/6-311G(d,p), MP218G(d,p), and CCSD(T)/6—
311G(d,p) levels of theory. For all the molecules the chaimpotential ;) obtained
from DFT is higher than that of MP2 and CCSD(T) levels. Conepdpo chemical poten-
tials for all other molecules, the chemical potential of H@U LiCl calculated through
DFT are much higher than that of MP2 and CCSD(T) methods. éncse of amide
and acid complexes, the chemical potential difference iggmal in the range~0.012
to ~0.027. However, hardnesg)(does not follow a similar trend. The CCSD(T) values
of hardness are higher for most of the molecules compared=b \alues. The MP2
values of hardness for acid molecules (viz. acetic acid andit acid) are higher than
those obtained with DFT and those of HCI and LiCl obtainedfidFT are higher than
those obtained with MP2 and CCSD(T) methods. In the case pérmardness, some
molecules show higher values gfat the CCSD(T) level and others show larger values
at the DFT method. As per our observation, the values afe much lower than the
chemical potential whereasandn values are in comparable magnitude for the all three
methods. In 1991, Fuentealba and Parr have also shown tha itase of atoms and
their ions, the values of are smaller compared f@andn[90]. In contrast, Ordon and
Tachibana have shown in the case of diatomic moleculesythah have a higher value
thanu andn using maximum hardness principle[91]. Thuss not always lower thap
andn, and it varies from system to system. For the systems wherdigher than: and
71, second—order approximation AN will be more important to calculate the interaction
energies. It is important to mention here that the sign oftloan be either positive or
negative. In the Table 2, all molecules have negative valiigsomputed through three
different methods viz. DFT, MP2, and CCSD(T). Theandn values are positive and
negative respectively for all the molecules. Thealues obtained using all the meth-
ods are significantly low and thus face a low profile existeincthe interpretation of
chemical bonding and reactivity[67].

Table 3 shows the values of local softnes$)(8f all monomers calculated by DFT,
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MP2, and CCSD(T) levels of theory using the 6—-311G(d,p)dadie molecules reacting
through the localized reactive model and smeared reactndeh{Figures 1 and 2) have
two and one reactive atoms, respectively. The local sodtwakie for the reactive atom
A of the molecules SUC, FD, FA, AA, ACT, and HCL are higher a& @CSD(T) level
than at DFT and MP2. On the other hand, FRM, NFRM, ATM, NATM, Bl and
LICL have higher values of :Sfor atom A at the MP2 level. In the case of reactive
atom B, DFT gives larger values of Sor most of the molecules except FRM, NFRM,
and BUTY, which have higher values at the MP2 level. Compa&pedhlues for other
molecules, the LRD values {$of HCI and LiCl are exceptionally high, which confirms
the higher reactivity of HCl and LiCl. The effect of methytat to the amide —NH2 group
ony andn can be seen from Table 2. The same effect is observed on thersed local
softness value of carbonyl oxyger.(Sand hydrogen (§). The condensed local softness
of reactive atoms A and B of FRM and ATM molecules are gredttan their N-methyl
derivative. Due to thetl effect of the methyl group, methylation leads to depletion
of positive charge on the reactive H atom, which results thelowering of GRD and
LRD values of the reactive O—atom and H—atom. Hence, théivegof the methylated
system is reduced and the corresponding value of IE is eepe¢otbe lower than those
of the unsubstituted amide complex.

The first—order and second—order approximationrAd calculated through DFT,
MP2, and CCSD(T) using eqgs (3.11) and (3.14), respectiaely reported in Table 1.
We have also presented DFT results)ofising eqgs (3.36) and (3.37). The CCSD(T)
values ofAN ;. and ANq..nq fOr all the complexes are higher than those of other two
methods. The difference between first—order and secondraggproximation of the
charge transfer parameter has been discussed in sectioW@riote in the present study
that the values oAN,..,,q are slightly different from thé\N;,..,. However, DFT results
of ANy;,s; andAN;...nq are higher for most of the complexes compared to CCSD(T) re-
sults except for the complexes 1, 2, 9, and 11 (Table 1). lshime mentioned here that

the third term,y, is very small for all the molecules we studied here. Henx,...4
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does not show significant improvement in IE in our study. Hasvethe AN, .onq Will
be very useful to calculate IE for the molecules that havegelavalue ofy. Further, we
see that the charge transfer is less in the methylated —NélZoghan in the unmethy-
lated species. In the case of the LiCl interaction with deety and butylene, the value
of charge transfer parameterSN s;-s;, ANsecona, aNdX ) are greater than those for the
corresponding HCI complex. This observation is consistétit our earlier discussion
on the value of GRD and LRD (Tables 2 and 3). However, amongtetylene and
butylene complexes, butylene complexes (BUTY-HCL and BUOIZL) show higher
charge transfer during the complexation. This is due to+theffect of —-CH3 group,
which increases electron density of adjacent triple bor@edoms, resulting in greater
affinity of butylene toward H and Li".

Tables 4 and 5 show the IEs obtained from the DFT and the MPBadst respec-
tively. Three different charge transfer parameters, AN f;,.t, ANgecond, @and A are
used for the calculation of the IEs. Looking at the resuttss bbserved that the MP2
IEs are lower than those of the DFT IEs. In light of the HSABhpiple, the interaction
between the molecules takes place in two steps: (a) stegetrge to asAE,) occurs
at a constant external potential leading to equilibratiboh@mical potential; (b) step 2
(referred to as\E,) involves the change in the electron density of the compexiing
to an equilibrium state with constant chemical potentidie Tharge transfer parameter
is involved in theAE,, which is the dominating term in the total IE and is computed
through eq (3.34) (SUC-BUTL to NATM-FD) and eq (3.35) (ACTeH to BUTY-
LICL), known as LRM and SRM, respectively. In the case of anidrmamidine
(FRM-FD, NFRM-FD, ATM—-FD, and NATM-FD), acid—formamidin&A—-FD and
AA-FD), and succinamide—butyrolam (SUC-BUTL), the reacttoms are not directly
connected to each other and thus the reactivity of each atiirbevmore or less inde-
pendent of each other. For such complexes, the IE can bedavadias a sum of the IE
arising from each pair of reactive atoms and that is the reaRM (eq (3.34)) gives rea-

sonable results. The results are further compared withntieeaiction energy calculated
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by the conventional method using eq (3.38). Because théivedC atom in acetylene
and butylene are directly connected through a triple bortiaant as a group, the IE of
these molecules with HCI and LiCl have been calculated by $&M3.35)). Itis grati-
fying to note that the IE of LiCl with this triply bonded systas greater compared to the
IE of the HCI complex. The IE values of the ACT-HCL complex a5141 kcal/mol
(by ANy;rst), —=3.5127 kcal/mol (bYAN;econqd), and —2.1556 kcal/mol (by) obtained
from DFT calculations. and conventionally (using DFT) thee —2.1773 kcal/maol,
whereas the IE values of the ACT-LICL complex computed thro8IN f;,.s:, ANgeconds
and)\ are —3.5449, —3.5462, and —7.4412 kcal/mol, respectigaly,conventional IE is
—5.5990 kcal/mol. The higher IE of ACT-LICL is due to the heglelectron affinity of
Li*™ as compared to that of the'Hon. As mentioned earlier, the effect of methylation
reduces the reactivity of the molecule. This is also sugabby values of IE that are
—4.1128 and —2.5550 kcal/mol usidgN;....q for FRM—FD and ACT-FD complexes,
respectively, whereas their N—-methyl derivative, i.e. RM~FD and NATM—-FD com-
plexes, have —2.4116 and —1.4202 kcal/mol for IE valuepews/ely. A similar trend
is observed in IE calculated using other charge transferpaters AN, and\). As
per our expectations, complexes of butylene with HCI antdiGt have higher values
of IE than the corresponding complexes of acetylene. In aeeatudy by Pal and
co—workers ANy;,s; and\ have been used to calculate the IE of multiple site based in-
teractions. Here we have chosen the same molecules butltwatians are performed
with a higher level of theory and bigger basis set, which$gadetter results of IE com-
pared to the values reported by Pal and co—workers. As anmgafor SUC-BUTL
and ACT-HCL complexes, the reported values\di ;;,.,, are 0.099 and 0.079, respec-
tively, and the corresponding IEs are —49.71 and —6.37kcdl/respectively, using the
HF/3-21g level of theory. Our results for thANy;,, and IE are better as compared
to the previously reported values by Pal and co—workersutrstudy, the CCSD(T)/6—
311G(d,p) level of theory gives 0.0415 and 0.0365 valuesief;,., for SUC-BUTL and
ACT-HCL, respectively, and the IEs are —14.9963 and —2.K&al'mol, respectively.
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The actual IEs are —8.58 and —1.50 kcal/mol, respectively.

3.5 Conclusion

In this work, we have calculated the hydrogen bonding imtéva energy of various
complexes using the local HSAB principle. We have derixédi,. ..., and applied it as
an ad hoc parameter in the calculation of the IE. Two diffeaehhoc charge transfer pa-
rametersAN ;.. and\) are also used to calculate the IE, and additionally, theathge
of using ANy;,.s; and AN,...nq OVer A is highlighted. It is very hard to obtain theoreti-
cal information (optimized structure) due to complexityttie interaction in a biological
environment. Therefore, to study this kind of interactibigher order approximations
of AN should be investigated. To compubN (AN ;¢ OF ANgecona), it is sufficient
to have the information of only the reacting species, which tremendous advantage
over A where the actual structure of the supermolecule (compleduyut) is necessary.
However, we have observed in our study using all the thredodst viz. DFT, MP2,
and CCSD(T) AN;cconq does not improve the IE as compared to thi s;,.;, which is
good enough to study the weak interactions. It must be meadidnere that among all
three methods, CCSD(T), the most correlated method givesiihimum deviation of
IE calculated through local HSAB and conventional metho@n¢¢, higher correlated
methods should be the choice to deal with multiple site baseak interactions. The
local HSAB principle is based on the second—order pertiohabhethod and the descrip-
tors of the isolated reactants. Both the approximationsentiails model applicable only
to weak interacting systems. In the case of weak interactintecules, the influence
of one monomer on another is comparatively less. Hence,ottmeula of local HSAB
interaction energy more accurately describes the interaptocess. On the other hand,
the influence of one molecule on the other in the case of stirdrgactions can be high

and in addition, higher orders of perturbation term can beemore predominant when
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the equation is derived using the perturbation method. &fibez, one can modify the lo-
cal HSAB formula by adding the higher orders of perturbatemms and use for various

strong interaction cases.

Appendix
Evaluation ofy

For a given function f(x), the derivative function is defiresl

@) oy S 3 I =)
dr 20 Az

) (A)

Let, (=) — p(2), (ELE)) = f(2) and(£LE)) = (). Hence,

dax3

fla+5) = f'la—5)

f" () = lim( X ) B)
Similarly,

" . f”<x+%> _f”<x_ %)

§"(x) = lim( X ) ©

Taking the value of x = 1 and comparing egs (A), (B), and (C)lignae have

F@) = SUF G +2) = 2f (@4 1)+ 2f (0 — 1) — flz ~2) (0)
Therefore we can write,
3
y = %(%) _ %[E(N +2)—2E(N+1)+2E(N—1)— E(N—2)] (E)
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Table 3.1: Value of Charge Transfer Parameters for the plaltBonded Complexes.
Values are in Atomic Units.

Complex ANist ANsp4 A
DFT* MP2*  CCSD(T}  DFT* MP2*  CCSD(T}  DFT*
SUC-BUTL(1) 0.02940 0.01421 0.04151 0.02938 0.01420 @041 0.02142
FA-FD(2) 0.03092  0.02538 0.03307 0.03093 0.02536 0.03302 .076Q0
AA-FD(3) 0.02570  0.01699 0.02488 0.02571  0.01697 0.02486 .06871
FRM-FD(4) 0.01395  0.00805 0.00342 0.01396  0.00805 0.00342.02531
NFRM-FD(5) 0.00977  0.00204 0.00261 0.00982 0.00224 0.0026 0.01724
ATM-FD(6) 0.01114 0.00385 0.00121 0.01127  0.00385 0.001210.04448
NATM-FD(7) 0.00543  0.00095 0.00449 0.00552  0.00095 0.6044 0.12151
ACT-HCL(8) 0.05162  0.04440 0.03650 0.05165 0.04439 0.0364 0.02797
ACT-LICL(9) 0.06414  0.06320 0.06517 0.06417  0.06325 01365 0.02766
BUTY-HCL(10) 0.07564 0.06083 0.07449 0.07572  0.06085 Ma7  0.02766
BUTY-LICL(11) 0.09557 0.08588 0.10412 0.09593 0.08612 001V 0.02435

DFT* = DFT /6-311G(d,p) / B3LYP

MP2* = MP2 / 6-311G(d,p)

CCSD(TY = CCSD(T) / 6-311G(d.p)

Table 3.2: Values of the Chemical Potentia),(Hardnessi), and Hyperhardness) of
all Monomers Calculated at the DFT, MP2, and CCSD(T) Levddues are in Atomic

Units.
Reactants chemical potential, hardnessy hyperhardnessy
Molecule DFT* MP2*  CCSD(Ty DFT* MP2* CCSD(T}  DFT* MP2*  CCSD(T)}
Succinamide (SUC) -0.1517 -0.1345 —-0.1400 0.2078  0.2100 2208. —-0.0055 -0.0001 —-0.0313
Butyrolactam (BUTL) -0.1268 -0.1220 -0.1022 0.2146  0.2309 0.2345 —-0.0103 -0.0096 -0.0137
Formamidine (FD) -0.1232  -0.1213 —-0.1068 0.2464 0.2483 5532 -0.0128 -0.0184 —-0.0207
Formic acid (FA) —0.1548 -0.1479 -0.1414 0.2648 0.2756 8226 -0.0167 -0.0076 —0.0069
Acetic acid (AA) —0.1485 -0.1387 -0.1322 0.2460 0.2638 B25 -0.0158 -0.0103 —-0.0107
Formamide (FRM) -0.1368 -0.1293 -0.1103 0.2404 0.2523 60.25 -0.0146 -0.0129 —-0.0081
N-methylformamide (NFRM) -0.1320 -0.1191 —0.1042 0.2335.2402 0.2461 -0.0106 -0.0064 -0.0114
Acetamide (ATM) -0.1337 -0.1250 —-0.1056 0.2251  0.2390 gp24 -0.0147 -0.0075 —-0.0140
N-methylacetamide (NATM)  -0.1283 -0.1222 —-0.1023 0.2174.2386 0.2384 -0.0113 -0.0107 -0.0178
Acetylene (ACT) -0.1401 -0.1277 -0.1254 0.2785 0.2925 041 -0.0201 -0.0184 -0.0237
Butylene (BUTY) -0.1212  -0.1147 —0.0966 0.2272  0.2460 7125 -0.0121 -0.0132 —0.0196
HCI (HCL) -0.1973 -0.1782 —-0.1758 0.2755  0.2755 0.2749 1650 -0.0159 —-0.0146
LiCl (LICL) -0.1985 -0.1862 —-0.1851 0.1769 0.1701 0.1683 .0205 -0.0220 -0.0211

DFT* = DFT /6-311G(d,p) / B3LYP

MP2* = MP2 / 6-311G(d,p)

CCSD(T) = CCSD(T) / 6-311G(d,p)
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Table 3.3: Condensed Local Softnes$ éid S ) of the Reactive Atoms. Values are in

Atomic Units.
Reactant DFT* MP2 CCSD(T)
Molecule A B A B A B A B
Succinamide (SUC) O H 05239 0.1890 0.5890 0.1641 0.6001 540.1
Butyrolactam(BUTL) O H 07140 0.5897 1.0106 0.2845 0.8416.1808
Formamidine (FD) N H 06300 0.6513 0.6589 0.2326 0.6679 7B18
formic acid (FA) O H 08346 1.4177 0.9496 0.1714 0.9825 07176
acetic acid (AA) O H 08119 10852 0.9494 0.1543 0.9853 (%160
formamide (FRM) O H 08793 0.1955 1.0030 0.3490 0.9934 (®197
N-methylformamide (NFRM) O H 0.8771 0.4714 0.9447 0.5379 6806 0.1691
acetamide (ATM) O H 08760 0.6299 1.0263 0.3488 1.0068 @178
N-methylacetamide (NATM) O H 0.7171 04430 1.0227 0.2040 0014 0.1612
acetylene (ACT) C Cc 0.6637 0.6637 0.6492 0.6492 0.6564 @656
butylene (BUTY) C C 0.4472 0.4472 0.5507 0.5507 0.5272 @527
HCI (HCL) H H 1.5986 1.6013 1.6032
LiCI(LICL) Li Li 2.5216 2.6515 2.6055

DFT* = DFT /6-311G(d,p) / B3LYP
MP2* = MP2 / 6-311G(d,p)
CCSD(T) = CCSD(T) / 6-311G(d,p)

“For oxygen and nitrogen atomg @nd for hydrogen and lithium atom%‘&as been calculated.zSand §, are same for the carbon

atom.

Table 3.4:AF,, AE,, and Total Interaction Energy of all the Complexes as Dbsdri

in the Text, Calculated by the Paramet&rd/;,; andA Ns,,4 using the DFT/6-311G(d,p)

Method
Complex AFE, AE, AFEot AFEgeom
ANist  ANapg A ANist  ANapg A ANist  ANapg A

SUC - BUTL(1) —-0.0826 -0.0826 —-0.0826 —9.2480 -9.2434 &.73 -9.3306 -9.3260 —-6.8215 -14.8663
FA - FD(2) -0.2513 -0.2513 -0.2513 -5.6326 -5.6347 -13.882%.8859 -5.8839 -14.1343 -20.6473
AA - FD(3) -0.1527 -0.1527 -0.1527 -5.1059 -5.1071 -13.65146.2586 -5.2598 -13.8041 -19.8042
FRM - FD(4) —-0.0303 -0.0303 -0.0303 —-4.0822 -4.0825 -8.18254.1125 -4.1128 -8.2128 -16.2580
NFRM — FD(5) -0.0177 -0.0177 -0.0177 -2.3940 -2.3939 —-8.778-2.4118 -2.4116 —6.7966 -16.3290
ATM — FD(6) -0.0238 -0.0238 -0.0238 -2.5310 -2.5312 —6.28522.5548 -2.5550 —6.3090 -15.9840
NATM — FD(7) —-0.0048 -0.0048 —-0.0048 -1.4154 -1.4154 —6/351-1.4202 -1.4202 —6.3565 -15.9421
ACT — HCL(8) —0.7450 —0.7450 —0.7450 —2.7691 —-2.7677 -17410-3.5141 -3.5127 —2.1556 —-2.1773
ACT —LICL(9) —-0.9307 -0.9307 -0.9307 -2.6143 -2.6156 @651 -3.5449 -3.5463 —7.4412 -5.5990
BUTY — HCL(10) -1.0409 -1.0409 -1.0409 -4.7599 -4.7648 9907 -5.8008 -5.8056 -3.8399 —-4.2221
BUTY - LICL(11) -1.2358 -1.2358 -1.2358 —4.3893 -4.4057 5864 -5.6251 -5.6415 —6.8162 —14.9459

bEnergy values are in kcal/mol. The corresponding values &% ;; and A N, 4 are given in Table 5.4. LRM (eq (3.34)) and SRM

(eq (3.35)) have been used to calculate the IE of the compl8kiC — BUTL(1) to NATM — FD(7) and ACT — HCL(8) to BUTY —
LICL(11), respectively.
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Table 3.5:AFE,, AE, and Total Interaction Energiea\{;,;) of all Complexes as De-
scribed in the Text, Calculated by the Paramet®rfg,,; and A Ny,; using the MP2/6—

311G(d,p) Method

AFE, AE, AFEot

Complex ANist  ANspq ANt ANgng  ANist  ANoyg  AFEgeom

SUC - BUTL(1) -0.0164 —-0.0164 -4.4483 —4.4463 —-4.4647 2646 —10.9489
FA - FD(2) -0.0717 -0.0717 -8.1643 -8.1579 -8.2360 —8.229613.4694
AA - FD(3) -0.0296 -0.0296 -5.5336 -5.5314 -5.5633 -5.561012.9607
FRM - FD(4) —-0.0085 -0.0085 -2.2762 —-2.2759 -2.2847 —-2.284410.5835
NFRM — FD(5) -0.0008 -0.0008 -0.6741 -0.6741 -0.6749 -0@.674-11.0741
ATM — FD(6) -0.0019 -0.0019 -1.0794 -1.0793 -1.0813 -1.081410.7523
NATM — FD(7) -0.0009 -0.0009 -0.2918 -0.2918 -0.2919 —-(®291-10.1012
ACT — HCL(8) -0.5725 -0.5725 -2.4023 -2.4016 -2.9748 -2974-1.5980
ACT — LICL(9) —-0.9350 -0.9350 -2.5102 -2.5120 —-3.4452 -BM4 -4.3785

BUTY -HCL(10) -0.8240 -0.8240 -3.5306 -3.5322 -4.3546 5833 -3.4168
BUTY - LICL(11) -1.2471 -1.2471 -3.5902 -3.6000 —4.8373 8441 —-12.9545

¢Energy values are in kcal/mol. The corresponding values df s andA N, 4 are given in Table 1. LRM (eq (3.34)) and SRM (eq
(3.35)) have been used to calculate the IE of the complex&s-8UTL(1) to NATM—FD(7) and ACT-HCL(8) to BUTY-LICL(11),

respectively.

Table 3.6:AF,, AE, and Total Interaction Energy of all the Complexes as Desdrib
in the Text, Calculated by the Parameték®v,,; and AN,,, using the CCSD(T)/6—

311G(d,p) Methotl

AFE, AE, AFE¢ot

Complex ANist ANan ANist ANQnd ANst ANan AEjgeom

SUC - BUTL(1) —-0.1207 -0.1207 -14.8756 —-14.9117 -14.99635.0364 —14.8035
FA —FD(2) -0.1118 -0.1118 -10.5770 -10.5633 -10.6888 ¥50.6 -12.6066
AA - FD(3) -0.0582 -0.0582 —8.0401 —8.0343 —8.0983 —8.092412.2465
FRM — FD(4) -0.0012 -0.0012 -1.0755 -1.0754 -1.0767 —1.076610.3826
NFRM — FD(5) —0.0006 -0.0006 —0.9555 —0.9556 —0.9562 —@2956-10.1929
ATM — FD(6) -0.0001 -0.0001  -0.3837 —-0.3837 —0.3838 —0.3838-10.3182
NATM — FD(7) -0.0018 -0.0018 —1.4382 —1.4382 —1.4400 -10440-10.3338
ACT — HCL(8) -0.4638 —0.4638 -2.2728 -2.2712 —2.7350 -5736 -1.1971

ACT — LICL(9) -0.9755 -0.9755 -2.6091 —2.6077 —3.5846 3258 -4.0198

BUTY —HCL(10) -1.2529 -1.2529 —4.3970 -4.3924 -5.6499 4&36 -3.0173
BUTY —LICL(11) -1.8470 -1.8470 -4.4627 —4.4652 —6.3096 3181 —10.8380

dEnergy values are in kcal/mol. The corresponding valuesf ;; andA N, are given in Table 1. LRM (eq (3.34)) and SRM (eq
(3.35)) have been used to calculate the IE of the complex&s-8UTL (1) to NATM—FD(7) and ACT-HCL(8) to BUTY-LICL(11),

respectively.
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Figure 3.1: Multiple site based
interactions pattern by localized
reactive model (LRM) between
acid, amide, and formamidine,
where X =—-H, —CH refer to for-
mamide and acetamide, respec-
tively, and in all cases Y is—H. In
the case of N-methyl derivatives,

Amide Y is —CH;.

D Maximum
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. Minimum
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Figure 3.2: Multiple site based in-
teractions pattern by smeared reac-
tive models (SRM) between acety-
lene, butylene, H, and Li", where

R =—-H and —CH refer to acetylene
and butylene, respectively.

Figure 3.3: Maximum, average,
and minimum deviation of inter-
action energy calculated through
local HSAB (egs (3.34) and (3.35))
and conventional methods (eq
(3.38)).
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CHAPTER4

Understanding the Site Selectivity In
Small-Sized Neutral and Charged A},
(4 < n < 7) Clusters Using Density
Functional Theory Based Reactivity
Descriptors: A Validation Study on

Water Molecule Adsorption

Aluminum clusters are now technologically important duthtr high catalytic activity.
Our present study on the small-sized aluminum clustersegpgensity functional theory
(DFT)-based reactivity descriptors to identify potensdgs for adsorption and eventual
chemical reaction. Depending on symmetry, susceptitmlityarious type of reactive
sites within a cluster toward an impending electrophilicdéor nucleophilic attack is
predicted using the reactivity descriptors. In additiome tstudy devises general rules as
to how the size, shape, and charge of the cluster influeneasuimber of available sites

for an electrophilic and/or nucleophilic attack. The pretibns by reactivity descriptors
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are validated by performing an explicit adsorption of wateolecule on Al clusters with
four atoms. The adsorption studies demonstrate that the stalsle watercluster com-
plex is obtained when the molecule is adsorbed through agesxgtom on the site with

the highest relative electrophilicity.
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4.1 Introduction

During the last two decades aluminum based clusters harasctaiti considerable
amount of interest due to their catalytic properties.[1FBgir catalytic properties are
comparable with those of transition metal clusters suchasPd, Pd etc.[6-10] These
properties are specifically seen in small sized Al clusters between 2-50 atoms.[11—
15] In this size range, the catalytic property is seen to bespecific and this makes them
attractive especially in the area of nanocatalysis.[1pAllfminum nanoclusters[18—20]
and aluminum nitrides[21] are the most prominent and wellligtd systems among the
aluminum based clusters for the catalytic properties réstengly, small sized aluminum
nanoclusters are also reported to behave as super ator@§2&hich can potentially
lead to a huge impact in the area of nanoscience.[24—-26pWplg this understanding,
many experimental and theoretical studies have attemptaddress or investigate the
structure-property (catalytic property) correlationhuit the aluminum clusters.[27-32]
Khannaet al. have shown that some of the aluminum clusters are reactivartls even
less reactive hydrocarbons.[43, 44] Several diatomic oudés such as $H[31, 34, 35]
D,,[36, 37] G;[14, 38] etc. are seen to adsorb very strongly on aluminurstefa. Ox-
idation and photochemical reactions[39—-41] on aluminunstelr anions are also being
explored experimentally as well as theoretically and ae¢eeyg to form alumina-oxides
is noted.[42] One of the significant experimental and theoakstudy is a report by
Johnsoret al[33] which clearly demonstrates that the oxidation behavfanetal clus-
ter depends upon size, stoichiometry and ionic charge. Merva more surprising result
is that a high energy bond in)Nmolecule is cleaved following a chemisorption on alu-
minum clusters in the size range of 44 to 100 atoms.[45] Theadsorption has also
been theoretically studied by Romanowskal [46] and Pal and co-workers.[47] Impor-
tant conclusion of the above studies is that the reactiviglaminum clusters critically

depends on not only cluster size but also on its shape. Theiding of this finding is
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that a high energy conformation can at times be more catalijgiactive as compared
to the ground state conformation. This increases the codtpl@ identifying the most
catalytically active conformation within a given size. Kenthere is now a necessity to
diagnose some leads in identifying catalytically most peang cluster.

In a recent paper, Khanna et al.[48] have brought out fadttas make a cluster
reactive or other wise. They have, in their work analyzedtieehanism behind the dis-
sociative chemisorption of water to produce hydrogen gaaiious neutral and charged
aluminum clusters.[48] They examined the reactions\gf + H,O where n= 7-18,
and have shown that the complementary active sites[49]a@laedominant role in the
chemisorption. In other words, clusters with pair of adfasites, which behave as Lewis
acid and Lewis base, redistribute the charge within a dlasté hence are responsible for
the remarkable reactivity exhibited by it. Following theiork, Henryet al. also noticed
the same on charged and neutral aluminum clusters and deésrtihe comparative re-
action barriers and enthalpies for both neutral and sinigdyg@ed clusters.[50] Few other
groups have also theoretically addressed the AB-Feaction mechanisms.[51, 52]

Thus, if a cluster with complementary active sites is ideadi it will help greatly
in potential applications of aluminum clusters in nanolyaia.[53, 54] Hence, in this
work, we aim to identify the aluminum clusters with complertaey reactive sites. For
this purpose, we have chosen clusters with 4—7 atoms inalgeaationic and anionic
states. One of the approaches to identify complementameagites is by using density
functional based reactivity descriptors.[55] We have alsed in detail the response of
various sites in clusters toward an impending an electtigpbi a nucleophilic attack.
For this purpose, relative nucleophilicity and electrdiphy of the various aluminum-
clusters are calculated and an analysis of this is presentsection IV-A. Following
the identification of potential reactive cluster, we carot an explicit water molecule
adsorption on few of the clusters and validate the resultaiodd from the reactivity

descriptor based studies.
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4.2 Theoretical Methods

The ground-state energy of an atom or a molecule, in DFT, jgessed in terms of
electron density().[56] The response gi(r) to the number of electrons is called as
Fukui functionf (7).[55] Thus, f () is defined as,

op(r)

1) = Gor ) = (5 @1)

Herep and N represent the chemical potential and the total nunfledectrons of the

system respectively:(7) is the external potential (i.e., the potential due to thetjms
of the nuclei plus applied external field, if any) at posititof the chemical specieg.(r)
is called as the Fukui function (FF). The middle term(i&%)]v of equation 1 measures

the sensitivity of a chemical potential to an external pddtion at a particular point.

(5(’;]@ )u(7) Shows change of electron density for a system with N numbefectrons. The
N discontinuity problem of atoms and molecules in eq. 1 leadise introduction of both
right and left hand side derivatives at a given number oftedas[57-59],Ny(= N). By
the finite difference method, using electron densitie¥of( Vy+1) and(Ny—1) electron

systems, FF’s for nucleophilic and electrophilic attack ba defined respectively as,

) = prga(F) = pio (7) (4.2)
(7)) = oo (T) — prvg—1(7) (4.3)

and for radical attack
) & 3 (owan (7) — oo () (4.9

Here,pn, (7), pno+1(7) @andpy, 1 (7) are the electron densities ofNNy+1) and (N,—1)
electronic systems at a particular point f* () and f~ (') are known as local elec-

trophilicity and nucleophilicity respectively.
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Parr pointed out, in the frozen core approximatipn(r) and f () can be approx-
imated with the density of lowest unoccupied molecular tathiLUMO) and highest

occupied molecular orbital (HOMO).

FH) = () 45)

measures the reactivity toward a nucleophilic reagent

F () = p"OMO(R) (4.6)

measures the reactivity toward a electrophilic reagent and

—_

FO(7) = 5 (M) + p"MO(7) (4.7)

\)

measures the reactivity toward a radical reagent. Héte} 9 (7) andp™V™°(7) are the
densities of HOMO and LUMO respectively.

To describe the site reactivity or site selectivity, Yang &fortier[60] proposed the
condensed FF’s for an atom k. The condensed electrophifmitan atom k is defined

as,

fi = gott — gl (4.8)

similarly condensed nucleophilicity for an atom k is defires

fom g —q ! (4.9)

The condensed reactivity descriptor of the site, appropfiar the radical attack is

/2 and can be defined as,

(g — g0 (4.10)

DO | =

where, 4°, g)°™ and 4! are the electronic populations on the atom k fgr N

(No + 1) and (N, — 1) electron systems, respectively.
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Roy et al. proposed a new set of relative indices which are more apjatedor intra

molecular reactivity[61, 65]. The condensed relative etgahilicity of an atom k can be

defined as,
i
o g (4.11)
k fk;
similarly relative nucleophilicity
Sl f—’jr (4.12)
i

¢l or fou are found to be very effective in comparing site reactivityoss the
molecule. A site withf¢! > f* is favorable for a nucleophilic attack, while a site with
m > felis clearly a site favorable towards an electrophilic attadksite with ¢’ is
nearly equal tof* is likely to both give or take electrons with equal ease mgkiran

amphiphilic site, likely to participate in both oxidationéreduction chemical reactions.

4.3 Computational Details

Various conformations of Al Als, Alg, and Al, are generated and optimized in mono
positive, neutral and mono negative charge states. All thectsires are optimized
at DFT[62, 63] level of theory using Gaussian 09 softwarekpge[64] with aug-cc-
PVTZ[66, 67] basis set and B3PW91 functional.[68—71] Thisdtional has proved to
be suitable to describe such kind of systems.[72—74] Harenahrational frequencies
and binding energies are computed for all the conformaitidiise end of optimization.
Before calculating the relative reactivity descriptor tbil binding energy of each clus-
ter is calculated as,

EB.E = TLEAI — EAZ" (413)

HerenE,, is total energy of free atoms aiid,;, is energy of the cluster.
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Only conformations with all positive frequencies are takenfurther study of site
selectivity using reactivity descriptors. To obtain th@atvity descriptor at a given
site, single point energy calculation is done at DFT/B3PYd@d—cc—PVTZ level on the
charged counterparts by maintaining them at the optimisedgetry of the neutral con-
formation. Finite difference approximation is considetedalculate Fukui functions as
discussed in the Section Il. The condensed Fukui functioesalculated with Hirsh-
feld population analysis.[75] The relative reactivity degtors are calculated from the
FF’s to evaluate the electrophilicity and nucleophiliaitffvarious sites. Following the
reactivity descriptor calculations, water molecule isatsd at various sites of few Al

clusters. Interaction energy of cluster—water complexlsudated as,
EYf = Es+ Ep — Eap (4.14)

WhereE, andEg is the energy of monomer arith s is the energy of complex.

4.4 Results and Discussion

4.4.1 Site selectivity of aluminum clusters using relativeeactivity

descriptors

1. Al, : The structure, electronic properties and the reactivitapeeters for all the\l,
clusters are given in Table | and Table Il. We begin our dismrmswith conformation

| which is stable in all three viz. neutral, positive and negastates. This conforma-
tion has the highest binding energy for an, &luster in neutral, cationic and anionic
states. All three conformations have two sites, viz., A angrch have distinct chemi-
cal environment and are situated alternatively. Sites ABaace bonded to each other of
2.491 and 2.65! in neutral state. This structure does not show much chadystréu-
tion among both the sites. Site A has higher relative elptiitwity (1.30) while site B

has higher relative nucleophilicity (1.25) value. HendtessA behaves as the site most
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probable for attack by nucleophile whereas sites B is mkshfito be attacked by a an
electrophile. In positive and negative states, inter atdmoind distances are uniform as
shown in Table I. In both these conformations, there is alsamabunt of charge local-
ization on site B, with respect to site A. In positively chadgconformation, the site A
is electrophilic and site B is nucleophilic In the negatweharged conformation, both
sites act as a electrophilic centers as seen from the rggctescriptor values which are
2.54 and 1.41 for sites A and B, respectively.

The next conformation (ll) is a pendant, which is also stablall three charged
states. All three conformations have three chemicallyraissites, viz., A, B and C. Site
B is bonded to A and C and the two equivalent atoms of site A ammected to each
other. Compared to the neutral and negative conformattbeB—C and A—A bonds of
positively charged conformation are slightly elongatetijlevithe trend is reverse for A
and B inter atomic distances. Site C is most positively obdrgtom in the neutral and
positively charged conformations, whereas, in negatieagrged conformation, charge
enriched sites are A atoms (—0.316). Sites A are electrigptehters and site B is an
nucleophilic center in neutral and positively chargedest&ite C is a nucleophilic cen-
ter in neutral cluster while in positively charged one rielatlectrophilicity and relative
nucleophilicity are nearly equal on this site. Such a site Itesen referred to as an am-
phiphilic site in one of the earlier papers.[76] it is an anpbiiic site. Sites B and C are
highly electrophilic centers in the negatively charge ®us

Conformation Il is tetrahedral in shape and is stable onlpeutral and negatively
charged state. In case of positively charged conformatae,of the vibrational mode
is imaginary. Negatively charged conformation Il is as &tustable as the negatively
charged conformation I. Binding energy of this conformaii®8.09 eV. Both the states
of conformation Ill have two distinct sites viz. A and B. Itssen from the Table II, that
the neutral conformation does not have much charged rdmlistm among both the sites.
However, in case of negatively charged conformation threeesmall amount of charged

localization on site B, with respect to site A. Analysis oé tielative reactivity descriptors
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reveals that site A is electrophilic and site B is nucleadphih neutral conformation.
On the other hand, in the negatively charged conformatioth) the sites behave as a
electrophilic centers.

Other two conformations we have studied here are stabldmblye of the states with
the other two states have imaginary vibrational frequenct@onformation IV is linear
and is stable in positively charged state. It has two distieactive sites viz. A and B.
There is a charge redistribution in the conformation IVeHthas higher charge localiza-
tion as compared to site A. Site B is electrophilic centettjwelative electrophilicity of
1.38) while site A is nucleophilic in nature (relative numbdilicity is 1.31). Conforma-
tion V has a zigzag form and is stable in neutral state. It hésotwo chemically distinct
reactive sites viz. A and B . These two sites are situatedateely. Compared to A-A,
A-B bond distance is higher by 0.06. Hirshfeld charge shows that A is negatively
charged (-0.108) while B is positively charged (0.108).e3itis amphiphilic in nature

and site B is electrophilic as seen from the values of redatactivity descriptors.

2. Als : The structure, electronic properties and the reactivitapeters for all the
studiedAl; clusters are given in Tables Il and IV. We have optimizedesalconforma-
tions for Al; cluster. However, only few of them had all positive frequesc We here
discuss the reactivity patterns in the clusters with alifpasvibrational modes. Confor-
mation | is stable in two state viz., neutral, negative. Bibth conformations have three
chemically distinct sites viz. A, B and C. In the neutral staite A and site B are bonded
to each other with an inter atomic distance of 2260Sites B and C are bonded through
a distance of 2.87. Sites C and A are 2.49apart from each other. Two equivalent
atoms(B) are connected by a bond distance of 2.5T negative state, distance be-
tween site A and site C is larger by 0.0;7whereas other inter atomic distances decrease
slightly as shown in Figure (second column of Table IIl). Tieatral conformation does
not show much charge redistribution among all the sites. éd@w in case of negatively

charged conformation, charge distribution is unequal.r&ea small amount of charge
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localization on site A, with respect to other two. In neutahformation, all the sites
have nearly equal relative reactivity descriptors. Thuissites are amphiphilic in na-
ture. On the other hand, in negatively charged conformasda B has higher relative
electrophilicity (2.38) while site C has higher relativecteophilicity (1.52) value. Thus,
site B behaves as an electrophilic center and site C as aamiilie center. Site A is a
weaker electrophilic center as compared to site B.

Conformation Il is stable in neutral and positively chargadtes. In negatively
charged conformation, one of the vibrational modes is imagi This conformation
has higher number of chemically distinct reactive sitegshBbe states have four distinct
reactive sites viz. A, B, C and D. Site B is connected to twoiedent atoms viz., A
which are in turn is connected to site C. Site C connectedt&éo¥i Compared to the
neutral conformation the C-D and A-B inter atomic distanigeasitively charged con-
formation is larger by 0.18 and 0.23 respectively. The reverse is observed in the other
bonds. It has been shown from the Table Il that there is a eHaalization in site B
in both the states. However, greater charge localizatisees for the positively charged
conformation. Relative reactivity analysis indicatest tsites D and B are electrophilic
in the order D> B. Sites A and C are nucleophilic in the order ofAC. On the other
hand, in the positively charge conformation, site C andBiteave higher relative elec-
trophilicity (1.38 and 1.12 respectively) values. Site Aarmphiphilic in nature, while
site B is nucleophilic, as predicted by the relative reaistislescriptors.

Other two conformations are stable in only one of the chagjatés. Other states
have imaginary vibrational frequencies. Binding energglgsis shows that among the
all Al; conformations these two clusters are most stable with bgndnergy values of
8.28 eV and 32.45 eV for conformation Il and conformationrBgpectively. However,
we present their reactivity descriptors for the sake of detepess. Conformation 1l is
stable in neutral state. It has three unique sites viz. A® @nA-B, A—C, B-C and
B-B inter atomic distances are 2.602.514, 2.784, are 2.47 respectively. There is

a very little charge distribution in the conformation Illit&A is electrophilic and site
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B are amphiphilic in nature according to the relative reatgtidescriptor analysis. Site
C acts as a nucleophilic site. Conformation IV is stable isifieely charged state. It
also has three distinct reactive sites viz. A, B and C. Inteméc distance between
site A and site B is comparatively higher than in other bon8#e A and site B are
electrophilic in nature, whereas, site C behaves as anopitlé site due to its higher
relative nucleophilicity value.

3. Alg : Structure, electronic properties and the reactivity patens for allAlg clus-
ters are given in the Table V and Table VI. We have chosen twdocmations for this
cluster size. Conformation | is octahedral and is stabléied states viz., neutral, posi-
tive, and negative states. All the states of this conforomatiave higher binding energies
as compared to the other conformations. In neutral and vegsttites, all the atoms are
equivalenti.e it has one chemically distinct site viz., Abbth these states bond distance
is identical. Interestingly, in both these conformatiocisarge is uniformly distributed
among the all six atoms. The reactivity descriptors indi¢hat in the neutral conforma-
tions all the sites are amphiphilic in nature. On the othexdhan the negatively charged
conformation all the sites are electrophilic in nature.Ha positively charge conforma-
tion, the cluster modifies marginally to result in two cheatlig distinct sites viz., A and
B. In this conformation, alternate inter atomic distancemeen sites A are 3.19and
2.524, respectively, while the alternate bond distances betvsiten A and site B are
2.954 and 2.661 respectively. This leads to a charge redistribution withimcluster, as
seen from the Table V. Site A of positively charged confoinrats amphiphilic and site
B is weakly electrophilic.

Conformation Il also stable in all the three states. Neuwtaaiformation is unsym-
metrical leading to six chemically distinct sites, viz.,.B, C, D, E and F. A-B and D-E
inter atomic distances are equal (2252 Positive and negatively charged conformations
have four distinct sites viz. A, B, C and D. The A-A and A-B mé&tomic distance
are larger ( O.ﬁ) in positively charged conformation than negative one. Bndther

hand, other bonds distances are lower by OiI8eutral and positive conformations do
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not exhibit much charge redistribution unlike the negdyiedarged conformation which
has 0.24 electrons localized (—0.24) on site D. Analysi®l#tive reactivity descriptors
reveals that in the unsymmetrical neutral conformatioactebphilic sites are B, C, E
and F in the order of E- C > F > B . Site D behaves as an nucleophilic center (relative
nucleophilicity 1.54). Site A is very weakly nucleophilidowever, in case of positively
charged conformation sites A and D are strong electropbditers followed by site B.
Site C is only nucleophilic site. In the negatively chargemformation, all sites are
electrophilic in nature.

4. Al; : Table VIl describes the structure, electronic propertied the reactivity
parameters for the studied; cluster. Conformation I is stable in the neutral and neg-
atively charged states. Both the structures have five claiyidistinct sites viz A, B,
C, D and E. In the negatively charged conformation most ofitker atomic distances
are higher as compared to the neutral one except for A—E a@didBnds. Charge in the
neutral conformation is almost equally distributed on lal seven atoms. On the other
hand, more charge is localized on site D (-0.23) in the negiatinformation. According
to above discussion, sites A and C are nucleophilic and sitedlectrophilic in neutral
state. B and C are amphiphilic centers. In the negative cordtion all sites are elec-
trophilic with the exception of site C which is amphiphiliBinding energies of neutral
and negatively charged clusters are 14.51 eV and 16.92 spéecévely.

It is important to note here that the reactivity trends withbove studied atomic
clusters (relative electrophilicity or nucleophilicitgre in some cases different to the
trend implied by the atomic charges. Relative reactivityadimtors for a given siteff!
andf;) are a ratio of two individual descriptors viz. nucleophfukui function (* (7))
and electrophilic Fukui functionf(" (7)) of that particular site. The individual descriptors
are, in turn, calculated from the difference of the eledtr@opulation between charged
states for a particular site. Hence, as compared to thewtbsatiomic charge, it is more
reliable reactivity descriptor of a chemical environmeit. other words, a negatively

charged site may be more prone to accept electrons and bakavelectrophilic site
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as indicated by the higher relative electrophilicity valueSimilarly in spite of being
positively charged, a particular site can be more pronedctedphilic attack as indicated

by its higher relative nucleophilicity.

4.4.2 Understanding the site selectivity in aluminum clugrs using

explicit water molecule adsorption: Case study on A

A case study of water molecule adsorption has been carriedrodl, cyclic and pen-
dent conformations. Itis expected that a site with high&revaf relative electrophilicity
will form a stronger bond with the oxygen atom of water moledr alternatively, the
site with higher relative nucleophilicity will form stroeg bond with one of the hydro-
gen atoms of the water molecule). Neutral and positive aométions of cyclicAl, have
two chemically distinct sites each viz., A and B. Site A (el has higher relative
electrophilicity in both cases. As seen from the Table \iButral cyclic conformation—
water molecule complex has an interaction energy of 0.75a@\tHe site A as com-
pared to the 0.27 eV for the site B. Similar observation isiseease of positive cyclic
Al conformation-water complexes. Interestingly, in caseathmeutral and positively
charged cyclicAl, conformations, we have alternating electrophilic and eoghilic
sites. In case of negatively charged cydli¢, conformation, water molecule adsorbs
strongly on both the sites. However, upon adsorption thetire modifies itself into
a square conformation. The water molecule dissociatesOfto andH". Thus, while
the high electrophilicity on both the sites favors the aggon of H,O via O atom, ab-
sence of adjacent nucleophilic sites makes the conformatistable after adsorption.
On the other hand, in case of neutfdl, pendent conformation, electrophilic site A ad-
sorbs water molecule with an interaction energy of 0.29 é\Ws1s much less than the
corresponding value for cyclidl, conformation (site A), a cluster with alternating nu-
cleophilic and electrophilic sites. Similar consistensetvations are also noted for other

Al clusters whose results are not reported here.
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4.5 Conclusion

In the above work, we have attempted to understand the $éetise reactivity patterns

in Al clusters with 4—-7 atoms. Our work shows that reactivahanges as function of
both size, and charge of the clusters. Reactivity desgsptan effectively be used as
screening tool to isolate clusters with higher reactivisyveell as clusters with alter-

nating lewis acid base sites. Among neutral, positive arghtiely charged clusters,
negatively charged Al clusters are seen to have strongagtephilic centers. Positively
charged and neutral clusters have alternating electio@mb nucleophilic centers. The
water molecule is expected to adsorb strongly on all thetrelghbilic centers via the

oxygen atom and this is validated in our water adsorptioe sasdies. While the water
molecule adsorbs strongly on the electrophilic center®sitiye and neutral clusters, the
adsorption is followed by water molecule dissociation i@ tfegatively charged clusters.
However, due to the absence of adjacent nucleophilic ceimighe negatively charged
clusters the cluster is seen to undergo structural fluxityndlhis is consistent with ob-

servations in earlier reports that negatively charged Atters are more catalytically

active clusters for the case of water splitting.
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Table 4.1: Structural, Electronic and Reactivity Paramseté Al, conformations. The
values given next to the conformations in column Il of thdeatmrrespond to the inter—
atomic distances (i) between various unique sites.

State Structure Total Binding energy ~ Sites  Hirshfeld f¢! fre
(eV)

A 0.009 1.300 0.770
5.51
Neutral
0] B —0.009 0.800 1.254
Positive A 0.225 1.027 0.9734
0} 23.63
B 0.275 0.966 1.035
Negative A -0.239 2.536 0.394
0] 8.09
B -0.260 1.416  0.706

124



Table 4.2: Structural, Electronic and Reactivity Paramseté Al, conformations. The
values given next to the conformations in column Il of thdeatmrrespond to the inter—
atomic distances (i) between various unique sites.

State Structure Total Binding energy  Sites  Hirshfeld f,jl e
(eV)

A -0015 1272 0.786
Neutral 5.21 B -0.100 0706 1.418
(m
c 0131 0917 1.090
A 0.240  1.023 0.977
2.826
Positive 23.47 B 0.0317 0945 1.058
(m
i im C 0.488  0.998 1.002
2.498
A -0316 00943 1.061
2,781
Negative 7.27 B 0202 1774 0.564
(m
2s7a C -0.165 50993 0.167
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Table 4.3: Structural, Electronic and Reactivity Paramseté Al, conformations. The
values given next to the conformations in column Il of thdeatmrrespond to the inter—
atomic distances (irz?k) between various unique sites.

State Structure Total Binding Energy ~ Sites  Hirshfeld fg! fre
(eV)

A -0.006 1.396 0.716
Neutral 5.31
D)
B 0.006 0.763 1.310
A -0.239 2.542 0.393
Negative 8.09
D)
B -0.257 1.415 0.707
2.925
A 0.138 0.762 1.312
Positive 23.28
(|V) .634
B 0.363 1.387 0.721
A -0.108 1.001 0.999
Neutral 417
V)
B 0.108 1.098 0.911
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Table 4.4: Structural, Electronic and Reactivity Paramsetd Al; conformations. The
values given next to the conformations in column Il of thdeatmrrespond to the inter—
atomic distances (iA) between various unique sites.

State Structure Total Binding Energy ~ Sites  Hirshfeld f¢! nu
(eV)

A 0.016 1.043 0.959
Neutral 8.24
0] B 0.007 1.070 0.934
C —0.045 0.954 1.049
A -0.242 1.543 0.648
Negative 10.60
0] B -0.161 2.380 0.420
C -0.192 0.655 1.526
A —-0.041 0.808 1.238
Neutral 7.13 B 0.026 1.167 0.859
m
C —0.059 0.936 1.069
D 0.122 1.424 0.702
A 0.147 0.995 1.006
Positive 31.88 B 0.260 0.704 1.420
@
C 0.078 1.389 0.720
D 0.368 1.127 0.887
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Table 4.5: Structural, Electronic and Reactivity Paramsetd Al; conformations. The
values given next to the conformations in column Il of thdeatmrrespond to the inter—
atomic distances (iA) between various unique sites.

State Structure Total Binding Energy ~ Sites  Hirshfeld f¢! T
(eV)

A 0.036 1.088 0.919

Neutral 8.28
(1) B 0.000 0.980 1.020
C -0.073 0.850 1.177
A 0.155 1.049 0.954

Positive 32.45
(Iv) B 0.222 1.046 0.956
C 0.246 0.807 1.243
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Table 4.6: Structural, Electronic and Reactivity Paramsetd Al; conformations. The
values given next to the conformations in column Il of thdeatmrrespond to the inter—
atomic distances (id) between various unique sites.

State Structure Total Binding Energy ~ Sites  Hirshfeld f;jl e
(eV)

Neutral 11.13 A 0.000 1.019 0.982
0
A 0.179 0.994 1.006
Positive 41.24
0
B 0.141 1.023 0.977
Negative 13.92 A -0.167 1.300 0.769

0]
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Table 4.7: Structural, Electronic and Reactivity Paramsetd Al; conformations. The
values given next to the conformations in column Il of thdeatmrrespond to the inter—
atomic distances (id) between various unique sites.

State Structure Total Binding Energy ~ Sites  Hirshfeld fg! o
(eV)
A -0.008 0.973 1.028
B 0.005 1.035 0.966
10.39 C 0.002 1.226 0.816
Neutral
()} D 0.008 0.648 1.544
E 0.0136 1.676 0.597
F -0.020 1.181 0.847
A 0.189 1.144 0.874
B 0.122 1.050 0.952
Positive 41.02
()} C 0.190 0.908 1.101
D 0.188 1.137 0.887
A -0.186 1.634 0.612
B -0.125 1.482 0.675
Negative 13.04 C -0.133 1.051 0.951
(1
D -0.243 1.838 0.544
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Table 4.8: Structural, Electronic and Reactivity Paramsetd Al; conformations. The
values given next to the conformations in column Il of thdeatmrrespond to the inter—
atomic distances (irz?k) between various unique sites.

State Structure Total Binding Enenrgy ~ Sites  Hirshfeld f¢! fre
(eV)

A -0.007 0.876 1.142
{ S B 0.006  1.010  0.990
A A
0/ }
Neutral i‘ ) <& 4151 C 0.006 1.013  0.987
0] : '
D 0.0038  1.258 0.795
E -0.007  0.877 1.140
A -0.141  3.250 0.308
B 0115 2116 0.4727
Negative 16.92 C -0.140  0.996  1.004
0]
o2 D -0.231  1.042  0.960
2.62
E -0.115  1.081 0.925
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Table 4.9: Interaction energy of water adsorptionAdn conformations.

State Structure Water adsorption site  Interaction eneryfy (
—_ %
Neutral i A 0.75
¢
Neutral B 0.27
Positive i A 1.72
rose AE | 1.56
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Table 4.10: Interaction energy of water adsorptiomddnconformations.

State Structure Water adsorption site  Interaction enerlyy (
. -
Negative A 1.81
Neutral A 0.29

*This conformation undergo structural fluxionality. Optamigeometry is a square structure.
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CHAPTERDS

Dinitrogen Activation by Silicon and

Phosphorus Doped Aluminum Clusters

N, reduction is crucial for life and very few catalysts are amtly available to carry
out this process at ambient temperature and pressure. Iprigsent work, density func-
tional theory based calculations reveal doped aluminunstelts to be highly reactive
towards molecular nitrogen and hence are prospective malsefor its activation at low
temperatures. Calculations on silicon and phosphorus dageminum clusters with
5-8 atoms demonstrate an enhancedaistivation with respect to their pristine ground
state and high energy counterparts. This increased effigieh N, activation by doped
ground state Al clusters is corroborated by an incrementhef i=N bond length, red
shift in N=N bond stretching frequency and adsorption energy XEAb initio molecular
dynamical simulations demonstrate consequential effigiei doped clusters towards
dinitrogen activation at finite temperature. The abilityddped clusters towards acti-
vation of molecular nitrogen is site and shape sensitiveshart, this theoretical study
highlights the critical role of doping foreign impuritiesrffuture endeavors in the design
of a cost—effective, and efficient catalysts ferddtivation at ambient temperatures. This
observation may spur further studies in the field of alumimamnocatalysis by doping

silicon and phosphorus atom in aluminum clusters.
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5.1 Introduction

Since the first discovery of a dinitrogen complex [Ru@yHN,]>* in 1965, many
experimental and theoretical groups have attempted toy sludtrogen activation on
various systems[1-10]. The activation of Rhitrogen fixation) is tremendously chal-
lenging due to its large bond dissociation energy (9.79 e)MO/LUMO energy gap
(22.90 eV) and high electron affinity (1.80 eV). Moreoves, i\is a large ionization po-
tential (15.00 eV) and does not donate electrons either.célesieaving of N bond to
produce NQ demands high temperature and particularly, occurs in a 8&sghtning
and as a side product of combustion. The conversion,ahtd NH; is a basic process
for life as fixed nitrogen is essential for the synthesis dfleic acids and proteins. The
catalytic NH;, formation from N is an important industrial process and also requirgs N
bond activation. The most productive method remains theeHd&8nsch process, which
requires both high pressure and temperature (150 to 350radr@%0C to 550C ).[11]

In this context, N activation on metal clusters is an emerging area as it ofiers
possibility of lower pressure and working temperature-29 Fielicke and co-workers
have demonstrated;Nactivation on neutral ruthenium clusters with 5 to 16 at¢aas.
They observed a red shift of the=AN bond stretch up to 1300 crh and concluded
that the activation of Nis highly structure sensitive and molecular binding is aanaj
channel for N adsorption on Ru surfaces. With the help of laser spectpsooeasure-
ments, Mankelevickt al. have produced vibrationally excited, ldn the heated tungsten
surface.[31] Theoretically, very recently, Reyal[32] have modeled the dinitrogen ac-
tivation by solid Li, (n = 2, 4, 6, and 8) clusters with a red shift of thesN bond
stretching frequency up to 810 cth They found that L4 is the smallest cluster, able
to cleave the N bond of the N molecule in a highly exothermic process. However,
Li being the lightest metal, solid Li clusters display prdjes such as a unusual spin

state,[33] structural fluxionality and complicated dynesni34]
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Among various metal clusters, it is seen that aluminum elgstre highly promising
catalysts for ammonia formation fromyMnd H,.[35-37] In one of the first experimental
works by Jarrold and co-workers, it is demonstrated thatnadél},, cluster melts,
the activation barrier towards,;Nnolecule decreases by nearly 1 eV.[37] This work is
followed by a more detailed experimental and theoreticadl\stby the same research
group on AL/’ where it is seen that threshold energies ferddcrease by 1 eV after the
cluster melts.[35] In other words, the cluster reactivitgeen to increase on melting due
to the volume change and atomic disorder. At 600K, theMbeds into the cluster with
an average &N bond increment up to 1.6. This essentially means that}g(r is one
of the most reactive clusters towards iolecule.

Theoretically, N adsorption on Al clusters has been studied by few group$, asic
Romanowsket al[38] and Pal and co-workers.[39] Important conclusionshefébove
studies are: (i) Geometry and electronic structure of edlcitl clusters play an important
role in N, dissociation. (ii) Dissociative chemisorption of ¢ an exothermic reaction
and, (iii) Catalytic ammonia formation on Al clusters turmst to be a shape and size
sensitive reaction. In an another work, Bebal[36] have investigated structure and
energetics of low—-lying AlY, AlsN, and ALN,. Their results (MP2/cc-pVDZ level)
show that the N:N bond length elongation is about 1.139with respect to its gas phase
value of 1.0984. In short, pristine aluminum clusters which show catalgtativity
towards N adsorption are high energy conformations (Excited Statg@mations) in
different sizes which are obtained after heating the Grotade (GS) conformation.
Hence, it is a very natural demand to synthesize stable aatyteally active cluster in
ground state.

Doping is known to be an excellent way to enhance the catabytiperties of pure
clusters.[40—44] It is now possible to dope quantum doth wait exact, stoichiometric
number of dopant and that such control of the chemical strads necessary to de-
velop future functional materials.[45, 46] Doping sigrdintly effects charge localization

within the clusters and hence it is an elegant way of tunimgeiectronic environment

142



of atomic clusters. Doped aluminum clusters are in paiicuéry promising candidates
for catalytic applications. In this respect, Khanna andmarkers.[47] reported an inter-
esting study on structure, stability and reactivity of megjom doped aluminum clusters
towards oxygen. Their results showed thatMb,. (4 <n+m > 15;0 < m > 3) clus-
ters activate oxygen ariOMO-LUMO energy gap controls their reactivity with,ODoping

of copper in aluminum cluster (ACu—;n= 11-34) has also been studied by the same group.[48]
In another work, Jiangt al. indicated that the mixed Al-B clusters exhibit peculiarraatic
behaviors.[49] Bergerort al. reported that the Akl cluster behaves chemically like the tri—
iodide ion, and in terms of stability, AJl,. clusters are exceptionally stable for even number of
| atoms, while Al4l,. exhibits stability for odd number of | atoms.[50, 51] Kurkiat al. found
that the Fe, Co, and Ni impurities may be magnetic or non magdepending on the size of
the Al,, cluster.[52] Yoshiyuki and co—workers have reported tladisity of silicon doped Als,
Al19 and Ab; usingab initio molecular—dynamics method.[53] Apart from the above noewtil
studies, the effect of doping on the reactivity and catalgttivity of aluminum clusters remains
largely unexplored.

In this paper, we set out to investigate the dinitrogen atitwm using silicon and phosphorus
doped aluminum clusters as catalyst. It is reported eatigr small-sized Al clusters with 2
to 50 atoms are catalytically active and importantly, theihavior is seen to be size and shape
sensitive, making them as attractive candidate in nanlysidd54—-56] Hence, we have chosen
Al clusters with 5-8 atoms. The reasons for consideringailiand phosphorus as dopant in the
aluminum clusters are:

(i) to design cost effective catalyst and

(i) substitutional doping of Si and P atom in Al clusters ighly exothermic,[57] indicating
higher stability of doped cluster as compared to its prstinalogue.

Various sites in a GS conformations are doped by either Si atofh. Dinitrogen molecule
activation by the doped conformations is compared with titalgtic activity of the pristine GS
conformation as well as two representative Excited Staf) (istine conformations towards
N> molecule. Ab initio molecular dynamical studies are also carried out at twoeseptative
temperatures (300K and 450K) on clusteg-ddmplexes (Al) to validate the results obtained by

geometry optimizations.
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5.2 Computational Details

The ground state (GS) and Excited State (ES) conformatmmnalfclusters with 5-8 atoms are
well reported in the literature.[58—60] We have taken 6 espntative conformations for each
cluster size (5—8 atoms) and optimized them. Optimizatiensaled that our ground state for
Als, Alg, Al7, and Ak is consistent with the ones reported in the literature. We lthosen the
GS and two ES in each cluster size for further study. The ESlameen such that one of ES
lies within 1 eV above GS and the second ES lies between 1 eV-&beve the ground state.
The aim is to sample ES lying in different energy levels abiheeGS geometry. In order, to
evaluate the effect of doping on the catalytic activity,yotlle GS Al clusters are considered
with 5-8 atoms. Various atomic positions in each GS conftionaare replaced with the either
Si or P atoms in order to have a doped Al conformation. As aqunsece, at least 4-5 doped
conformations are obtained for each GS aluminum cluster.milecule is adsorbed in linear
and parallel modes on various atomic sites of a given cl&&r ES and doped cluster). Doped
clusters with highest adsorption energies towardsnlecule and highest activation towards
N, molecule are highlighted during the discussion. In orddatiitate easy understanding, we
highlighted various definitions and abbreviations useddter part of the text. GS refers to the
ground state conformation of Al cluster of a given size. H8reeto the excited state (high energy)
conformations of Al cluster in a given size. Doped—GS referthe ground state conformation
of Al where one of the atoms has been substituted by either Biadom.

The electronic structure of all the clusters and their aoading N complexes is investi-
gated using first—principles molecular orbital approactergin the wave function is expressed
as a linear combination of atomic orbitals located on thenatcsites. All calculations are per-
formed using deMon.2.2.6 code.[61] All the geometries gutintized using the 1996 gradient—
corrected correlation functional of Perdew, Burke and Erhaf (PBE).[62] Aluminum, silicon,
phosphorus and nitrogen atoms are described using a DZ\i®4#463] The auxiliary density
is expanded in primitive Hermite Gaussian function by udimg GEN-A2 auxiliary basis set.
[64] Harmonic vibrational frequencies are computed fordpgmized geometries and all the fre-
guencies are found to be positive, confirming the structiteeta minima. Only the lowest spin

state is considered for pristine as well as doped clusters.
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Ab initio Born—Oppenheimer Molecular Dynamical (BOMD) simulati@ms performed with
the most stable cluster-Ncomplex at 300K and 450K on clusters with 8 atoms. Auxiliary
density functional theory is employed for the BOMD simudat.[65] At each temperature, the
complex is equilibrated for a time period of 10 ps followedégimulation time of 40 ps. The
temperature of the complex is maintained using the Berersd$ermostat (= 0.5 ps) in an NVT
ensemble.[66] It is well known that Berendsen thermostasdwot produce an accurate NVT
phase space distribution.[67] However, the aim of the pries®rk is to evaluate the extent of
N-N bond stretch at finite temperatures rather than haveamate NVT space distribution. The
nuclear positions are updated using velocity Verlet atboriwith a time step of 1 fs. We hold
the total angular momentum of the cluster to zero, therepprassing the cluster rotation.

Adsorption energy of cluster-\complex is calculated as,

E%l, =—(Eap —Ea —Epg)
where E4 and Eg are the energies of the cluster angifNolecule, respectively. s is the energy
of the cluster—N complex. Further, we have taken care of basis set supaguositror (BSSE)

correction to calculate Jg by conventional method.

5.3 Results and Discussions

We begin our discussion with note on the ground state (viz}) Ahd two characteristic high
energy conformations (viz. éjl and AlgT) of pristine Ak cluster (see Table 1). Al-Al bond
lengths in isolated clusters and withirp domplexes, Al-N bond lengths in ANy complexes
with their adsorption energies, [kis also given in the same Table. The high energy structures
chosen, differ nearly by 0.214 eV and 1.90 eV in energy resgdg with respect to their ground
state analogue. The bond length and stretching frequendsolaited N molecule is 1.1214
and 2333 cm! respectively. On adsorbingsNmolecule in parallel mode on Alcluster, the
N=N bond is activated to 1.318 with a red shift of the N=N stretching frequency to 1235
cm~!. The AlI-N bond distances vary from 1.908to 2.9984. The E,; of N, on Al} is 1.821
eV. Excited state conformations result in highe=N bond elongation as compared to ground
state conformation. The &N bond enhancement in Al and AE" is 1.353 4 and 1.3484

respectively and corresponding red shift of stretchinguencies are-1169 cnt! and~1154
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cm~! respectively. As compared to GS conformation, excitecestS) conformations show
enhanced binding, towards dinitrogen with ajy Bf 2.865 eV and 1.881 eV respectively. This is
further characterized by shorter Al-N bond lengths in Egebimplexes as compared to GS-N
complex. In AE'-N, and AE'-N, complexes the AI-N bond lengths lie between 1.88%
2.3254 and 1.9181 to 2.344A respectively. Thus, it prevails that ES pristine conforiova act
as a better catalysts for the=fN bond activation as compared to GS pristine conformations.
Tables 2 and 3 give trends of,dsorption on Si and P doped GSgAbnformations. Siand
P atoms are doped at A, B, C sites o%AAmong the three different sites, cluster with Si doped
in site C (AESic) and P doped in site B (APg) are the most effective catalysts as they activate
the N=N bond by 0.0804 and 0.0304 larger as compared to the pristinelAdonformation
(see Table 1). Further, the activation ofN bond by AESic is also larger as compared to the
activation by AET (0.045 4) and A@T (0.048 4) clusters respectively. The significant activation
of the N, molecule is also corroborated by an appreciable red shitsiN stretching frequency
(Al1Sic—N, and AEP5—N, complexes show.220m ~! and~55¢m~t) as compared to ES-N
complexes. Such elongated bonds with a red shift in IR $tirgdrequency have higher potential
for activation as seen in the literature.[21, 32, 68, 69]akbt, in doped clusters the Al-N bond
lengths are shorter than in pristine counterpart, indiggi strong adsorption of N In particular,
the AI-N bond lengths of AiSic—N, and ALPz—N, complexes lie between 1.856t0 2.1804
and 1.8304 to 2.422 4 respectively. The Si-N bond and P-N bond i ®ib—N, and ALPs—
N, complexes are 1.848 and 1.8494 respectively. Strong binding of Nwith doped clusters
as compared to its pristine analogue is further charaeigri® high adsorption energy ( 2.517
eV and 2.218 eV respectively) in #ic and AEPg clusters. In short, we observe a significant
enhancement in catalytic efficiency of GS—AI cluster aftepidg it with a single Si or P atom.
However, doping the other two sites (sites A and B for Si atelssh and C for P) does not
result in the same activation of;Nnolecule. In Al?SiA—NQ complex, the NN bond elongates
to 1.3004 and stretching frequency is 1265 ct N, adsorbs in parallel mode on is—
N2 with an E,, of 1.026 eV. Another cluster with Si dopant, 1&liz significantly also activates
dinitrogen molecule (&:1.380,31 andvy—y = 1086 cntl). This doped cluster-Ncomplex
has the highest adsorption energy among the doped clu€dershe other hand, other P doped
clusters, AP, and ALP. activate the N=N bond to 1.2064 and 1.2624 respectively, with
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E.q Of 2.108 eV and 2.218 eV respectively. The stretching fregies are 1737 cm and 1180
cm~! respectively as shown in Table 3. However, during absanifdN, molecule, pristine A@T
and AET, clusters with Si-dopant (ASic), and P—dopant (AP4, AlLP5 and ALP:) undergo
structural fluctuation.

Ab initio BOMD simulations are performed to understand the clusadilgly and activation
barriers of N adsorption in aluminum clusters at finite temperature. &itrans have been per-
formed at two different temperatures, 300K and 450K on ipesali-N, complex and catalyti-
cally efficient doped clusters (ASic—N2 and AEP5—N, complexes). Table 4 reports thesNl
bond length fluctuation in A+Na, Al1Sic—Ny and AEPz—N, complexes at the two tempera-
tures. At 300K, in ANy complex, the average=aN bond length is 1.361 with a fluctuation
of 0.2 A. On the other hand, in ABiC—Nz and Al%PB—Nz complexes the BN bond has larger
fluctuations. The average=AN bond lengths are 1.632 and 1.5264 (Fig. 1) with the fluc-
tuation of+0.4 A and+0.3 A respectively. Interestingly, these averageMbond lengths are
very close to the ones seen injﬁ(l’—Ng complexes by Jarrold and co—workers.[35] At 450K,
fluctuations are higher and #8ic cluster (cluster with largest potential towards dinitnogeti-
vation as shown in Table 2), cleaves thesN bond. Thus, Si as a dopant in aluminum clusters
(in particular, AESic) generates catalytically sound clusters towards dinémnoactivation.

Molecular orbital (MO) analysis is done to understand theraction of N with pristine
and doped 8 atom clusters qualitatively. All the HOMO-1, HOMnd LUMO pictures are
presented in the supporting information. Within the compl, acts as a electron accepter
while cluster is an electron donor. HOMO-1, HOMO (Table S19vg a considerable overlap
between p-orbital of Al and N in A-Ny complex resulting in a strong AI-N bond. On the
other hand, greater molecular orbital overlap is expeatechtalytically active doped cluster—
N, complexes (viz., AlSic—N, and AEP—N, ) as compared to their pristine analogue}-Al
Ny complex. Accordingly, it is seen from Table S1 that Si and Pedbclusters show a more
significant overlap of p orbital of Al and Si (or P) with p ordlitof N. Greater overlap in doped
complex s in line with the Al-N bond lengths which are shoitethe AI%SiC—NQ and AI%PB—NQ
complexes as compared tolAN, complex (see Tables 1 and 2). In contrast, similar type of MO
overlap is absent in the complexes in which fail to generiteationally excited N molecule

(see Table S2).
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Finally, Mulliken charge analysis gives a clear indicatiminthe extent of N activation in
different cluster—N complexes. In cluster-Ncomplexes, there is an charge transfer from cluster
to the anti bonding orbital of Nmolecule leading to an elongation of the=N bond. A larger
charge transfer results in a larger increment of tkeN\Nbond. The amount of electron transfer
from Al} cluster to N molecule during the complexation is 0.584, resulting inueat of the
N=N bond length to 1.318 as shown in Table 5. On the other hand, their is a substantisdase
of charge transfer in ES—QI\{AI?—NQ and Alg‘T—NQ) complexes as compared to GS-ddmplex.
Among the doped clusters, there is a larger charge separatial:Sic—N, complex (amount
of electron transfer is 0.689) leading to maximum elongatibthe N=N bond length (1.391?8),
yielding potentially efficient AISic cluster toward N activation. Other cluster-Ncomplexes
also show similar trend of &8N bond elongation with charge separation between clust&iNan
fragments of cluster—Ncomplex.

Studies on A, Al§Si and ALP also exhibit similar trends as AIAILSi and AEP clusters.
The results of seven atoms clusters, pristine G$,aNd ES, Af', and AE' clusters and their
N, adsorbed complexes are compiled in the Table 6. Relativeyieseof this chosen ES con-
formations are 1.884 eV and 1.903 eV, respectively. Grotatt £onformation (A with the
E.q Of 1.648 eV, elongates the=AN bond to 1.3534 which is also evident from a red shift in
the stretching frequency ofxN bond to 1089 cm'®. As compared to the GS conformation, ad-
sorption on A" and AE' leads to an additional increment ofM bond length by 0.032! and
0.055A4 respectively with a larger red shift of2\N stretching frequencies (975 crhand 916
cm~! respectively). Moreover, higher energy conformation%TAhd AET, bind strongly with
N (E.q are 1.654 eV and 3.459 eV respectively). Similar tg élusters, doping of single Si and
P atom on the pristine Alcluster yield more catalytically efficient clusters towaid, activation
as shown in Tables 7 and 8. In particular, Si and P atoms asantiop site B, among the three
sites, viz., A, B, and C (of Al GS) substantially activate the=N to 1.4134 and 1.4834 re-
spectively. The red shift of 8N stretching frequency in ABiz—N, and APs—Ns complexes
are also £133 cnt! and~168 cn1! respectively) larger than their pristine counterpart. The
E.q of doped clusters with Nare 3.404 eV and 3.836 eV respectively. Interestingly, mipin
the other two sites (viz. ABi4, Al{Sic, AILP4 and ALPg) also generates vibrationally excited

N> molecule though to a lesser extent as compared gSiéland A%PB.
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Catalytic behavior of AJ clusters and the role of doping on the same are abstracteabiest
9, 10 and 11. As case of other clusters we have considereddjstate (viz. A}) and two high
energy conformations, %\TI and AQT. N5 adsorbs only in a linear mode onAES conformation.
Due to linear mode of adsorption,;Nvinds weakly as compared to AlAIL and AE clusters.
Contrastingly, ES conformations with less symmetry havensfer affinity to bind with dinitro-
gen. The Nt bond activation and stretching frequencies iéTANg and AﬁT—Ng complexes are
1.3884, 953 cnt! and 1.3944, 922 cnr! respectively. Strong adsorption of s confirmed
by large E,; which is 3.464 eV and —4.207 eV, respectively. Doping a siri§jlor P atoms in
GS Ali, AllSic and AEPg show higher catalytic potential than all pristine analaguBoth the
clusters adsorb Nin parallel mode with a red shift of stretching frequenciizs, w593 cnt ! and
~ 706 cnT !, In summary, efficiency to produce vibrationally excitegd &inong 6 atom clusters
is as follows: A" > AIZT > AlLPg > AILP > AlLSic > AlLP4 > AllSiy > AlL > AlLSip.

Tables 12, 13 and 14 describe the catalytic efficiency gfoMisters towards Nactivation.
On parallel mode of adsorption, thesM bond is elongated in A-Ny complex by 0.0844 and
red shift of N=N bond stretching frequency is674 cnt ! as compared to isolated,Mnolecule.
On the other hand, as expected, other two high energy(E$jrooations (viz. AF' and AET ),
show larger potential to activate;Nnolecule as clearly seen from thesNl bond length elon-
gation and red shift of N—N stretching frequency (see TaRBle Additionally, N, E,; on Alg’T
is reasonably higher (& is 2.130 eV). In this context, ABic and AP are the most effective
doped clusters within 5 atom clusters. Both the clusters berwdency to adsorbed, n parallel
mode leading to a stable cluster-ddduct. The NN bond elongation, red shift of the=h\N
bond stretching frequency and the adsorption energy on thetfdoped clusters are 1.248
1408 cnt, 1.143 eV and 1.1831, 1761 cnt!, 1.183 eV, respectively. This once again reveals
that a single Si and P atom doping significantly enhancesytiatpotential of a pristine con-
formation towards M activation, the most challenging step for Nblynthesis. However, doping
on site A (AESi4 and ALP, ) does not generate a catalytically sound cluster as sitedBsi@
C do. The possible reason could be the linear mode of adsorpfi N, in this site, resulting
weak interaction between cluster and (\0.369 eV and 0.016 eV of g for AIiSiA and Al}lPA

respectively).
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5.4 Conclusions

In conclusion, our combined DFT and BOMD calculations rétkat ground state aluminum
clusters when doped with a single Si or P atom are highly keaand are capable of activating
nature’s most inert molecule viz.,oNFurther, this activation of dinitrogen by doped Al cluster
is remarkably higher as compared to the pristine Al clus(greund as well as excited state
conformations). N activation and its strong binding towards doped clusteefiected by an
increment of N=N bond length, red shift in BN bond stretching frequency, increase cEN
bond length fluctuations in Nmolecule at finite temperatures and moreover adsorptiorggne
of in cluster—N complex. Interestingly, the catalytic activity of dopedster is site and shape
selective. The higher efficiency of doped cluster in confiamcwith their preferential activation
of the nitrogen molecule once again demonstrates the oedmifigly important contribution of
multi-metallic clusters in the area of nanocatalysis. Thly @ther atomic clusters capable of
better N activation among so far reported in literature are Li clisstélowever, greater thermal
and structural stability of doped Al clusters make them Ipestsible catalysts for Nactivation

among the atomic clusters.
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Figure 5.1: Average of the 8N bond length fluctuations in AN,, AI1Si-N, and
Al1P-N, complexes at 300K and 450K.
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Table 5.1: Ground and excited state conformations @fakd their corresponding N
complexes.

A|§ vn=n = 1235 ent!
% Llhs
RE = 0.000 eV E,=1.821eV
Al-Al = 2.542-2.8524 Al-N = 1.903-2.9984
Al-Al = 2.638-3.3364
ALY vy=n = 1164 cn1!
1.353; ;
RE =0.214 eV E,=2.865eV
Al-Al = 2.613-2.8914 Al-N = 1.838-2.3254
Al-Al = 2.595-2.9644
AT vn=y = 1179 cnr?

RE =1.902 eV E,=1.881eV
Al-Al = 2.591-2.9014 Al-N = 1.918-2.3444
Al-Al = 2.591-2.9494

LN
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Table 5.2: Most effective site of ABi and AEP clusters towards Nactivation.

AliSic
vy=N = 1014 cnt!

1.398

E, = 2517 eV
Al-N = 1.856-2.1804
Si—N = 1.8484
Al-Si = 2.574-2.5944
Al-Al = 2.568-3.3624

Alipg
vy=nN = 1180 cnt!

E,i=2.218 eV
Al-N = 1.830-2.4224
P—N = 1.8494
Al-P =2.448-2.7414
Al-Al = 2.532-2.9534

®si 9o
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Table 5.3: Other potential sites for,ldsorption on AlSi and AEP clusters.

AllSi,
vN=N = 1265 cnt!

.300

E,; =1.026 eV
Al-N =1.921-2.1124
Si—N = 1.7744
Al-Si = 2.588-2.6904
Al-Al = 2.508-2.8274

AllSig
vy=N = 1086 cnt!

E;=2.652 eV
Al-N = 1.823-2.3814
Si—N = 1.8634
Al-Si = 2.504-2.8214
Al-Al = 2.581-2.9344

AllP,
vn=n = 1737 cm!

1.206

E,; =2.108 eV
Al-N =2.009 4
P—N = 1.6244
Al-P = 2.5404

Al-Al = 2.561-3.0844

AlTP;
vy=nN = 1180 cnt!

1.262

E;=2.218 eV

Al-N = 1.893-2.2424
Al-P = 2.430-2.5974
Al-Al = 2.556-2.9734

®siPo




Table 5.4: The =N bond length fluctuations in A-N,, AILSi-N, and AEP-N, com-
plexes at 300K and 450K.

Pristine Al cluster Pristine Al cluster
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Table 5.5: Mulliken charge analysis of the complexes in gohexcited and doped clus-
ters with N, molecule

Cluster-N» complex Charge on the Charge onthe =N bond
cluster fragment B fragment  elongation4)

Al}—Nj 0.584 -0.584 1.318
AIZT-N, 0.669 -0.669 1.353
AT Ny 0.657 -0.657 1.348
Al iSi 4—No 0.481 -0.481 1.300
AlLSig—N, 0.664 -0.664 1.380
AlLSic—N, 0.689 -0.689 1.398
AP, N, 0.266 -0.266 1.206
AllPg—N, 0.666 -0.666 1.348
AILLPE-N, 0.441 -0.441 1.262

156



Table 5.6: Ground and excited state conformations efakd their corresponding N

complexes.

AlL

RE = 0.000 eV
Al-Al = 2.580-2.9334

vy_n = 1089 cnt!

E,=1.648 eV
Al-N = 1.858-2.3474
Al-Al = 2.614-2.9484

27
AlZ

RE = 1.884 eV
Al-Al = 2.532-2.8424

UN_N =975 ent!

.385

E;=1.654 eV
Al-N = 1.929-2.0144
Al-Al = 2.565-2.9254

3
AT

RE =1.903 eV
Al-Al = 2.528-2.9204

VN_N =916 cnr!

1.408

E,=3.459 eV
Al-N = 1.923-1.9664
Al-Al = 2.592-3.0794

LN

157



Table 5.7: Most effective sites of ;$i and ALP clusters towards Nactivation

AlLSig
UN_N = 956 ent!

1.413,

E,q = 3.404 eV
Al-N = 1.956-1.96Q4
Si—N = 1.856-1.8601
Al-Al = 2.535-3.0644
Al-Si = 2.631-3.2874

AlLPg
UN_N =921 ent!

1.483,

E,=3.836 eV
Al-N = 1.944-1.9534
P—N = 1.780-1.798

Al-Al = 2.571-3.0054
Al-P = 2.544-3.043

®siPo
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Table 5.8: Other potential sites for,ldsorption on AlSi and ALP clusters.

AllSiy
vny_n = 1396 cn!

1.265 A

E, =1.611eV
Al-N = 2.005-2.2274
Si—N = 1.7084
Al-Si = 2.591-2.6814
Al-Al = 2.566-2.7914

AllSic
vN_n = 1062 cntt

c

E;=4.131eV
Al-N = 1.860-2.2694
Si—N = 1.9054
Al-Si = 2.545-2.9054
Al-Al = 2.696—2.9084

AlgP4
vy_n = 1050 cn!

1.369

E,q = 2.429 eV
Al-N = 1.875-2.5224
P—N = 1.8244
Al-P = 2.399-2.4014
Al-Al = 2.601-2.9764

AlgPo
vNy_n = 1574 cnr!

E,=0.658 eV
Al-N = 2.009-2.3524
Al-P = 2.416-2.7484
Al-Al= 2.599-3.0404

®si®o
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Table 5.9: Ground and excited state conformations @fakd their corresponding N
complexes.

A|(15 vN_n = 2042 ent!
1.144
RE =0.000 eV E,=0.335eV
Al-Al = 2.575-2.9564 Al-N = 2.044 A
Al-Al = 2.550-3.0514
ALZT vy_n =953 cnr!

1.388

RE = 0.342 eV E,=3.464 eV
Al-Al = 2.543-2.7664 Al-N = 1.911-2.3264
Al-Al = 2.694-2.8914
AL vy_n =922 cm'!
1.394
RE = 0.856 eV E;=4.207 eV
Al-Al = 2.512-2.9744 Al-N = 1.927-2.2751

Al-Al = 2.662—2.8964

o0
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Table 5.10: Most effective site of A8i and ALP clusters towards Nactivation.

AlLSic Allpg
vN_n =1739 cnt! UN_N = 1627 cnt!
1.192 1.219)
C
E,q = 1.092 eV E,=0.053 eV

Al-N = 2.152-2.1714 Al-N = 1.913-2.1004
Al-Si = 2.555-2.5774 Al-P = 2.487-2.5681
Al-Al = 2.693-2.7374 Al-Al = 2.698-2.8674

®siPo
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Table 5.11: Other potential sites foi, ldbsorption on AJSi and AEP clusters.

AliSiy
vN_n = 2015 cnrt

gl‘w

A

E,;=0.874 eV
Si—N = 1.1864
Al-Si = 2.551-2.5814
Al-Al = 2.627-2.9654

AliSip
vy_n = 2088 cn!

E, = 0.355 eV
Al-N =2.0254
Al-Si = 2.508-2.6284
Al-Al = 2.623-2.8304

AllP,
vy_pn = 2085 cnt!

1.154

E,q = 0.464 eV
P—N =1.8234
Al-P =2.431-2.47A
Al-Al = 2.711-2.7864

AllPC
vN_nN = 1656 cn!

1.210

E,=0.617 eV
Al-N = 1.949-2.1914
Al-P = 2.338-2.453
Al-Al = 2.586-2.6734

®siPo
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Table 5.12: Ground and excited state conformations gfafild their correspondingsN

complexes.

All

RE = 0.000 eV
Al-Al = 2.483-2.7804

vN_N = 1659 cnt!

1.205,

E; = 0.600 eV
Al-N = 1.891-2.3494
Al-Al = 2.610-3.0314

INH

RE = 0.035 eV
Al-Al = 2.489-2.8664

vN_n =1610 cnt!

1.210

E,=0.715eV
Al-N = 1.889-2.1154
Al-Al = 2.678-2.7604

INE vn_n = 1255 cnr'!
1.281
/
RE = 1.196 eV Es=2.130 eV

Al-Al = 2.441-2.9974

Al-N = 1.988-2.2684
Al-Al = 2.593-2.7344

LN
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Table 5.13: Most effective site of ABi and AEP clusters towards Nactivation.

AllSic
vN_n = 1408 entt

1.248

C

E,g = 1.423 eV
Al-N = 2.029-2.1254
Al-Si = 2.467-2.5224
Al-Al = 2.658-2.9234

Al}Pg
vN_ny =1761 cm!

1.183

E,=0.153 ev
Al-N = 2.136-2.2814
Al-P = 2.276-2.2781

Al-Al = 2.649-2.8224

®siPo
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Table 5.14: Other potential sites foi, ldbsorption on AlSi and ALP clusters.

AllSiy AllSip
UN_N = 2061 crrrl UN_N = 1798 crrrl
1.143 1.179,
B
A
E,q =0.369 eV E,=0.073 eV
Al-N = 1.984 4 Al-N =1.972-2.3334
Al-Si = 2.464-2.4924 Al-Si = 2.389-2.4144
Al-Al = 2.599-2 7574 Al-Al = 2.616—2.8854
AllP, AllP;
vN_n =2114 entt vN_N = 1882 cnt!
1.166
E,s =0.016 eV E,=0.189 eV
Al-N = 2.087 A Al-N = 2.339-2.3734
Al-P = 2.343-2.286/ Al-P = 2.305-2.469
Al-Al = 2.620-2.7654 Al-Al = 2.640-2.8794
®siPo
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CHAPTER®G

Effect on Structure and Stabillity of
Aluminum Cluster with the Successive

Gallium Substitution

Conformation and electronic charge on a aluminum clustertaro main factors governs its cat-
alytic property. However, little is known on the finite temgtare behavior of various aluminum
cluster conformations. Much less is known the effect ofrappiith successive increasing ratio.
In this work, we have carried out ab initio density functibtieory (DFT) based molecular dy-
namical simulations on pure and gallium doped with diffég@mportion of Ak clusters with an
aim of understanding the thermodynamic properties of giostate conformations as a function
of doping ratio. Our simulations reveal that cluster profies does not follow a monotonic rela-
tion with the increasing doping percentage. 12.5%, 25% ah8% doping of gallium (i.e AGa,
AlgGay, and AL Gag) become liquidlike at much lower temperature (200 — 250kihtits pristine
Alg analogue (450K). On the other hand cluster with 50% galliuopidg (i.e ALGa,) remark-
ably stable (solidlike upto 600K) as compared to its pristaounterpart. In order to look into
the factors leading to the stabilization structural andattenic properties are analyzed. Factors
such as charge redistribution within the atoms and compmositf molecular orbitals are seen to

contribute towards stronger Al-Ga bonds iny8la, thereby stabilizing it considerably.
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6.1 Introduction

Small size clusters in the size range of N=2—-150, where N mbas of atoms, are well
known to behave surprisingly different in respect to theilkizounterparts[1-7]. The finite size
behavior are reflected in most of their properties, like egtproperties, energetics and equilib-
rium geometries, ionization potential, polarizabilitiesc. Stability of a class of clusters depends
on the filling up of geometric or electronic shell. The filldéatronic shell yield magic number
cluster[8, 9]. Further, addition of an impurity significhnalter the finite temperature properties
of homogeneous clusters which makes them attractive ingtégrece[10, 11]. In the past decade,
few work are reported on the impurity doped metal clust&s]B]. Ourab inito molecular dy-
namics (BOMD) investigation shed light on a humber of instirey aspects like modifications in
the equilibrium structures, trapping of an impurity, chesgn the bonding characteristics due to
electron tranfer and enhancement in the stability andydatadroperty. Many of these properties
get influenced by the relative difference in the valenceicioadii, and electro—negativity.

Small clusters have large number of active coordinate sitlke periodic surfaces, making
them tremendous applicability in the field of catalysis[18]. Moreover, these small size clusters
are highly effective in the area of nanoscience due to thegaion of active sites with the size
and shape of the cluster and the catalytic reaction on theecasite happen at different finite
temperature. This isomarization confirm that there is astation between shape of the cluster
and its temperature. Hence, it is significant to understhadtability of a particular geometry at
its working temperature. This information is incompletetie literature still date and therefore a
limitation in its practical applications.

The analysis on heterogeneous clusters mainly dealingthétlyground state properties. A
number of experimental work have been reported about thentiieproperties of the metal-
lic clusters[16—26]. Haberland and co—workers has stutliedoxidation behavior of sodium
clusters[16]. They have concluded that the oxidization aefdlusters with 135-192 atoms by
a single oxygen molecule significantly lower both the meltpoints and the latent heats and
interaction between the pure and oxidized part of the dlusteesponsible for the effect. In an

another combined experimental and theoretical invesigain AIL/ ~Ns clusters by Jarrold and
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co—workers revealed that the above statement is not valithiercluster[17]. They concluded
that the thermal behavior of the impurity doped systems [geufictable for small clusters. The
same group further investigated the heat capacities for/u~ clusters (n = 49-62) and equate
the findings with pristine Af clusters[18]. It is concluded from their study that a sinagiem Cu
doping is responsible for either decrease or increase thtempoints of the doped materials.

In the literature most of the studies of thermodynamic pridge are reported on homoge-
neous clusters[27—-38]. Computational investigation ¢étegeneous clusters is much challeng-
ing due to the demand of higher length of configuration spac®egptimization of geometry. A
cluster with a few number of impurities can be seen as a simvglesion of heterogeneous ma-
terials which has a substantial interest. Major issuesitagin the effect of doped atoms on the
thermodynamic properties[39—444b initio molecular dynamics simulations based on density
functional theory or classical potentials based study aseiibe in this area. Joski al. have
described elaborately a representative system ¢Biin which there is a competition between
covalent and ionic bonding, makes finite temperature beha¥ithis doped species much differ-
entin respect to its pristine analoguey tiuster[45]. Leeet al. have reported the electronic struc-
ture, equilibrium geometries, and the bonding nature irShi-and the thermodynamic properties
of Li clusters doping with Al atoms[46, 47]. Their conclusits that the geometries of Li clusters
change drastically by adding of few impurities of Sn. Chactiudet al. have explored the ther-
modynamic properties of aluminum and gallium clusters dgpvith few carbon impurities[48] .
Their important studies highlights the significant redoictin the melting temperature of the host
clusters upon doping there and, in the case of gallium, theocaimpurities alter the geometry
to icosahedral from decahedral. Krishnamugtyal. conclude that the small clusters of,Sn
=15 and 20) become very unstable and fragment with heatirtg approximately 1600 K[49].
Interestingly, Kumaiet al. tuned the stability of a caged structure of Si cluster usirsg\geral
class of dopants. Specifically, they propose that a singpeifity of transition metal atoms such
as Ti, Zr, and Hf increases the binding energy gf%ind alter the geometry to a caged one, very
similar to cages of carbon[50-53]. Zorriasateiral. have performed the fragmentation process
in Si;g prohibited by adding impurity of Ti atom[54]. A significantork by Ferrando and co—
workers in the frame work of classical inter-atomic potalsticoncluded that a single impurity

of Ni or Cu can able to shift dramatically the melting tempera of icosahedral zg clusters with
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tens to hundreds of atoms[55]. They observed that a few iitigmiin the central position causes
a significant relaxation of the strained icosahedral stinectesulting better stability against ther-
mal disordering. All the theoretical studies prescribetteng) and direct correlation between the
geometric structure and the behavior of the heat capacitgetal. have investigated di—nitrogen

activation on Si and P atom doped aluminum clusters and they toncluded that a single impu-
rity of Si and P atom enhanced catalytic property of alumiralusters dramatically as compared
to its pristine analogue[56].

Recently, Calvo and co—workers have studied the heat dgpd@ristine and heterogeneous
water clusters with the help of exchange Monte Carlo sinaratwith several intermolecular
potentials[57]. They further observed that a small amotiimnpurity has tendency to shift the
melting point to a higher temperature in the small cluster2@) but the effect is considerably
reduced in the larger species having 50 molecules. The woklaiin et al. shows that the
addition of a carbon impurity in Ni7 lowers its melting temperature by 30 K[58]. This is mainly
due to excessive stress produced on the cluster latticedi$togtion of the system lattice leads to
the change in energetics as well as entropy of the clusterrdduction of the melting temperature
of magic Lennard—Jones clusters due to a single impurityalssbeen observed.

Quite clearly the effect of a few impurities on the propextf host cluster can be quite
dramatic. In the present work, we investigate the finite terajure behavior of pristine Aland
gallium doped AlGa, AkGa, Al;Ga and Al,Ga, clusters. Since the impurity is known to
change the geometry as well as bonding substantially intilséne cluster it is also expected to
change the finite temperature properties of the pristinéogna. In the doped cluster, there is a
finite amount of charge transfer from aluminum to galliumnats), resulting nature of bonding
changes metallic like to predominantly ionic like. This a@transfer has remarkable effect in
the finite temperature behavior of doped clusters hencéeitteon catalytic efficiency. We have
demonstrated that percentage of impurity has dramaticdtmpathe host cluster. 12785 25%
and 37.5; doping of gallium significantly lower the melting tempenatibut 504 gallium doping
enhance the melting temperature of the cluster. Root magredpond length fluctuation,,,s)
of gallium doped clusters is considerably lower than thair@dtine Ak implying that expansion
of volume upon melting is reasonably less in that clusterwéler, it is difficult to conclude

a direct correlation between the properties of the bulkyalland small clusters but physics is
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originally same originating from the charge transfer whiebults into the strong ionic bond.

The paper is organized as follows. In Sec. 2 we describe ypoefl computational and statis-
tical approaches. Results for the equilibrium geometriagyre of bonding and finite temperature
properties of pristine Al, Al-Ga and pristine Ga are gives@ct. 3, and the conclusions are given

in Sec. 4.

6.2 Computational Details

All calculations are performed in the framework of densitydtional theory (DFT), using a
linear combination of Gaussian orbitals as implementedceM@h2k code[59]. All the pure and
doped clusters are optimized using the Perdew—Burke—ErozéPBE) exchange and correlation
functional[60] with DZVP basis set[61]. The A2 auxiliaryrfctions are used to fit the charge
density[62]. The convergence of the geometries is basedamtiemt and displacement criteria
with a threshold value of POau and the criteria for convergence of an SCF cycle was set to
10°. Only the lowest spin state is considered for all the Al @ust Thus, the spin multiplicity
for an even electron (odd number of Al atoms) cluster is ginghd doublet for odd electron
(even number of Al atoms) clusters. Following the geomeptnoization, harmonic vibrational
frequencies are computed for each cluster. All of the fraeqigs are found to be positive, thereby
indicating the conformations to be a local minima.

The optimized, lowest energy conformation is chosen asttrérgy conformation for all of
the molecular dynamical (MD) simulations. The finite tengtere simulation for each cluster
is carried out implementingab initio) Born—Oppenheimer molecular dynamics (BOMDngsi
the same exchange—correlation functionals and basis setiloed above[63]. The simulations
are carried out between 200K and 1600K. At each temperatineecluster is equilibrated for
a time period of 10 ps followed by a simulation time of 40 ps.eTeémperature of the cluster
is maintained using Berendsens thermostat ( = 0.5 ps)[6AE nluclear positions are updated
using a velocity Verlet algorithm with a time step of 1 fs. Tdtemic positions and bond length
fluctuations of atoms are analyzed using traditional patareesuch as root mean square bond

length fluctuationgd,,,s) and the mean square ionic displacements (MSDs).j}heis defined
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as

2 (R%): — (Rij)?
rms = N(N —1) ; : (Rij)t

(6.1)
where N is the number of particles in the systemis the distance between thé and "
particle in the system an(..),; denotes a time average over the entire trajectory. The MSi of

individual atom is defined as
1 M
2\ ) ) 2
(RY) = +; le[RAtOm +t) = Ri(tom] (6.2)

where R(ty,,) is the instantaneous position of atom i@gahd R(ty,, + t) is the corresponding

position of atom i after a time interval t.

6.3 Results and Discussion

6.3.1 Equlibrium geometries

We begin our discussion with the equilibrium geometriesridtipe Alg, gallium doped AlGa,
AlgGa, AlsGa; and AlLGa, and pristine Ga clusters as shown in figure 1. In each case of
doping, we first doped gallium impurity and then optimizegti®ized geometry of pristine Al
clusters is a capped octahedral with the shortest bondefgl.SB?l and longest bong length
of 2.88 A Doping with 1, 2, 3, and 4 atoms does not change the shape afubir but bond
lengths alter significantly. In AlGa, cluster, the Al-Al bond length are varies between 245%
2.85 4. The Al-Ga bond length is 2.54. On the other hand, in AGa, the Al-Al and Al-Ga
bond length varies from 2.56 — 2.86and 2.544 respectively. In AlGa; the Al-Al and Al-Ga
bond lengths are 2.57 — 2.8 and 2.52 — 2.921. Similarly in Al,Ga,, the A-Al and Al-Ga
bond lengths are 2.57 — 3.2¥and 2.54 — 2.901. The Ga—Ga bond lengths are varies between
2.51 — 2.734 in pristine Ga clusters.
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6.3.2 Thermodynamics

In this section we investigates the insight of the stabitifypristine and Ga— atom doped alu-
minum clusters. Moreover we have also investigate thetstre@nd stability of 8 atoms Ga clus-
ter. We begin with pristine Al clusters which vibrate around equilibrium position, cadlkolid
like (‘') up to 550K. With increase the temperature vibaatifrequency of atoms increases which
leads to interconversion between several low energy corgtions. This region is called struc-
tural fluctuanality (‘'II') state and it it observed up to 850Ktomic movement further increases
rapidly with temperature and produces large number of highigy isomers called as liquid like
(') region. Pristine Alg became liquid like as clearly seen fraip,,s and MSD values (figure
6.3 and 6.4 respectively). The,,, values up to 550K (solid region) is 0.A5then it increases
to 0.254 in the region ‘II'. Above the temperature of 850K, became steady confirms liquid
like region of this cluster. Figure 6.4 highlights the MSOues of each atom at 400K, 600K,
1000K and 1200K. At 400K (solid like region) the MSD of eacbratis quite small as in this
temperature atoms vibrate arround equlibrium position.DMB 600K which is the region ‘Il
rapidly increases up to #2and then slowly increase with temperature. Several corgtoms
(ground state and high energy conformations) obtainechdutie simulation between 200K to
1600K are compiled in Figure 6.5.

Doping with one Ga atom alter the thermodynamic propertrasndtically. AFGa cluster
became liquid like much earlier temperature as comparedstpristine analogue. It vibrate
around equilibrium position up to 240K (‘') which is muchske ( 300K) as compared to its
pristine analogue. Above 240K it start transforming betweddferent conformations (region
‘I). Al ;Ga cluster became liquid like at 560K (‘11I')9,.,,,s (figure 6.6) gives clear indication of
the three different states of Aba, cluster. In the solid like region up to 240K,,,,s is reasonably
low (¢, 0.1?1). At 560K (region ‘II) it has the values 0.4 and slowly increase in the region ‘lII’.
MSD values of each atom as shown in table also explain the.sikfukiken charge distribution
(figure 6.2) indicate that there is a charge transfer fromtéires to Ga atom in AlGa cluster.
Although charge transfer from Al to Ga atom make Al-Ga bomild@ nature but unsymmetrical
charge distribution produces considerable stress in thesywhich is the source of instability.

Hence, A}Ga, became liquid like much earlier temperature as compardd fwistine analogue,
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Alg cluster. Various isomers generated during the simulateiwéen 200K to 1600K are shown
in figure 6.8.

Now we want to discuss the thermodynamic properties @&} cluster. Doping with two
Ga atoms yield the cluster #Ba, which is slightly more stable as compared tg®@& . AlsGa
cluster stable up to 360K. Unlike ABa cluster, structural fluctuation region is reasonably large
(360K — 1500K) of AGa cluster. Above 1500K it became liquid liké,.,,, and MSD of each
atom in various temperature are given in figure 6.9 and figur@ &spectively. The,.,,, is less
than 0.14 below 360K and it is increases up to Q%bat 1600K. MSD values also give clear
indications of the three region. Several conformationsioled during the simulation steps are
given in the figure 6.11.

The two gallium atoms doping in the two edge okAhakes a symmetrical AGa cluster
(figure 6.1). Hence, charge redistribution is comparatisimmetrical in respect to one Ga
atom doped cluster. The Ga atoms of the upper and lower edgetha charge of-0.215 and
—0.200 respectively. All the Al atoms in the square planeritjms consist of positive charge
and the other two Al atoms which are nearest to upper and ledge Ga atoms respectively are
negatively charge. This symmetrical charge redistribugmhance the stability of the &ba,
cluster. On the other hand stability is enhanced by 70k e84 cluster in respect to AGa,
but it is less stable than pristine analogue;@dy cluster shows liquid like behavior above 750
K. The corresponding,..s and MSD values are compiles in figure 6.12 and 6.13 respéctive
Different conformations obtained during the simulatiortvieen 200 — 1600K are compiled in
figure 6.14

Doping with 50%, i.e 4 gallium atoms enhanced the cluster stability sigaifity. Aluminum
and gallium moves around equilibrium position up to 580kakis 30K higher than its pristine
analogues,,, (figure 6.15) at 580k is-0.2 4. MSD value of each atoms at 400K (solid region)
is >0.14. Region ‘II' survives up to 1100K. Several low energy comfiations observed in this
region. 0,5 is >3 A and MSD at 600K is>4 A. MSD increases rapidly as atoms vibrates more
frequently with the temperature. Above 1100K &, became liquid like which is evident from
Orms and MSD values.

We have also investigate the structure and stability of Gaster. This cluster has highest

stability among the considerate clusters in this thesistiRe Ga is stable up to 770K, and
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MSD values are-1.54 and 0.64 respectively) which is 220K higher in respect to pristing Al
cluster. Above this temperature vibration amplitude stacteasing and cluster inter—converts
between several low energy isomers. the span of structucidhality region is around 350K
(770 — 1120K). It goes to liquid like region beyond 1120¥,,s and MSD values are compiled
in figures 6.18 and 6.19 respectively. Selected conformatincluding low and high energies
during the simulation up to 40ps are given in the figure 6.20

Itis well known that clusters are transit from a solid—likate to liquid—like state as a function
of temperature. Clusters evolves from solid to liquid likats via a structural fluctuation state
where atoms vibrate moderately and yields several low grmrgformations. Every states carry
their own significance. The solid-like region is significanting to the structural stability (atoms
moves around equilibrium position ) and an affirmation of astant electronic and geometric
configuration. This state is highly significant for applioas where the clusters are applied
for their response properties, which are shape and sizatigensThe liquid—like region is a
more dynamic ( atoms have large vibration in this state)ctvlis significant for the synthesis
of larger nanoclusters where a soft electronic and geomgtimicture is essential. Interestingly,
all the clusters ( pristine as well as doped ) studied in tlesgmt thesis exhibit a conformational
rearrangement state (where they transit through severaleiss) before they enter into a liquid—
like region. This intermediate region is known as strudtéltectionality region which is highly
significant for catalysis.

Fig 6.2 shows the Mulliken charge distribution on all thestéus as they undergo the above
structural rearrangement. It is clearly noticeable from ¥hlues of Mulliken charge on each
atoms that a structural rearrangement between variousroafions leads to a moderate to con-
siderable charge redistribution. For example, theG¥d, analogue undergoes a significant charge
depletion from Al atoms to Ga atoms. So if a ligand moleculthsas CO is adsorbed on Ga atom
through carbon atom, the presence of a more negatively etiddg atom adjacent to it will help
in an easier reduction process of CO. Similar analysis cadréen for other ligand molecules
such as @, CH3;0H, etc. Hence, the presence such a structural rearrangj@mesars to be im-
portant for many catalytic purpose. The three regions ameadeated by dashed line and shown

in all the d,,,,s plot.
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6.4 Conclusions

We have presented the equilibrium geometries, energaticsbonding characteristics of pristine
Al, successive Ga doped Al clusters, and pristine Ga clusitétined byab initio molecular
dynamics. Our BOMD simulations shed light on the effect dgpon the finite temperature
behavior of the A cluster. Doping of Gaimpurity alter the thermodynamic gndyp of the cluster
considerably. AlGa, is the most stable cluster, and a significant charge trafisfier Al to Ga
is observed and over all charge distributed symmetric&llglynamic transition between several
isomers or conformations is observed in all the clustera/bden the solid—like state and liquid—
like state. This conformational fluctionality is seen to lhester—specific and transition called
thermally driven structural fluctionality, which has reikale impact and contribute positively

to catalytic property of the doped clusters.
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Figure 6.1: Optimized geometry of AlAl;Ga, AlsGa, Al;Ga;, Al,Ga, and Ga clus-
ters
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Figure 6.2: Mulliken charge on each atom okAAI;Ga, Al¢Ga, Al;Ga, Al,Ga, and
Gg; clusters
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Figure 6.3: Bond length fluctuation,(,,) as a function of temperature in Atluster
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Figure 6.4: MSD of atoms in Alcluster between 200K to 1600K.
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Figure 6.5: Various conformations of Abbserved during an MD simulation. (a) corre-
sponds to the ground state conformation.
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Figure 6.6: Bond length fluctuation,(,) as a function of temperature in Aba cluster
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Figure 6.7: MSD of atoms in AGa cluster between 200K to 1600K.
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Figure 6.8: Various conformations of Aba observed during an MD simulation. (a)
corresponds to the ground state conformation.
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Figure 6.9: Bond length fluctuation,(,) as a function of temperature in &a, cluster
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Figure 6.10: MSD of atoms in AGa&, cluster between 200K to 1600K.

190



Figure 6.11: Various conformations of &a, observed during an MD simulation. (a)
corresponds to the ground state conformation.
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Figure 6.12: Bond length fluctuatiodi.(,,) as a function of temperature in &3a; cluster
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Figure 6.13: MSD of atoms in AGa; cluster between 200K to 1600K.

193



Figure 6.14: Various conformations of &g observed during an MD simulation. (a)
corresponds to the ground state conformation.
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Figure 6.15: Bond length fluctuatiod.(,,) as a function of temperature in &a, cluster

195



MsD (A )

MSD (A ?)

08 400K
06
04
02
% 10 20 30 0
12
g 1000K
6
3
% 10 20 30 20

MSD (A ?)

MSD (A °)

600K

3t

2

1

% 10 20 30 20
12

1200K

9

6

3

% 10 20 30 40

Figure 6.16: MSD of atoms in AGa, cluster between 200K to 1600K.
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Figure 6.17: Various conformations of &a, observed during an MD simulation. (a)
corresponds to the ground state conformation.
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Figure 6.18: Bond length fluctuation,(,,) as a function of temperature in Geluster
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Figure 6.19: MSD of atoms in Galuster between 200K to 1600K.
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Figure 6.20: Various conformations of geluster observed during an MD simulation.
(a) corresponds to the ground state conformation.
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CHAPTER7

Mechanism for C—I Bond Dissociation
In lodoethane, lodoethene and
lodobenzene for the C-C Cross

Coupling Reactions over Aluminum

Clusters

Energetics of the key step of cross — coupling reactionpdiation of aliphatic and aromatic io-
dides using aluminium nanoclusters as catalyst are stuidi¢iie framework of density functional
theory. In spite of being an unconventional catalyst foricatipolymerization, cross — coupling
or similar type of reactions in bulk state, Al clusters hatiewn significantly low activation bar-
rier (~ 0 to ~ 30 to Kcal mot!). Further investigations reveals that the activation ejies are
sensitive to the shape and electronic structure of catabtster than the size of them, making
the Al clusters attractive in the area of nanocatalysis amatascience. To understand the in-
sight into the reaction mechanism, mode of binding is ingattd with the Natural Bond Orbital
(NBO) analysis. In short, our theoretical study highligttie efficiency of the aluminium clusters
for future endeavors in the design of cost — effective andiesiti catalyst for cross — coupling

reaction.
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7.1 Introduction and methodology

The C — C cross coupling reaction with transition metal agalgst is the most promising
tool of organic and material synthesis since the last foeades[1, 2]. Bond formation process
between two carbon atom is high energy demanding and herow @ocess. Therefore C - C
coupling reaction requires suitable catalyst to bring ddverenergy barrier and make the reaction
practically viable with reasonably good chemical yield. $¥lextensively used catalysts are Cu,
Ni and Pd complex[3, 4]. Recent development in both expeartaieand theoretical contexts have
shown Fe and Au perform moderately well in C — C cross couplgagtion. Among all these
popular methodologies, currently most versatile and efficcatalyst for cross coupling reaction
is the heterogeneous Pd(0) catalyst, commonly used viaitfezedit reaction schemes devel-
oped by Kumada[5], Heck[6], Sonogashira[7], Negeshi[&i]|e}9] and Suzuki[10] in the early
70-80’s. Heterogeneous Pd(0) catalyst is not only givesigb@mical yield with better product
quality but it's also reusable and most of the reaction s&eane less energy demanding. How-
ever, despite the fact, Pd catalyst suffers from some welhkndisadvantages. Heterogeneous
Pd catalyst is prone to catalyst poisoning and leachingh Bat and Ni which are widely used
catalyst for cross — coupling are highly expensive and paigs, having low L[g, values. Fine
powder of Pd used as heterogeneous catalyst is pyrophorielas

Therefore, finding an alternatives catalyst of Ni and Pdésghime field of research to both
theoreticians and experimentalists in recent years. Antbagewly developed alternative cat-
alyst, a combined experimental and theoretical investiggiropose that the most promising is
Au nano cluster towards C — C cross — coupling[11, 12]. Howesimilar to Pd catalyst Au is a
rare element and highly expensive, pulling down it's usddage scale industrial synthesis.

Al nanoclusters are well known for its catalytic activitypeifically small sized aluminium
clusters of 2 — 50 atoms are extremely reactive and theiftytiatactivity is comparable to that
of transition metals like Au, Pd and Pt[13-15]. Al nano dlusthave strong affinity to adsorb
gaseous species such ag, ., Oy, N and H,O[16-20]. Further analysis based on Jellium
model reveals that specific Al clusters have some uniquairfest For example, A} cluster

shows similarity with halogens, form stable complexes vidttine, produce ionic assemblies

206



with superalkali countercations, even forms similar coomats like polyhalides[21-23]. On the
other hand A} shows both divalent and tetravalent valencies similarabahcarbon. All of these
observations, stability and reactivity can be neatly a@rgld by so called homogeneous electron
gas (HEG) model or commonly mentioned as Jellium model fastiby Knight and co —workers
for similar context[24]. These potent studies on Al clusterovoke further interest to judge their
catalytic properties for different chemical reactions aodbserve and explain the effects of
electronic structures, size and shape upon the energ@iesil analysis can prove useful and
can have promising impacts in the field of nanoscience arthtdogies in the upcoming days.
As additional advantages it must be mentioned, Al metalésnlost abundant metal in the earth
crust and third most abundant element after oxygen andasilidt is cheaper than most of the
common transition metal catalysts like Pd, Au or Ni which ased for similar kind of reactions,
and 100% recyclable. Al catalysts either in metal state doim of chemical compound are
mostly nontoxic and eco — friendly in nature.

All these advantages of Al nanoclusters make them an inbegeshoice to investigate of
it's catalytic behavior for cross — coupling or similar typereactions. Figure 7.1 shows most
common schematics of cross — coupling reaction using Pdtat/sa Other catalysts e.g Ni,
Fe or Au follow similar mechanistic steps. The reaction peamts via the oxidative addition of
Pd(0) complex to organo — halide to form a Pd(ll) complex. N&®p is the transmetallation
with another organometallic reagent where the nucleoitiils transferred from the metal to the
Pd(ll), Which is the slowest step in the whole cycle and héheeate determining step. The final
process is the reductive elimination to give the coupledipcd (R — R’) and regenerate the Pd(0)

complex ready for next catalytic cycle. The overall cafalygaction can be summarized as,
/ M’(0) /
R-X+R-M——=R-R +M-X (7.1)

where M=Pd,Ni,Au,Fe etc

In this present work we have shown small size Al nano clustarsact as an suitable cat-
alyst for cross — coupling reaction. Accurate DFT calcolatprevail that the Al nano clusters
participate in C — | bond activation, effective in both algic and aromatic C — | bond. Our
present work signifies nanoclusters of non — transition metan provide a source of cheaper

and nontoxic alternative of transition metal catalyst usectoss — coupling reactions. With the
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progress of nano science and technologies, Al nano clusésesd motifs can prevail as the tool
of the trade in days to come.

All the geometries are optimized at the DFT level of theopg$aussian 09 software pack-
age with the TZVP basis set and BHandHLYP functional[25]lyQhe lowest energy optimized
structure in each case is chosen as one of the reactants@s-tliissociation. Another reactants
iodoethane, iodoethene and iodobenzene are also optim&ieg same basis and functional for
C and H. However, for iodine LANL2DZ basis is used in additisith LANL2 as model poten-
tial (pseudo potential) for the core electrons. All of thdimjization of reactants and transition
state are performed using Berny’s eigenvalue followingalgm implemented in Gaussian 09
package. Normal modes of vibration of the optimized stmast@are carefully observed and it was
made sure that all the energetically minimized structueadtants) have no imaginary frequency
whereas the transition states must and only have one simglginary frequency of appropriate
magnitude and which corresponds to the C—I bond itself.insitr reaction coordinate (IRC)
calculation are performed to confirm that all the transitébructures are connected with proper
reactants and products along positive and negative sideisenfiical reaction coordinate. Same
calculations are further repeated using Minnesota funati®06—2X in an attempt to properly
bracket the activation barrier for C—I dissociation on Alsters. Thermodynamically controlled
product of the reaction for each metal cluster was detemininyecalculating the energies of all
possible products and choosing the energetically lowedbomer. Basis set superposition error
(BSSE) are corrected using Boys and Bernardi’'s countegpmigrection scheme within the Gaus-
sian 09 software. Rate constants of C—I dissociation amilzaéd by using the Eyring—Polanyi
equation.

kpT }
k = BTe_ARLT where AGH = G%“S — GReactant (7.2)

of transition state theory at 298 K.
NBO analysis are further used for each clusters separatajgttthe insight about aromatic and
aliphatic C—I bond cleavage on Al nanoclusters. The secaddr@erturbative estimation of

donor — acceptor stabilization energy]Rvithin the NBO basis are computed by

F2
E. = AE: = . —2 (7.3)
s 1j di Aeji

where q is donor orbital occupancy number,;Hs off — diagonal elements of Fock matrix in
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NBO basisAe;;=¢j-¢; is the orbital energy difference between acceptor(j) antbdd NBO.

7.2 Results and Disscussion

To investigate the catalytic property of Al atomic clusteyaards C—I bond activation; we have
chosen seven different atomic clusters of aluminium vizg,Alls,Alg,Al7,Alg,Al13 and Abg
keeping in mind that properties of atomic cluster are sizt strape sensitive. In this thesis we
have only included results of Alcluster. Calculations for the rest are under way and wil be
compile as a full paper in the near future. As other reactesthave selected three organo —
iodides which are ethyl, ethylene and benzyl iodide resgelgti.e. a combination of one alkyl,
one alkene and one aryl halide of choice. Although calcutetiare performed in three differ-
ent double hybrid DFT functionals B3PW91, BHandHLYP and MBX, during structural and
binding energy comparison and also for Natural Bond OrlfO) analysis we have followed
the results obtained by M06-2X functional as family of Misat functionals are well known
for good structural prediction as well as bonding inte@wi Binding energies in all cases are
calculated by the conventional methad= E (Al,,) + E(R-I)-E(Al,...IR) All the thermodynamic
parameters are calculated at 298 K and in 1 atm pressure.

One of the important features of atomic clusters is that ehater can behave drastically
different from each other. The major reason lies behind ésdlectronic shell effect and the
shape and the stability of the cluster itself. Both of theféeces uniquely change the reactivity
of each member of same cluster family, as a result all thenpaters including thermochemistry
and reaction mechanism pathway can be abruptly differerédoh member, even for the same
reaction.

Figure 7.2 shows the reaction profile of Atluster with three organo iodide along with the
changes of important structural parameters throughoutdhese of the reaction. The optimized
structure of A} is planner, triangular shaped with each bond length il&ﬁy MO06-2X). Being
very small guantum effect is pronounced in this cluster aggck A} clusters are well known
for its high reactivity and confirmed by previous theordt&tadies (ref). Jellium model predicts
a total of 9 valence electron, which is one electron highantthe magic number 8. Hence a

low activation barrier for oxidative addition is expectesl the cluster achieves the filled shell
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magic cluster configuration upon one electron loosing. Soomling to jellium model A clus-
ter should be highly reducing. Our calculations based on B§Ehown in the tables 7.1, 7.2
and 7.3 nicely confirms our statement. For all three reastatityl, ethylene and benzyl iodide,
Al; cluster indeed show low activation barrier. B3PW91 valuesexcessively low than other
two functionals, M06—2X and BHandHLYP. In case of ethyl aelA H* value is 0.7 Kcal/mol
and AG! is 1.8 Kcal/mol wheras\ Hf values are 7.3 and 6.2 amdl G values are 11.2 and
7.3 Kcal/mol for BHandHLYP and M06—2X functional respeetiz Similar trend continues for
other two reactants. The unusual low values in B3PW91 fanatiis not surprising as previous
theoretical benchmark investigation showed that B3APW$lamaoccasional tendency to under-
estimate activation barrier than similar quality doublgsid functional like BHandHLYP (ref).
However, both the\ Hf andA G* values are in close agreement between the results of otber tw
functional BHandHLYP and M06-2X, differentiating withir-4 Kcal/mol in all three cases of
Al; cluster. Unlike the activation barrier the exothermicigiues are in better agreement within
three functionals and Alcluster shows high exothermicity with the reactants. BbéhA H
andA G values are very low (highly exothermic) within the range-@0 to — 80 Kcal/mol for
organo iodides. Even significantly lower than the exotheityvalues of theoretically predicted
gold atomic clusters for the same reaction calculated vintliiar functional and basis set. Highly
negativeA G values indeed indicate enhanced spontaneity of the ssdaaaction in accordance
to thermodynamic principles. One important observatioim iall the cases of our study change
in Gibbs free energy of the reactioAG) values are always greater than change in enthalpy of
reactionA H) values, hence, the reaction is entropically unfavorabléch is expected as in case
of oxidative addition.

Ethyl iodides binds with AJ cluster from and distance of Rdwith a binding energy of 2.3
Kcal/mol. C-C and C-I bond length remains same as in optiungtaicture of isolated ethyl
iodide molecule (C—C = 1.8 and C—I = 2.1 calculated in same level of theory, but bond
lengths of Ak becomes unequal (Fig 2 ). This asymmetry may introduce saltiéi@al angle
strain (Baeyer strain) within the cluster as being a thrembes planer ring, the Alcluster do not
have any opportunity to release this stress via out of planeling. In the transition state of ethyl
iodide, C—C bond being reduced by 04931 bond elongated by 0.Z8and the planner ring

gets more deviated. We have found that asymmetrization odl bength in reactants, transition
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states and products of Atluster are indeed a common feature for all three iodides.hsve
also identified similar deviation of bond lengths as showfigure 7.2 in reactants and transition
states for ethylene and benzyl iodide as well. The posttimacomplex of ethyl iodide—Al
reaction is shown at rightmost minima of corresponding gnerofile diagram of Figure 7.2.
In which C—I bond is completely dissociated and both alky &dine fragment are residing at
two neighboring sites of Alcluster. C—Al distance in this complex is 1.87 Al-I distance is
2.53A and C-C bond is 0.0& longer than isolated ethyl iodide. Other two reactantyletie
and benzyl also follow similar pathway as shown in Figure @Be major noticeable difference
is the mode of binding of ethyl iodide with Al than the otheiotiedides. In case of ethyl iodide,
iodine atom interacts with Al atom via lone pair of it. Fratimolecular orbital pictures shown
in Figure 7.3 clearly indicate the same.

Second order perturbation treatment of Fock matrix in theONfasis usually provides infor-
mation about most stabilizing donor—acceptor interactietween Lewis acid—base pairs. In the
pre—reaction complex of ethyl iodide NBO analysis showsgh lsitabilization energy contribu-
tion of about 13.41 kcal/mol due to donor—acceptor intévadbetween nonbonding orbital(LP)
of iodine to antibonding orbital (LP*) of aluminium. In caséethylene and benzyl iodide, how-
ever ther electron cloud of carbon moiety is also taken part in therauigon with aluminium.
Thus in case of ethylene iodide there are two contributiothéostability due to donor—acceptor
interaction, first and major contribution is about 10.86 Kmal which is due to donor-acceptor
interaction between nonbonding orbital (LP) of iodine ttilzanding orbital (LP*) of aluminium
similar as in case for ethyl iodide. Second one is very low.8fKcal/mol due to the interaction
between ther bond of C—C moiety and the antibonding orbital (LP*) of Al. Wever, in case of
benzyl iodide although the frontier molecular orbital i®siing participation ofr electron cloud
along with the lone pair of iodine, this interaction is nabsig enough to produce any significant
contribution to stabilization. Most probable reason of s the C moiety is larger in case of ben-
zyl group, most part of the electron cloud is out of the overlap region of the; Aluster. Hence
only significant contribution is of about 7.31 Kcal/mol deadionor—acceptor interaction between
LP(I)-LP*(Al) similar to ethyl and ethylene iodide. Seconwjor difference besides the mode
of binding is structure of transition states. In case of lethy iodide, orientation of the molecule

with the cluster in transition state is linear .i.e Al..@C.bond angle is nearly 180 where as the
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orientation of ethyl and benzyl group with the Al..l bond &amly perpendicular ( 109 in their
respective cases. This unusual structure in case of ethybelide changes the structure of;Al
to a bilateral triangle in the transition state. The stalily interactions are slightly different in
post—reaction complexes of AR-I reaction. In case of ethyl iodide the C—Al bond is stabill
by an amount of 63.9 Kcal/mol due to the electronic intecactietween nonbonding (LP) orbital
of carbon and antibonding (LP*) orbital of Al. Whereas slipiof Al-I bond is similar as in
case of pre—reaction complexes due to interaction betw¢h1LP*(Al), a stabilization energy
of 11.3 Kcal/mol is obtained due to this interaction. Doncceptor stability contributions in the
post complexes are similar in other two cases. In case ofegthyiodide the C(LP) — Al(LP?*)
stabilization energy is 83.1Kcal/mol and LP(I)-LP*(Al)engy is 11.4 Kcal/mol. Whereas in
benzyl iodide C(LP) — Al(LP*) stabilization energy is 66.td{/mol,close with the value ob-
tained in case of ethyl iodide and contribution to LP(l) — /) interaction is 11.4 Kcal/mol

which is equal with the stabilization energy values obtdimetwo previous cases.

7.3 Conclusion and Scope

Present study includes a theoretical investigation ofodission of C — | bonds over Al clusters
in the frame work of density functional theory. C — | bond disation is indeed a crucial re-
action and provides key step in various important orgaractiens like cross — coupling. Most
commonly used catalyst are d and f block elements like PdCMNiFe and Au. Our investigation
shows that being a p block element, ineffective to catalyeréaction in bulk phase, Al nano
cluster is highly effective as a catalyst. Calculated atidn barriers reveal that Al nano clusters
are remarkably efficient catalyst towards C — | bond activatind dissociation. The catalytic
efficiency is even better than the common d and f block catalie have further observed that
activation barriers are highly sensitive on the electratiactures and shape of the cluster rather
than its size. This observation concludes that effectivalytic effect may be obtained in bigger
clusters or even in solid supported clusters. Our studyligigts a brief analysis including struc-
tures and thermochemistry of reacting species along wathilgy and mechanistic pathway of

the reaction which will be highly useful for experimentalglementation of the same. Al clusters

212



are long known for their high reactivity, as proven numertiones by both experiments and the-
ory, our investigation also suggests in cluster state Abisiicantly effective as transition metals
for catalysis purpose. With the technological progressainoncluster synthesis, separation and
stabilization, Al cluster can indeed a cost-effective and e friendly alternative of transition

metal catalysts.
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Figure 7.1: A general scheme for cross—coupling reactiateaysing Pd as catalyst.

Figure 7.2: Energy profile diagrams for Atlusters for all three iodides.Orange ar-
row highlights the activation barrier (G ) and green arrohtights corresponding
exothermicity(AH) in MO6-2X functional
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Figure 7.3: Frontier molecular orbital picture for pre-a&@n complexes of Al cluster
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Table 7.1: Thermodynamic data of C—I bond dissociationlofleodide, ethylene iodide
and benzyl iodides on Al nanoclusters in B3PW91, BHandHLW& sl06—2X function-

als

Activation Barrier (Kcal/mol)

Al AH? AGH
nanoclusters R—I B3PW91 BHandHLYP M06-2X B3PW91 BHandHLYRM06—-2X
iodoethane 0.705 7.292 6.202 1.832 11.192 7.295
Alg iodoethene 4.006 6.826 8.791| 3.863 8.654 9.586
iodobenzene 3.481 8.143 11.948 4.950 10.796 12.721

Table 7.2: Thermodynamic data of C—I bond dissociationlofleodide, ethylene iodide
and benzyl iodides on Al nanoclusters in B3PW91, BHandHLW& sl06—2X function-

als

Exothermicity (Kcal/mol)

Al AH AG
nanoclusters R-I B3PW91 BHandHLYP M06-2X B3PW91 BHandHLYRV06-2X
iodoethane -68.081 -71.553 -64.845 -67.456 -68.444 -63.575
Als iodoethene -73.791 -77.766 -69.93p -72.377 -74.146 -68.929
iodobenzene -74.692 -78.099 -67.672 -69.841 -72.341 -67.209
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Table 7.3: Thermodynamic data of C—I bond dissociationlofleodide, ethylene iodide
and benzyl iodide on Al nanoclusters in B3PW91, BHandHLY & El96—-2X function-

als

E.P Rate constant Binding Energy(Kcal/mol)

Al
nanoclusters R-I BHandHLYP  MO06-2X B3PW91 AE(M06-2X) AEpgggz(M06-2X)
iodoethene 2.815x10  3.845x10 2.772x1G 5.005 4.348
Al iodoethene 9.121xP0  2.792x16  5.788x1G 4.414 3.927
iodobenzene 1.454x20 7.504x10  2.910x16 6.312 5.851
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