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Abstract

Abstract

Carbon-based systems are at the center stage of materials science for many

years. The disordered forms of carbon, which are structurally in between dia-

mond and graphite, are very important due to their peculiar physical properties

and many possible applications. The extent of graphitization in disordered carbon

can be tuned by heat-treatment, which can, in turn, give rise to interesting mag-

netic and electrical properties. Most of the previous studies on disordered carbon

systems were performed either on thin film samples or on commercially avail-

able specimens whose thermal history is unknown. Similarly, the microstructure

of carbon-based systems can be tuned by simple chemical activation technique,

which can also modify the physical properties to a different extent.

The present work aims at the systematic study on the evolution of the mi-

crostructural, magnetic and electrical properties of disordered carbon derived from

a known source. Coconut shell, one of the cheapest and widely used industrial pre-

cursor for the preparation of granular and activated carbon, is used as the source

of carbon in the present study. The activated carbon derived from coconut shell is

presently used for various applications like filters, adsorbents, electrode materials,

etc. due to their high specific surface area and porosity. However, until now there

are no studies reported on the magnetic and electrical properties of coconut shell

derived carbon. The carbon material used for the present study is prepared by

the heat-treatment and the chemical activation of coconut shell based carbon. For

chemical activation, KOH is used as the activating agent due to the large surface

area and microporosity of the KOH activated carbons. Until now the studies on

the changes in the structure of activated carbons are limited to the evolution of

the pore structure and surface area on activation. The present work aims to study

the structural and microstructural changes in heat-treated and KOH activated

carbon and to correlate with the magnetic and electrical properties.

Chapter 1 presents a general introduction to different carbon-based systems,

magnetism, conduction mechanism in systems with a strong disorder and the

weak localization effect. The potential applications of carbon-based materials are
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also discussed. A brief description of the structure and properties of different

disordered carbon structures is also included in this chapter.

Chapter 2 describes the preparation procedures adopted in preparing the

disordered carbon samples for this study. The characterization techniques used in

the present work are discussed in detail.

The structural analysis of the heat-treated samples using X-Ray diffraction

(XRD) and Raman spectroscopy indicated that those samples heat-treated at

lower temperatures (500-700 ◦C) are highly disordered. However, with an in-

crease in the heat-treatment temperature (HTT) above 800 ◦C, there is a partial

structural arrangement to nanocrystalline graphite. The heat-treated samples,

therefore, is an ideal system for studying the evolution of magnetic and electri-

cal properties, with their structural ordering extending from disordered carbon

to nanocrystalline graphite. The transmission and scanning electron microscopy

(TEM and SEM) images showed no distinct changes in the morphology of heat-

treated samples. The results of these structural characterizations of disordered

carbon derived from coconut shell are presented in Chapter 3.

Chapter 4 presents the studies on the magnetic properties of the heat-treated

samples. The heat-treated samples are diamagnetic at room temperature and at

low temperatures, they showed ferromagnetic-like characteristics. The effect of

impurities on the observed magnetic moment is also discussed. The magnetization

values at the highest field applied (60 kOe) decreased sharply for samples heat-

treated at relatively lower temperatures, whereas with an increase in HTT, above

800 ◦C, for the nanocrystalline graphitic samples, the decrease in magnetization

is found to be much lower. Temperature dependent magnetization measurements

showed a broad magnetic transition around 150 K. A detailed study indicated that

the samples have a disordered magnetic state, possibly originating from different

types of magnetic interactions at varying strengths.

Chapter 5 includes the studies on the electrical transport properties of heat-

treated samples. The temperature variation of electrical resistance, measured in

the range 15–300 K, showed that the electrical conduction mechanism of the sam-
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ples changes with the extent of structural ordering. The temperature dependent

electrical conductivity of the samples with large disorder follows Mott 3D variable

range hopping mechanism. However, with an increase in the structural ordering,

for samples heat-treated above 800 ◦C, there is a crossover from strong localization

to weak localization, because of which the conductivity becomes less temperature

dependent. The changes in the magnetization and conduction mechanism are

found to be directly correlating with the changes in the structural characteris-

tics, with an increase in HTT, as evidenced from XRD and Raman spectroscopic

studies.

Studies on the KOH activated carbon are discussed in Chapter 6. A detailed

analysis of the XRD patterns, Raman spectra and TEM images showed that apart

from the increase in the surface area and porosity, the activated samples show in-

teresting changes in the microstructure with the development of localized graphitic

regions. The in-plane and out-of-plane coherence lengths calculated from XRD is

found to vary with the amount of KOH used for activation and the activation tem-

perature. The appearance of two additional peaks at 1625 cm−1 (D′) and 2650

cm−1 (G′) in the Raman spectra of the activated samples, when compared to the

control, showed that the activated samples are graphitized to a much higher extent

than the control samples. The electrical conductivity and the magnetic properties

of these samples depend on the amount of activating agent used for activation,

at a constant HTT. The low-temperature magnetization is observed to follow the

changes in the surface area, whereas the coercivity and the electrical conductivity

are found to vary with the changes in the microstructure.

The activated carbon sample with the high surface area, prepared by KOH

activation is studied for removal of oil spills in water, after making a composite

with magnetic iron oxide nanoparticles. This study is included in Chapter 7.

The magnetic composite material showed good oil removing capacity and the

magnetic functionality allowed fast and effective recovery of the material from

an oil spill after adsorption, by magnetic separation using a permanent magnet.

The composite material showed good temperature stability and can be used in
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multiple cycles after proper recycling. Since the coconut shell based activated

carbon is cheaper and the process of making the composite is easy and scalable,

the overall process is cost effective. Therefore, this technique using the coconut

shell based activated carbon - iron oxide composite can be used along with the

currently available methods, which may make the process of cleaning oil spills a

lot easier and cost effective

Chapter 8 presents the summary of the works discussed in this thesis, which

includes the studies on heat-treated carbon, KOH activated carbon and activated

carbon - iron oxide composite. A short discussion on the future perspectives is

also given at the end.
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Introduction

1.1 Materials science

In recent years, with the development of advanced microscopy techniques, research

on nanomaterials with exotic properties, depending on their size and shape, has

emerged to the forefront of materials science, revolutionizing science and technol-

ogy making our life easier and even smarter than before [1,2]. The developments

in materials science have played a key role in improving our living standards. The

field of materials science deals with the studies on different types of materials in

order to understand and engineer their properties [3,4]. Materials science is of

multidisciplinary interest and combines the aspects of basic science branches like

physics, chemistry and biology to address the most diverse and demanding prob-

lems like affordable health care, clean and sustainable energy, global warming,

water and air purification, nuclear waste management, fast and low-cost infras-

tructure development, etc.

The fundamental aim of materials science is to engineer materials suitable for

an intended purpose by a careful and precise control of materials composition and

processing parameters. From a technological point of view, different materials can

be categorized as ceramics, polymers, metals, semiconductors, composites, bioma-

terials, etc. [4]. The developments in chemistry and physics have aided the growth

of materials science tremendously. With new and efficient preparation routes avail-

able along with advanced characterization techniques, more and more materials

are being discovered, but above that a precise control of structural parameters

is made possible, enabling the engineering of materials with desired electrical,

magnetic, mechanical, optical and thermal properties [5]. An advanced class of

materials called the multifunctional or hybrid materials combine two or more of

these properties, making them smart and enabling their usage in applications like

information storage, sensors and actuators of different types, energy harvesting

and storage, catalysis and several other areas which directly or indirectly affect

our day-to-day life [1,4].

The development of information technology has revolutionized our life with

the introduction of many smart devices and high-speed computers. However, such

3



Introduction

a development was supported by the discovery of new magnetic and electrical

materials along with the modifications in of existing ones. The magnetic and elec-

trical materials have numerous applications and are used in nearly every device

which we use in our day to day life. Electrical and/or magnetic materials can be

found in motors, generators, transformers, loudspeakers, sensors and actuators,

data storage devices, electronic reading and writing heads, switches, integrated

circuits, different types of light and heat sources, etc. [6,7]. Thus, the widespread

demand for electrical and magnetic materials have triggered numerous research

works related their structure and properties. The work discussed in this thesis at-

tempts to correlate the structural, electrical and magnetic properties of disordered

carbon-based materials.

1.2 Nanomaterials

The prefix “nano” in the word “nanomaterials” means a billionth (10−9). Nano-

materials include a variety of materials like atomic clusters, layered structures,

thin films, molecular self-assemblies and all other nanostructured materials of dif-

ferent shapes [8]. The common thread for grouping these various material forms

being the nanoscale dimensionality (10−9 m), i.e., at least one dimension less than

100 nm, or more typically, less than 50 nm, where the physics and chemistry of

such materials are very different from the macroscale properties of the same sub-

stance which often results in unique and superior properties [2,8–10]. The history

of nanomaterials can be tracked back to the ancient Roman period. Metal and

metal oxide nanoparticles, primarily of gold, silver and tin, were used to dye glass

articles and fabrics and also as a therapeutic aid in the treatment of arthritis [8,11].

The studies on nanoscale particles gained momentum after the phenomenal work of

Michael Faraday on colloidal metals [12]. But an upsurge in practicing the science

at nano-level was initiated after the famous enlightening lecture by Nobel laureate

Richard P. Feynman at Caltech in the year 1959 [13]. Subsequent developments

in understanding and the capability to synthesize, organize and tailor materials

at the nanoscale gave birth to a variety of nanomaterials (Table 1.1) in all pos-
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Table 1.1: Different types of functional nanomaterials. Taken from reference [9].

Type Size (approx.) Materials

Nanocrystals and clusters diam. 1–10 nm Metals, semiconductors,

(quantum dots) magnetic materials

Other nanoparticles diam. 1–100 nm Ceramic oxides

Nanowires diam. 1–100 nm Metals, semiconductors

sulfides, nitrides

Nanotubes diam. 1–100 nm Carbon, layered metal

chalcogenides

Nanoporous solids pore diam. 0.5 -10 nm Zeolites, phosphates, etc.

2-dimensional arrays several nm–μm Metals, semiconductors,

(of nanoparticles) magnetic materials

Surfaces and thin films thickness 1–1000 nm A variety of materials

3-dimensional structures several nm in the three Metals, semiconductors,

(superlattices) dimensions magnetic materials

sible morphologies like nanotubes, nanorods, nanowires, nanoribbons, nanocups,

nanospheres, nanocubes, nanodots, core-shell nanostructures, etc. which essen-

tially determine their properties.

The unique properties of nanomaterials are primarily due to two different ef-

fects called the surface effect and the size effect. For an object of macroscopic di-

mensions, the surface atoms constitute a negligible proportion of the total number

of atoms and will, therefore, play a negligible role in many of the bulk properties of

the material except those involving the exchanges at the interface between the ob-

ject and the surrounding medium like in crystal growth, catalysis, etc. But when

the size is reduced to nano dimensions, the surface area-to-volume ratio increases
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Table 1.2: Delocalization and confinement in nanostructures. Taken from reference [10].

Quantum structure Delocalization dimensions Confinement dimensions

Bulk Conductor 3(x,y,z) 0

Quantum Well 2(x,y) 1(z)

Quantum Wire 1(z) 2(x,y)

Quantum dot 0 3(x,y,z)

exponentially, increasing the specific surface energy which will have an effect on

the strain, lattice parameters, local ordering, co-ordination number, phonon den-

sity of states, the rate of diffusion, melting point, reactivity, equilibrium shape,

etc. and hence determines the physical and chemical properties of the nanostruc-

tures. Apart from the surface effect, for very small nanocrystals, there are also

quantum confinement effects which change the electronic structure. Hence, with

a decrease in size, an electrical conductor becomes more and more resistive, trans-

forming to a semiconducting or insulating state and the optical property changes

with a characteristic blue shift in the absorption maxima for quantum dots [14].

Depending on the morphology of the nanostructures, the extent and direction

of electron delocalization varies, which in-turn affects the quantum confinement.

The delocalization and confinement dimensionalities of quantum nanostructures

are presented in Table 1.2.

Some important applications and technologies based on nanomaterials or dif-

ferent nanoarchitectures are nanoelectrochemical sensors, high temperature su-

perconductors, nanotubes and nanoporous materials for gas storage, chips for

biochemical assay, nanoelectronics and nanodevices, development of environmen-

tal friendly and efficient catalysts, solar cells, light emitting diodes, new lasers,

nanosensors, nanocomputers, defect-free electronics for future molecular comput-

ers, resonant tunneling devices, spintronics and the linking of biological motors

with inorganic nanodevices [1,2,15].
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1.3 Electrical properties of materials

Electrical conductivity (σ) is one such property which scales over a wide range de-

pending on the material. For metals, σ lies in the range ∼104 to 106 Ohm−1 cm−1,

whereas insulators are non-conducting with σ ≤ 10−15 Ohm−1 cm−1. Semicon-

ductors exhibit conductivities less than that of conductors, with ∼10−5≤ σ ≤10−3

Ohm−1 cm−1 [16]. For a defect free superconducting material, the electrical con-

ductivity reaches infinity below its critical temperature [17]. The electrical prop-

erties of metals, semiconductors and insulators are related to their energy band

structure. Energy bands are formed by the overlap of individual atomic levels due

to the formation of a condensed system on decreasing the interatomic separation,

where width of the band is directly related to the overlap integral of the atomic

energy levels [18]. The density of states (DOS) is defined as the number of energy

states per unit energy and per unit volume [18]. The energy band formed by high-

energy orbitals are called conduction band and are generally empty. However, the

valence band is formed by occupied molecular orbitals and have lower energy than

the conduction band. The highest filled band at absolute zero is known as the

Fermi level and the corresponding energy is called the Fermi energy (EF ). Ac-

cording to the free electron model [18,19], for metals, the valence band is partially

filled and therefore the electrons in the singly occupied states near EF can move

freely, making the material highly conducting. For insulators, the valence band is

completely filled and is separated from the conduction band by a large gap (∼6

eV). Very few electrons are promoted to the conduction band, only when sufficient

energy is available to the material, making them non-conducting. Semiconductors

have a variable band gap, from 0.5 to 3.0 eV and electrons can be promoted to

the conduction band by supplying sufficient energy to the material [18,19].

According to the free electron model, the potential inside a material is as-

sumed to be uniform, but the perturbative effects of lattice vibrations need to be

considered in order to explain the electrical conductivity of a material [19]. In

addition to local potential fluctuations, due to phonon vibrations, the electronic

transport in a material gets further modified considerably by defect-induced scat-
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tering and hence is determined by the extent of structural disorder present in the

medium [20–22]. A perfectly crystalline semiconducting material has sharp band

edges, whereas an amorphous semiconductor has band tails reaching into the gap

with a low density of states (DOS) thereby softening the band gap [21]. These tail

states are widely separated in energy and are therefore called as localized states.

The localized states are separated from the extended states of energy band by an

energy level called the mobility edge. The states below the lower mobility edge

are localized, while those above it are extended forming a normal band structure.

With a change in the random potential induced by disorder, the extended band

structure breaks down with the formation of localized states. The EF then falls

in the region of localized states, after crossing the mobility edge from extended

to the localized region of the energy band [22]. Since a significant contribution

towards the electrical transport properties arises from the extended states, the

electrical conductivity of an amorphous material or a defective crystalline mate-

rial deviates away from that of the corresponding perfectly crystalline material.

This kind of emergence of insulating character for a conducting material, with an

increase in the disorder or vice-versa, above a critical limit, is called Anderson

transition [20,22]. Therefore, an Anderson insulator is associated with localized

states of the system, while a metal generally displays diffusive transport associated

with delocalized states.

1.3.1 Scaling theory of localization

Scaling theory of localization connects the conductance (G) with the size of the

system (L), which characterizes the amount of disorder present [23]. The micro-

scopic length which is of great interest in the localization problem is the mean free

path (l) which defines the distance over which the phase of an electron wave func-

tion fluctuates by about 2π so that the conduction with negligible resistance due

to the scattering of charge carriers, called the ballistic conduction, gives way to a

diffusive mechanism while moving through a disordered lattice. The conductance

G0 at this length scale gives a direct measure of disorder at the microscopic level
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with small values at large disorder. For ordered materials, with small scattering

concentration, electron wave function is extended with large mean free path com-

parable to atomic spacing. In this context, conventional transport theory, which

relies on weak scattering, becomes applicable with large conductivity values which

are independent of the scale size (L), provided the system is large enough to have a

well-defined mean free path (L�l) [22]. However, in contrast to this, if the states

near the Fermi level are localized, the electronic transport occurs by hopping of

charge carriers from an occupied state to an unoccupied state of comparable en-

ergy. These localized states, which are very close in energy, are generally very

distant in space, so that the hopping probability between these states are expo-

nentially small and the relevant length scale is called as the localization length, ξ.

In the presence of disorder above a critical value, the electronic wave function may

be profoundly altered and the condition of localization sets in with localization

length increasing above the mean free path (ξ�l). This results in a non-ohmic

behavior of conductance, depending on the extent of localization. Considering

these factors, the scaling function is constructed as [22]

f(g) = d(lng)/d(lnL) (1.1)

where, L is the size of the system, g is the conductance (G) of the system expressed

in the units of e2/� and f(g) is the scaling function. Using Equation 1.1, along

with the correction for asymptotic forms as well as other perturbative corrections,

a scaling conductance function for systems with the different extent of disorder

can be formalized to understand the transport properties [22,23].

The localization effect can be observed in disordered materials by measuring

the temperature dependence of electrical resistivity [23,24]. With the decrease

in the temperature, resistivity increases exponentially, ∼6–8 times in order, indi-

cating an insulating behavior [25]. With considerable ordering, a material may

have much lesser room temperature resistivity which remains more or less temper-

ature independent, indicating a crossover from insulating behavior to a metallic

state [25]. In the critical regime, the resistivity behavior gets modified with a
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T 1/2 or logarithmic temperature dependence due to the carrier-carrier scattering

or a phonon-mediated scattering of charge carriers [22]. At a higher degree of

ordering, the resistivity slightly decreases with increasing temperature, showing

metallic behavior [25].

1.4 Magnetic materials

The timeline of magnetism begins around 600 BC, with the description of at-

tracting properties of natural magnetite (Fe3O4), by Greek philosophers. Most

of the fundamental concepts of magnetism and its relation with electricity were

discovered during 17th and 18th century through the works of the eminent scien-

tists Hans Christian Oersted, Andre Marie Ampere, Carl Friedrich Gauss, Jean

Baptiste Biot, Felix Savart, Michael Faraday and James Clerk Maxwell.

The most important fundamental quantity in magnetism is the magnetic mo-

ment (m). The magnetic moment of an electron have contributions emerging from

both the spin and the orbital motion. The amount of magnetic moment due to

the spin and the orbital motion of an electron in the first Bohr orbit is the same,

and is called the Bohr magneton (μB), given by Equation 1.2 [26].

μB =
eh

4πmc
(1.2)

where e is the charge of the electron, h is the Plancks constant, m is the mass of

the electron and c is the velocity of light in free space.

For a bar magnet, the magnetic moment is defined as the torque acting on a

bar magnet when placed perpendicular to a uniform magnetic field of strength 1

Oe (Oersted) (Equation 1.3) [26].

m = (pH sin θ)

(
l

2

)
+ (pH sin θ)

(
l

2

)
= pHl sin θ (1.3)
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where, m is the magnetic moment, p is the magnetic pole strength, H is the

uniform magnetic field strength, θ is the angle between magnetic filed and the

magnet and l is the length of the bar magnet. When, H=1 Oe and θ=90◦

m = pl (1.4)

The unit of magnetic moment (m) is erg/Oe and is known as the electromagnetic

unit (emu) of magnetic moment. In order to quantify the magnetic strength or

the degree of magnetization of a material, its magnetic moment is presented as

the magnetic moment per unit volume (M ) given by Equation 1.5 [26].

M =
m

v

(
emu

cm3

)
(1.5)

where v is the volume of the material. But it is convenient to express the extent of

magnetization in terms of the mass of the material due to the advantages that mass

is temperature independent and can be measured more accurately than volume.

The mass magnetization or specific magnetization (σ) is given by

σ =
m

w
=

m

vρ
=

M

ρ

(
emu

g

)
(1.6)

where w is the mass and ρ is the density. Like any other extrinsic property, mag-

netization can also be expressed per mole, per unit cell, per formula unit, etc.

However, depending on the type of the magnetic material, different magnetization

behavior are observed at different field strengths and therefore, a magnetic ma-

terial cannot be characterized completely by knowing the magnitude and sign of

M. The quantity which accounts for the magnetic field (H ) dependence of M is

known as the magnetic susceptibility (χ), which is mathematically expressed as

χ =
M

H

(
emu

Oe cm3

)
(1.7)
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This quantity is also known as volume susceptibility (χv) since the magnetic mo-

ment per unit volume is used. Susceptibility can also be expressed in many

other ways such as mass susceptibility (χm = χvρ, where ρ is the density),

atomic susceptibility (χA=χvA, where A is the atomic weight), molar suscepti-

bility (χM = χvM
′, where M′ is the molecular weight), etc.

Magnetic induction or total flux density (B) determines the response of a

magnetic material towards the applied magnetic field. The relation connecting B

and H is

B = H + 4πM (1.8)

B

H
= 1 +

4πM

H
(1.9)

μ = 1 + 4πχ (1.10)

where, μ =
B

H

(
gauss

Oe

)
(1.11)

The ratio of B to H determines how permeable a material is to the magnetic field

and is called as magnetic permeability (μ). A material which concentrates a large

amount of flux density in its interior has a high permeability.

1.4.1 Types of magnetism

Some materials contain paired electrons in all the shells of their constituent atoms,

then the atom as a whole has no net magnetic moment and such materials are

called diamagnetic. In these materials, the extra currents generated in the atom by

electromagnetic induction when subjected to a magnetic field are always opposite

to the direction of the applied field. Therefore, the induced magnetic moments are
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Figure 1.1: Temperature dependence of susceptibility for dia and paramagnetic materi-

als. Taken from reference [26].

directed opposite to the applied field, where the magnitude of this ‘negative’ mo-

ment is directly proportional to the strength of the applied field. This condition

was first observed in bismuth and antimony by J. Bergmann in 1778 for which

Michael Faraday coined the name diamagnetism in 1845. Atoms with closed shell

electronic configuration like inert gases, H2, N2, NaCl, covalently bonded car-

bon, silicon and germanium, most of the organic compounds, superconductors,

heavy metals with many core electrons such as mercury, gold, copper, etc. are

generally diamagnetic with temperature independent diamagnetic susceptibility

(Figure 1.1). The diamagnetism of a molecule can be determined by adding the

diamagnetic susceptibility of every atom and bonds in the molecule [27]. The

values of the diamagnetic susceptibility of different atoms and bonds are known

as Pascal’s constants [27]. Diamagnetic materials find applications in delicate

magnetic measurements, magnetic field aided alignment of liquid crystals and in-

organic materials such as mesoporous silica [28]. Superconductors below their

superconducting transition temperature behave as perfect diamagnets repelling

the applied field completely and hence is used for magnetic levitation [26].

Unlike diamagnetic materials, the constituent atoms or ions of a paramagnetic
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material contain unpaired electrons and therefore has a permanent magnetic mo-

ment. But these atomic moments are randomly oriented and dynamic as a result

of the thermal agitation. Therefore, the material as a whole shows no or very

small net magnetic moment. But in the presence of an applied magnetic field, the

individual atomic moments tend to align in the direction of the applied field due

to which the net magnetic moment increases with field. A very large net param-

agnetic moment can only be achieved at large applied fields and low temperatures

which drop back to zero on the removal of the applied field or an increase in the

temperature due to the predominance of the randomizing thermal energy over the

aligning magnetic field. At normal temperatures, paramagnets show small posi-

tive susceptibility in the range of 10−3 to 10−5 emu g−1 Oe−1 since only a partial

alignment of the atomic moments are possible in an applied magnetic field [26].

The expression for the temperature dependence of paramagnetic susceptibility

was formulated by Pierre Curie after a series of experiments, using a large num-

ber of substances, over an extended range of temperatures, during 1895. Curie

assumed that the individual atomic moments are non-interacting and derived a

relation between susceptibility per mole of the material (χM) and temperature

(T ) called the Curie law which is (Figure 1.1) mathematically given as [26]

χM =
C

T
(1.12)

where C is the Curie constant per mole. Later, in 1907, Curie law was modified

to a more general form by Weiss, called the Curie-Weiss law, considering that the

elementary atomic moments do interact among themselves and thereby generating

a fictitious internal field called the molecular field (Hm). The molecular field is not

a real field and rather is a force which is directly proportional to the magnetization

already achieved by the material and is mathematically given as

Hm = γM (1.13)
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where γ is called the molecular field constant. The material when placed in an ex-

ternal magnetic field (H ) is therefore affected by both this field and the molecular

field. Hence, the total field (H t) is given by

Ht = H +Hm (1.14)

Weiss modified the Curie law using these relations to obtain the Curie-Weiss law

as

χm =
C

T − ρCγ
=

C

T − θ
(1.15)

where θ = ρCγ and is a constant with dimensions of temperature. For interacting

atomic moments, θ measures the strength of the interaction since it is directly

proportional to γ. The Curie law is thus a special case of Curie-Weiss law with

θ=γ=0, when the atomic spins are non-interacting [6,26].

Ferromagnetism is the property by which the atomic moments in certain ma-

terials tend to align in a particular direction, in the absence of an external applied

field below a certain characteristic temperature called the Curie temperature (TC).

The alignment of moments in a ferromagnetic material is shown in Figure 1.2a.

Above TC , the atomic moments are randomly oriented as in a paramagnetic mate-

rial and hence a ferromagnetic material behaves as a paramagnet and the suscep-

tibility follows the Curie-Weiss law. The temperature dependence of the inverse

susceptibility (χ−1) and saturation magnetization (Ms) of a ferromagnetic material

above and below TC , respectively, is shown in Figure 1.2a. Ferromagnetism is ob-

served in transition metals and their alloys like Fe, Co, Ni, FeNi, CoNi, Cu2MnAl,

etc.

The theory of antiferromagnetism was developed by Neel in the year 1932.

He applied Weiss molecular field theory to explain the small positive suscepti-

bility and the peculiar temperature dependence of susceptibility (Figure 1.2b) of

an antiferromagnet. In an antiferromagnetic material, individual magnetic mo-

ments align in a regular pattern with neighboring moments pointing in opposite
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Figure 1.2: Arrangement of moments and temperature dependence of the inverse sus-

ceptibility (χ−1) for (a) ferromagnetic, (b) antiferromagnetic and (c) ferrimagnetic ma-

terials. The plots (a) and (c) shows temperature dependence of saturation magnetization

(Ms) below TC . Taken from reference [26].
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directions (Figure 1.2b). This results in two sublattices with equal and opposite

magnetization giving a net zero magnetic moment to the material. The first exper-

imental evidence for antiferromagnetic ordering was obtained during the neutron

diffraction experiments on MnO by Shull and Smart in 1949 [29]. Similar to a

ferromagnetic material, antiferromagnetic material too behaves as a paramagnet

above a certain temperature called the Neel temperature (TN ). Generally, TN lies

far below room temperature so that low-temperature measurements are required

to identify an antiferromagnetic material.

Similar to a ferromagnetic material, a ferrimagnetic material also exhibits sub-

stantial notable magnetism at room temperature. The arrangement of magnetic

moments in a ferrimagnetic material is as shown in Figure 1.2c. A spontaneous

magnetic moment arises from the net moment due to the partial cancelation of

magnetic moments of the two sublattices. Ferrimagnets also behave as param-

agnets above a certain temperature called the Curie temperature (TC). Due to

the presence of spontaneous magnetization, ferrimagnets finds numerous indus-

trial applications similar to the ferromagnets. The most important class among

them is ferrites, which are the double oxides of iron and another metal [6,26].

For a magnetic material, the magnetization (M ) vs magnetic field (H ) curve

is typical of that material and is known as the magnetization curve. For a para-

magnetic material, M varies linearly with H, with a positive slope (Figure 1.3a).

The diamagnetic material has a negative susceptibility with the M decreasing

with increase in H (Figure 1.3b). The two important features of magnetization

curves of ferromagnetic and ferrimagnetic materials are saturation and hysteresis

(Figure 1.3c). Saturation magnetization (M s) is the constant magnetization that

a material attains in the presence of sufficiently high magnetic field. On remov-

ing the applied magnetic field, a finite magnetization exists, called the remanent

magnetization (Mr). In order to remove Mr, a magnetic field needs to be ap-

plied in the opposite direction called the coercive field (Hc). The word hysteresis

means “to lag behind” and is used to describe a phenomenon which lags behind its

cause. For a magnetic material, hysteresis shows the irreversibility in the magneti-
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Figure 1.3: Typical M-H curves of (a) paramagnetic, (b) diamagnetic, (c) ferromag-

netic/ferrimagnetic and (d) superparamagnetic materials.

zation when the external magnetic field is removed after magnetizing the material

to the saturation limit. Different types of magnetism; diamagnetism, paramag-

netism, ferromagnetism, ferrimagnetism and antiferromagnetism are observed in

magnetic materials which can be determined by measuring their magnetic suscep-

tibility, saturation magnetization and hysteresis behavior [16,26].

The long range ordering of the magnetic moments, in a magnetic material, arise

due to the different type of exchange interactions between the atomic moments.

The exchange energy (E ex) between the atoms with spins Si and Sj is given by [26]

Eex = −2J
∑

Si.Sj = −2J
∑

Si.Sj cosφ (1.16)

where, J is a particular integral called the exchange integral, which occurs in

the calculation of the exchange effect, and φ is the angle between the spins Si

and Sj. If J is positive, E ex is minimum when the spins are parallel (ferromag-

netic). However, if J is negative, E ex is minimum when the spins are antiparallel

(antiferromagnetic). Therefore, a positive vale of J is the necessary condition

for ferromagnetism to occur, whereas, a negative value of J produces the anti-
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Figure 1.4: A triangular lattice showing frustration among spins due to antiferromag-

netic (AF) nearest neighbor interaction.

ferromagnetic arrangement of magnetic moments [26]. There are mainly three

mechanisms of magnetic exchange, namely, direct exchange, superexchange and

double exchange [26].

The magnitude and sign of the magnetic exchange interaction between two

magnetic moments are very sensitive to the distance between them [26]. In some

materials, a pair of localized magnetic moments shows a roughly equal probability

of having a ferromagnetic or antiferromagnetic interaction through two different

paths [30]. As a result of this possibility of a contradictory ordering between two

magnetic moments, the moments are said to be frustrated and such systems with

frustrated magnetic moments are called as a spin-glass [31]. The frustration in a

spin-glass can be visualized by considering an anisotropic triangular lattice with a

mixture of an antiferromagnetic nearest neighbor interactions operating in equal

strengths (Figure 1.4) [31]. The antiferromagnetic exchange interaction between

the magnetic moments makes both the up and down spin arrangement of the

third magnetic moment equally probable, thereby making the spin frustrated and

affecting the long range spin arrangement of the material. This type of spin frus-

tration can be visualized in crystallographically ordered materials with pyrochlore
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or kagome lattices [31]. The spin-glass state can also be observed in disordered

materials in which the randomly oriented magnetic moments interact in all three

dimensions through the long range Ruderman-Kittel Kasuya-Yosida (RKKY) in-

teractions [32]. A cusp in the temperature dependence of susceptibility, at low

temperatures, due to the freezing of the magnetic moments is considered to be the

characteristic of a spin-glass [30].

1.4.2 Magnetism in nanomaterials

Magnetic materials have always been in the limelight due to their immense po-

tential applications. Magnetic nanomaterials are more exciting since they exhibit

novel magnetic effects owing to the size reduction, extending the possibilities and

achievements of bulk magnetic materials [2,9,15]. They are potential candidates

for next generation ultrastrong paramagnets and data storage devices with stor-

age capacity extending to terra bit range per square inch [33]. They also find

applications in mechanical, electronic and biomedical industry [9]. The proper-

ties of an assembly of magnetic nanomaterial depend on the spacial correlation

of spins which determines the type and extent of nanoscale exchange coupling.

Therefore, magnetic thin films, multilayers, two and three-dimensional arrays or

clusters show different magnetic behavior when compared to that of an individual

isolated particle and find applications in diverse areas [34]. Another interesting

nanomagnetic material is the liquid magnet or ferrofluids and magnetic nanofluids

which are formed by dispersing fine magnetic particles in a suitable solvent [35].

A variety of materials can be used with their size typically below 10 nm, such as

Fe3O4, BaFe12O19, Fe, Co and Ni for applications such as coolants, liquid bear-

ings and to monitor magnetic fields and domain configurations [33]. Among the

magnetic nanomaterials, magnetic iron oxides such as Fe3O4 and γFe2O3 are the

most widely studied materials due to their stability, biocompatibility, ease of size-

controlled synthesis and functionalization. They find applications in the areas

involving targeted drug delivery, hyperthermia, ferrofluids, gene separation and

magnetic adsorbents [36].
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A magnetic nanomaterial exhibits unique magnetic properties when compared

to a bulk magnetic material. According to the domain theory of a ferromagnetic

material, its demagnetized state has a number of small regions of spin clusters

with identical ordering called domains. Therefore, each domain is spontaneously

magnetized to the saturation limit but the direction of magnetization is different

for different domains so that the net magnetic moment is zero. The reversal in the

direction of the magnetic moment of the adjacent domains occurs over a distance

involving a few moments and in a gradual manner known as the domain wall or

Bloch wall [37]. When the size of a magnetic material is reduced to a size which is

less than the size of a domain, then the material will not accommodate a domain

wall and so will consist of a single domain. The size limit (Dc) for the formation

of a single domain particle can be obtained by considering the interplay between

domain wall energy and magnetostatic energy for a magnetic nanoparticle and is

given by Equation 1.17.

Dc ≈ 9(AKu)
2

μ0M2
s

(1.17)

where, A is the exchange anisotropy constant and K u is the uniaxial anisotropy

constant, μ0 is the vacuum permeability and M s is the saturation magnetization

[7]. Typical values for D c are about 15 nm for Fe, 35 nm for Co, 30 nm for γ-Fe2O3

and 750 nm for SmCo5 [38].

For a single domain particle, the anisotropy energy density E is given by the

relation [26]

E = KV sin2 θ (1.18)

where K is the magnetic anisotropy constant, V is the volume of the particle and

θ is the angle between the magnetization and the easy axis. Hence, there can be

two minima in the anisotropy energy corresponding to magnetization parallel (θ =

0) and antiparallel (θ = π) to the easy axis separated by an energy barrier at θ =
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π/2. But for a nanoparticle, KV is very small and hence an energy fluctuation can

easily overcome the anisotropy energy and thereby spontaneously reverse the mag-

netization of a particle from one easy direction to the other even in the absence of

an applied field. Therefore, if we consider a distribution of non-interacting single

domain particles, having thermal energy kBT, where kB is the Boltzmann con-

stant and T the temperature, the thermal energy can overcome anisotropy energy

barrier when kBT � KV . As a result, the system will then behave as a param-

agnet with one exception that the individual moment arises from a single domain

ferromagnetic particle with many numbers of atomic spins that are ferromagnet-

ically coupled by exchange forces and is therefore called as a superspin and the

property is called superparamagnetism. The temperature at which the thermal

energy overcome the anisotropy energy barrier is called as the superparamagnetic

blocking temperature (TB). The magnetization curve for a superparamagnetic

material below TB is similar to that of a ferromagnetic or ferrimagnetic material

(Figure 1.3c). However, above TB, the superparamagnetic materials show a mag-

netization curve with zero coercivity and a non-saturating trend (Figure 1.3d). A

dense magnetic nanoparticle sample may show glassy dynamics due to the dipolar

and exchange interactions between the particles [39]. Due to the unique magnetic

properties, superparamagnetic materials find applications in targeted drug deliv-

ery, magnetic hyperthermia, magnetic resonance imaging, ferrofluids, sensors and

magnetic adsorbents [6,26].

1.5 Carbon-based materials

1.5.1 Diamond and graphite

The extraordinary ability of the chemical element carbon to combine with itself

and other chemical elements in different ways is the basis of organic chemistry

and of life. The chemical versatility due to catenation gives rise to a rich and

diverse structural forms of solid carbon [40]. The carbon atom has a ground state

electronic configuration ls2, 2s2, 2p2 and can form hybrid bonds by the promotion
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Table 1.3: Some properties of carbon-carbon bonds. Taken from reference [40].

Bond type Bond order Bond length Mean bond enthalpy

(pm) (kJ mol−1)

C(sp3)-C(sp3) 1 153.0 348

C(Ar)-C(Ar) 1.5 138.4 518

C(sp2)-C(sp2) 2 132.2 612

C(sp)-C(sp) 3 118.1 838

*Ar - Aromatic

Figure 1.5: (i) sp, sp2 and sp3 hybridization in carbon atoms. Unit cell structures of

(ii) hexagonal graphite and (iii) cubic diamond.
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of electrons followed by hybridization. The emergence of different structural forms

on catenation is basically due to the difference in the geometrical arrangement of

hybrid orbitals with the sp3, sp2 and sp hybridization of carbon atoms (Figure 1.5).

Table 1.3 summarizes the variation in the bond order and the mean bond enthalpy

for different types of carbon-carbon bonds.

Carbon-based systems exist in both crystalline and amorphous forms. The

most common and well-known crystalline allotropes of carbon are cubic diamond

and hexagonal graphite (Figure 1.5). Diamond, being a gemstone, is a precious

commodity and is also of industrial relevance due to its hardness. Diamond crys-

tallizes in a cubic form with each carbon when linked to four other carbon atoms

by means of sp3 bonds forming a strain-less tetrahedral array of carbon atoms

with C-C bond length of 153 pm with a zinc blende type structure [40]. Diamond

also exists in the hexagonal form (Lonsdaleite) with a wurtzite crystal structure

and a C-C bond length of 152 pm [41]. The crystal density of both types of

diamond is 3.52 g cm−3. Natural diamonds are obtained by mining whereas syn-

thetic ones are obtained from graphite after heating it with metals, followed by

a high-pressure crystallization (12-15 GPa) at elevated temperatures (1500-2000

K) [42,43]. Graphite, the second well-known allotrope of carbon, has a layered

structure and is of huge industrial importance. The basic units of the crystal

structure of graphite are the graphene plane or carbon layer plane which is the

extended planar hexagonal array of sp2 hybridized carbon atom having both σ and

π bonding. The most common crystal form of graphite is hexagonal (Figure 1.5)

and consists of a stack of layer planes in ABAB type stacking sequence [44,45].

Graphite also acquires a rhombohedral structure with ABCABC type stacking

of graphene planes and is observed in very small quantities in well-crystallized

graphite [45]. The density and in-plane C-C bond distance for both forms of

graphite are 2.26 gcm−3 and 142 pm, respectively [46]. This observed bond dis-

tance is intermediate to that of pure C-C sp3 and sp2 bonds (Table 1.3) due to

the resonance delocalization of electrons. The large inter-layer distance of 335 pm,

when compared to the in-plane C-C bond length, suggests that the π-π interaction
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must not be responsible for holding the layers together. Recent scanning probe

microscopy images suggested that the π-orbital interaction could be responsible

for the weak bonding situation [46,47]. Like diamond, graphite also occurs in na-

ture and synthetic specimens can be prepared by high-temperature treatment of

graphitizable carbons, in the range of 3000–3500 ◦C.

Both diamond and graphite being chemically inert, their structural difference

due to different C-C bonding characteristics imparts variations in their physical

properties. Table 1.4 presents the differences exhibited by these allotropes in

some of the physical properties. Due to its extreme hardness, diamond is used in

cutting, drilling, polishing, high-performance bearings, etc. Graphite is the most

important synthetic precursor for synthesizing nanocarbon materials and is having

much wider applications. Some of the applications include the use as pencil tip,

battery electrodes, heat sinks for X-ray anodes, a refractory material in metallurgy

and as a dry lubricant [40].

1.5.2 Carbon nanostructures

The discovery of carbon nanomaterials has revolutionized modern science due

to their unique chemical and physical properties. Various carbon-based nanos-

tructures are now synthesized in all possible dimensionalities ranging from zero

dimension (fullerenes) to three dimension (nanodiamond). One-dimensional struc-

tures includes carbon nanotubes (CNTs), carbon nanofibers (CNFs), graphene

nanoribbons and diamond nanorods. The two-dimensional carbon structures in-

clude graphene and diamond nanoplatelets. The ground breaking discoveries of

fullerenes and graphene were recognized by the Nobel prize in chemistry in 1996

and in physics in 2010, respectively.

Fullerenes have the cage structured carbon network with different fixed propor-

tions of sp3 and sp2 carbon atoms ranging from 18 atoms to 100 atoms in number

and therefore have considerable angle strain [48]. The most popular fullerenes the

is one with 60 carbon atoms (Figure 1.6a). Fullerenes can be prepared by dif-

ferent methods like arc vaporization of graphite, laser ablation, resistive heating,
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Table 1.4: Properties of diamond and graphite. Taken from reference [49].

Properties Diamond Graphite

Density 3.515 2.267

(g/cm3)

Hardness 79–102 Soft

(GPa)

Thermal conductivity 2000–2500 (‖c) 1–6
(W/mK) (at 25 ◦C) (⊥c) 3000

Refractive index 2.42 (‖c)2.15
(⊥c) 1.8

Magnetic Susceptibility (-4.5±0.2)x10−7 (‖c) -30x10−6

(emu/g) (⊥c) -5xl0−7

Dielectric constant 5.7 (‖c) 2.6

Resistivity >1014 (‖c) 3.28×10−2

(Ohm m) (⊥c) ∼10−6

Carrier Mobility 2200 electrons (‖c) 100 electrons

(cm2/V s) 1600 holes 90 holes

(⊥c) 20000 electrons

15000 holes
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Figure 1.6: Structure of (a) C60, (b) CNT and (c) graphene.

high frequency inductive heating and combustion of benzene-oxygen mixtures in

laminar flow flames [50,51]. The C60 buckyball has a combination of 12 pentagons

and 20 hexagons, forming a spheroid shape with 60 vertices for 60 carbons. Al-

though C60 has an alternating system of 60 single and 30 double bonds, there is

little π electron delocalization due to its curvature [48,52]. As a result, fullerenes

exhibit little aromaticity and instead behave like giant electron-deficient alkene,

thereby reacts readily with nucleophiles, bases, reducing agents and radicals [53].

The unusual electronic environment prevailing in C60, their derivatives, polymeric

forms, thin films and alkali metal encapsulated structures make them potential

catalysts for many organic reactions which are otherwise not feasible [48,54–56].

They also exhibit good hydrogen storage capacity in which hydrogen is stored

and released by reversible redox reaction involving carbon-carbon double bond

and hydrogen [57,58]. Fullerenes and their derivatives have interesting physical

properties like extreme strength, non-linear optical response, unusual electrical

and magnetic properties like superconductivity and ferromagnetism [48,59–62].

A CNT can be visualized as rolled hexagonal carbon networks or graphene

that are capped by pentagonal carbon rings at both the ends (Figure 1.6b).

There are two types of carbon tubes, single-walled (SWNTs) and multi-walled

(MWNTs), based on the number of graphene sheets rolled together to give con-

centrical tubes [63]. The length of CNTs are usually in micrometer, however,

their diameter is in nanometers. SWNTs have a smaller diameter in the range
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of a few nanometers, whereas MWNTs have a larger diameter of several tens of

nanometers. Depending on the directionality in which graphene sheets are rolled,

the chirality of CNTs varies, forming zig-zag, armchair or chiral nanotubes [63].

The quantum confinement of electrons perpendicular to the nanotube axis by the

graphene wall results in unique physical properties since electrons can now prop-

agate only in one direction, being the nanotube axis. This type of one directional

quantum conduction with negligible resistance is not possible in a three dimen-

sional graphite crystal. The density of states near the Fermi level (EF ) is found

to depend critically on the chirality of CNTs imparting a metallic property to

armchair CNTs and semiconducting property to zig-zag CNTs [64]. Therefore,

the physical and chemical properties of CNTs depend on the different structural

parameters like inner diameter, outer diameter, the number of walls and the chi-

rality of CNTs [64]. CNTs can be synthesized using a wide variety of processes

involving arc-discharge, laser ablation, electrolysis of carbon electrodes, chemi-

cal vapour deposition, hydrothermal methods and pyrolysis of hydrocarbons over

metal particles [65,66]. Some of the possible applications of CNTs include conduc-

tive films, solar cells, fuel cells, supercapacitors, transistors, memories, displays,

separation membranes and filters, purification systems, sensors, clothes and drug

delivery [67–70].

The latest and most important additions to the nano carbon family which has

lead to an explosion of ideas are the two-dimensional structures including graphene

(Figure 1.6c) and graphene-related materials like graphene nanoribbons, graphene

oxide and reduced graphene oxide [71,72]. Graphene-related systems have been

suggested as alternative material for nearly every possible applications [73]. This

large demand has triggered the developments in synthetic techniques, doping and

functionalization of graphene related systems [74,75].

The most explored aspect of graphene physics is its electronic properties. Elec-

trons propagating through a perfect carbon honeycomb lattice completely loose

their effective mass and, as a result, these quasi-particles are described by a Dirac-

like equation rather than the Schrödinger equation [76–78]. The theoretical cal-
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culations of the energy band structure showed that graphene has geometrically

similar valence and conduction bands which intersect at a single point of zero

states at the intrinsic Fermi level called the Dirac point, giving graphene a zero-

gap semiconducting nature with semi-metallic properties. The two-dimensional

quantum confinement leads to some peculiar properties like the quantum Hall

effect, Klein tunneling and field effect [78]. Even though graphene is highly flex-

ible, it exhibits huge mechanical strength of 130 Gpa and also can withstand

elevated temperatures [79]. Graphene can adhere to metal as well as metal oxide

surfaces thereby acting as a hydrophobic coating as well as can act as a pro-

tective sheath which effectively reduces corrosion rate to about 20 times [80,81].

Graphene can also be extremely useful in integrated circuits and computer chips

due to its high electrical and thermal conductivity (5×103 W/mK) along with

a negative thermal expansion coefficient owing to the two-dimensionality of out-

of-plane phonons [82–84]. The observation of Peltier cooling in metal-graphene

junctions is also highly promising while considering high-performance electronics

and miniaturization of devices [85]. Strong and flexible transparent conducting

graphene films along with graphene quantum dots can find applications in next

generation flexible displays along with other numerous optoelectronic, sensor and

biomedical applications [73,78].

Apart from these physical properties, graphene and its derivatives like graphene

oxide and graphene nanoribbons can exhibit diverse properties due to their unique

surface characteristics [86,87]. They can adsorb different atoms or molecules like

K, NH3, NO2, I2, etc. on to their surfaces forming donor-acceptor systems similar

to graphite [88–91]. Graphene-based systems currently find their use as a support

material for catalytically active transition metals [92]. The nanometer scale corru-

gations in doped or functionalized graphenes as well as in pristine graphene offer

further possibilities since they can modify the local environment thereby altering

their reactivity. This can enable to perform a wide range of transformations and

may offer extraordinary potential in the design of novel catalytic systems, thus

making them effective in catalysis [73,93]. The large surface area in the range of
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∼2500-3000 m2/g makes them effective in environmental applications like water

treatment. They are also promising candidates for applications in sustainable en-

ergy devices like supercapacitor and solar cells [94–96]. Chemical modification or

insertion of defects, both intrinsic and extrinsic, in the perfect honeycomb lattice

of graphene can perturb the surface energy as well as the energy band structure,

increasing the density of states near the Fermi level due to which the properties

will be substantially modified and thus open up further possibilities to engineer

graphene for many diverse applications [93,97].

1.5.3 Disordered carbon structures

Carbon structures lacking long range order falls under the broad category of dis-

ordered carbon. Their bonding characteristics are intermediate between that of

diamond and graphite, with the presence of both sp3 and sp2 hybridized carbon

atoms at variable proportions [98]. The disordered structures having considerably

larger proportions of sp2 hybridized carbon, with a relatively long range of order-

ing when compared to other disordered carbons are called graphitic carbons [99].

Amorphous carbon (a-C) films can be deposited from carbon containing gases

and hydrogenated amorphous carbon (a-C:H) films can be prepared with different

proportions of hydrogen, where the hardness of the film is inversely related to

the concentration of hydrogen [100,101]. Films with 80-90% of sp3 carbons are

called tetrahedrally-bonded amorphous carbon (ta-C). Hard a-C:H films, known

as diamond-like carbon (DLC), are of great interest since their isotropic disordered

films without any grain boundaries have chemical inertness, hardness and elastic

modulus comparable to that of diamond [102–104].

The ternary phase diagram showing the composition of different disordered

carbon forms is shown in Figure 1.7 [105]. The different disordered carbon struc-

tures referred in the ternary phase diagram (Figure 1.7) can be synthesized by

different techniques like sputtering, pulsed laser deposition, ion-beam deposition,

plasma enhanced chemical vapour deposition, etc. using suitable precursors. In

addition to these disordered thin films, there are many other carbon forms with
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Figure 1.7: Ternary phase diagram of disordered carbon. Taken from reference [105].

disordered graphitic ordering such as soot, chars, glassy carbon and evaporated

a-C [106]. These sp2-rich carbons can be prepared by pyrolysis of suitable pre-

cursors or by a high temperature annealing of sp2-less carbons and falls in the

lower left corner of the phase diagram. Top corner contains DLC with 100% sp3

carbon and the right corner is limited by two hydrocarbon polymers (CH2)n and

(CH)n beyond which only molecules form, since structures with interconnecting

C-C bond with high hydrogen content are not stable [106].

In general, disordered carbon consists of both sp3 and sp2 hybridized carbon

atoms distributed in different proportions [107,108]. If we consider a mixed state

with a small proportion of sp3 sites in an sp2 matrix, one sp3 site can interact

with four hexagonal rings of two different graphite planes due to their tetrahedral

geometry. Therefore, a small amount of sp3 sites in a perfect graphite lattice

can completely destroy the ordered arrangement. Such disordered lattice has a

considerable amount of structural strain due to the local distortions created by

the sp3 sites [109,110]. With thermal energy being available, the system tries

to minimize its lattice energy by forming graphitic clusters by the migration of

the sp3 defects to the sp2 network. The ease of migration of the sp3 defects and

the resulting clustering depends on the sp2 to sp3 ratio, where the energy barrier
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decreases with increasing sp2 fraction.

Disordered carbon materials are classified as graphitizable and non-graphitizable,

depending on the structural disorder present in the material. Graphitizable carbon

is considerably ordered with low sp3 content whereas non-graphitizable carbon is

highly disordered and has a higher proportion of sp3 carbon sites [109,111]. Due

to the initial difference in the crystallinity, with heat-treatment, graphitizable

carbon exhibits much higher structural ordering than non-graphitizable carbon.

The lower limit of structural ordering in non-graphitizable carbon, than that in

graphitizable carbon, is due to the fact that the structural ordering results from

the growth of crystallites already present in the material and not by the forma-

tion of new crystallites. The three basic steps involved in the thermally assisted

structural enhancement are (i) in-plane crystallite growth, (ii) coalescence of a

crystallites along the c-axis and (iii) coalescence of crystallites perpendicular to

the c-axis [109]. The first step involves the in-plane growth of small graphitic

clusters which starts at relatively lower temperatures (400-600 ◦C) and proceeds

at higher rates with elevation in the temperature. Second and third steps proceed

through a thermally activated process which requires much higher temperatures

(≥1000 ◦C for step-ii and ≥1500 ◦C for step-iii). Step-i and step-ii are observed

in both types of carbon, whereas step-iii is observed only in graphitizable car-

bon. It is difficult to induce a perfect graphitic structure by the heat-treatment

process, however, the crystallinity can be increased to form a defective graphitic

system [112].

The sp3 and sp2 carbons give rise to the valence σ and conduction σ∗ states sep-

arated by a large gap (∼4-6 eV) and the sp2 carbons form the π and π∗ states which

occupy the larger gap formed between the σ states. Because of this difference, the

sp3-rich carbon systems have less density of states near the Fermi level, compared

to the sp2-rich systems [107]. The π states formed by the sp2 carbon atoms are

sensitive towards different factors like the sp3 to sp2 ratio, their geometrical corre-

lation and clustering of sp2 carbon atoms [108]. Therefore, these factors determine

the energy band structure and the electronic properties which get modified in a
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particular system depending on the proportion, clustering or spatial correlation

of the sp2 carbon atoms [49]. The physical properties of different disordered car-

bon materials depend on the sp3 to sp2 ratio, extent and type of clustering of sp2

phase and presence of heteroatoms. The sp3 content mainly determines the elastic

constants whereas the sp2 carbon atoms and presence of heteroatoms determine

the optical, electronic and mechanical properties [49,113–115]. The possibility of

preparing disordered carbon structures with slight modifications in the structural

elements, has made them applicable in a variety of fields like magnetic hard disk

coatings, wear-protective and antireflective coatings for tribological tools, engine

parts, razor blades, corrosion and gas permeation barrier, biomedical coatings

for implants, electromechanical and electrochemical systems [105,106,116–120].

Chemically modified disordered carbons, like the fluorinated derivatives, are of

special importance due to their low dielectric insulating nature which is useful

in improving the switching performance of circuits [121]. The observations of

disorder-dependent fluctuations in metal-insulator transitions [25], photoconduc-

tivity [122], photoluminescence [123], superconductivity and magnetism [124] are

of widespread interest and great significance.

1.5.4 Activated carbon

Activated carbon is obtained by either chemical or physical activation of a carbon-

based material and has a large specific surface area (1000–3000 m2/g) due to the

high porosity [125–127]. Carbon-based materials or carbonaceous precursors like

organic molecules or polymers can be used for preparing activated carbon by heat-

treating at high temperatures (physical activation) in the presence of gases such

as O2, CO2, etc. [127]. However, the activated carbons produced by the heat-

treatment carbonaceous precursor after mixing them with a suitable activating

agent such as KOH, NaOH, ZnCl2, H3PO4, etc. (chemical activation) have very

large surface area and porosity when compared to the physically activated carbons

[127]. The surface area and porosity of the activated carbon is also determined by

the factors like activation temperature, the amount of activating agent used and
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carbonaceous precursor used [128].

Due to the specific large surface area and porous nature, they find applications

in water and air purification, gas storage and sequestration, sustainable, environ-

mentally friendly energy storage devices, etc. [126,129–131]. Independent surveys

indicated that the demand for activated carbon around the globe can raise by

7.9% every year and is estimated to reach 2.2 million metric ton by 2018 [132].

This increase in demand is mainly due to the recent stringent regulations imposed

on the industrial water and air purification standards. With such a huge need, the

selection of cheap and easily available organic materials like dead leaves, differ-

ent nut shells and seeds, husks, wood, sugarcane bagasse, etc., can minimize the

production cost and thereby increase the economic viability of activated carbon

for large scale applications. Several synthetic precursors like polymers, organic

molecules, carbon nanomaterials like graphene, fullerenes, nanotubes, nanofibers,

etc. have been used for preparing activated carbonaceous systems [126,133]. These

activated carbon-based materials are found to be more efficient and effective for

applications in energy storage devices like supercapacitors and battery electrodes

after performing a chemical or physical activation [126,134]. H2 storage is yet

another important application which makes activated carbon structures an im-

portant candidate while considering sustainable energy solutions [135]. The main

criteria that should be met for effective applications in these thrust areas are in-

creased specific surface area and a well-defined pore size distribution with a large

number of micropores [136]. But for environmental applications, such as water pu-

rification and adsorption of macromolecules like organic dyes, mesoporous carbon

is preferred [137].

1.6 Electrical properties of disordered carbon sys-

tems

Carbon-based systems like diamond, graphite, nanotubes, fullerenes, graphene,

etc. exhibit different electrical properties, from insulating to semiconducting to
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superconducting, owing to the difference in the bonding characteristics which in

turn determines the energy band structure [138,139]. Any modification in the

periodic array of carbon atoms in these structures results in the modification of the

band structure which thereby alters the electronic properties [49]. Therefore, the

three-dimensional disordered carbon systems, which are structurally in between

diamond and graphite, are of particular interest. They can form a wide spectrum

of materials (Figure 1.7) with unusual electronic structure and transport properties

depending on the nature and the spatial arrangement of sp3 and sp2 bonded carbon

atoms, when compared to the ordered allotropes [25,49]. Theoretical calculations

showed that in a non-graphitic disordered structure with arbitrary sp2 to sp3

ratio, the sp3 sites generate a large gap in the energy band structure, nearly

similar to that in diamond (∼5 eV). However, the sp2 sites, existing as pairs,

even-membered rings or chains of sp2 hybridized carbon atoms, form π states

with a smaller gap (∼2 eV), whereas isolated sp2 sites and odd-membered rings

form localized states in the gap giving a finite density of states around the Fermi

level for disordered carbons [139,140]. Therefore, in a large band gap formed by

σ states, there can be energy intervals formed by localized states known as the

mobility gap of an amorphous semiconducting material, where the mobility edge

separates the localized states from the extended band tail [24].

In disordered semiconductors with localized states, it is expected that elec-

tronic transport basically occurs by hopping of charge carriers through localized

π and π∗ states in the energy gap, which is mediated by phonons or thermal en-

ergy [141]. The specific nature of the hopping conduction in amorphous semicon-

ductors is still a matter of debate and different types of conduction mechanisms,

involving hopping of charge carriers, have been proposed. The most widely ob-

served mechanism is the nearest neighbor hopping by thermal activation of charge

carriers at high temperatures (Equation 1.19) which involve the jump of charge

carriers from one localized state to another localized state or extended states of the

energy band with higher energy, utilizing the available thermal energy. Thermally

activated hopping conduction is generally observed in highly disordered carbons
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like those heat-treated below 800 ◦C [142,143].

ρ(T ) = ρ0 exp

(
Ehop

kBT

)
(1.19)

where ρ(T ) is the pre-exponential factor, ρ(T ) is the resistivity at temperature

T, Ehop is the activation energy for the hopping of charge carriers and kB is the

Boltzmann constant.

Another commonly observed transport mechanism in disordered carbon-based

materials is the variable range hopping type conduction near the Fermi level,

especially at low temperatures and is given by the Mott’s T1/4 law (Equation 1.20)

[24].

ρ(T ) = ρ0 exp

(
T0

T

)1/4

(1.20)

where ρ(T ) is the temperature dependant resistivity, T is the temperature, ρ0

is the pre-exponential factor, T0 is the characteristic Mott temperature which

depends on the electronic structure, density of states near the Fermi level and the

localization length. The Mott variable range hopping (VRH) model is based on the

thermally assisted hopping of charge carriers between the localized states which

are far in space but energetically positioned near the Fermi level with comparable

energy. However, the power to which the temperature is raised in Equation 1.20

is found to vary depending on the dimensionality of the material. Hence, a more

general form of Mott’s law (Equation 1.21) is used for describing the variable range

hopping conduction, given by

ρ(T ) = ρ0 exp

(
T0

T

)β

(1.21)

where β indicates the dimensionality of the conduction process with β = 1
d+1

, for

d -dimensional conduction [23,24].
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Apart from variable range hopping, many other types of conduction mech-

anisms are observed at low temperatures in disordered carbons [25,144]. The

Coulomb gap (CG) or Efros-Shklovskii (ES) type VRH conduction arises due to

the long-range Coulomb interaction between the localized electrons [145]. This

interaction breaks down the fundamental assumption of the Mott’s theory that

the density of states near the Fermi level is constant. It was shown by Efros et

al. that the density of states near the Fermi level vanish, creating a gap near

the Fermi level, called the Coulomb gap (CG), due to the interaction between

localized electrons which therefore modifies the conduction mechanism from Mott

VRH to CG VRH with β =1/2 (d=1) in Equation 1.21 [145]. A crossover from

Mott VRH to CG VRH has been observed in different systems such as disordered

carbon films, boron doped carbon and thin films of InxOy [25,146,147]. Miyake

et al. showed that the resistivity curve for sputtered amorphous carbon films de-

viates from Mott T1/4 law and rather has a T n dependence (Equation 1.22) due

to the multiphonon tunneling in this system because of the presence of a weak

lattice-carrier coupling in the delocalized π system [148,149].

σ(T ) = σ0 (T/T0)
n (1.22)

where σ(T ) is the conductivity at temperature T, σ0, A and n are constants [148].

The transport properties of partially ordered materials like the pre-graphitic

carbon fibers, defective graphene, etc. are found to be considerably different from

those exhibited by a highly disordered material [150]. In these materials, the

resistivity exhibits weak temperature dependence, which can be explained only

by weak localization mechanisms. More details regarding the weak localization

mechanisms are discussed in Chapter 5 (Section 5.5.1).

The fluctuations in the transport properties of disordered carbons, with the

extent of ordering, make them particularly interesting due to the scientific and

industrial importance of cheap and easily processable semiconducting materials.

The density of states near the Fermi level and the extent of localization depend

critically not only on the sp2 to sp3 ratio but also on the spatial correlation and
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clustering of sp2 sites, disorder, presence of hetero-atoms and sp3 defects [108].

Changes in the room temperature conductivity and a shift in the conduction mech-

anism from p-type to n-type were observed after incorporating metallic impurities

and hetero-atoms like phosphorous, boron, nitrogen, etc. into the carbon lattice,

owing to the increase in the density of states near the Fermi level [151–154].

The disordered carbon obtained by the random inhomogeneous distribution

of sp2 clusters in an sp3 background are called as graphitic carbons and the ran-

dom assembly of nano-graphitic sp2 hybridized carbon domains are termed as

nanographites [25]. The thermal or pressure assisted ordering of disordered car-

bon to a nanographitic phase involves a large increase in the room temperature

conductivity with a decrease in the temperature dependence of conductivity below

room temperature, indicating an insulator to metal transition with the ordering of

graphitic clusters [25,155]. Apart from structurally disordered carbon, this kind of

disorder-induced metal-to-insulator, transition called as Anderson transition, has

also been observed in many doped semiconductor systems with a compositional

disorder like Si:P, AlxGa1−xAs and Ge:Sb [156].

1.7 Magnetism in carbon structures

Diamagnetism has been reported for nearly all carbon-based structures like graphite,

diamond, fullerenes, carbon nanotubes and perfectly ordered graphene [157–160].

Diamond has a large diamagnetic susceptibility of -4.5±0.2×10−7 emu/g , whereas

graphite shows anisotropic diamagnetic susceptibility of about -30×10−6 emu/g

and -5×l0−7 emu/g parallel and perpendicular to c-axis, respectively [161,162].

Further studies showed that the magnetic properties of carbon depend criti-

cally on the allotropic modification. Unlike diamagnetic diamond and graphite, in

a disordered non-planar carbon lattice containing both sp2 and sp3 carbons, spin

ordering and magnetic interactions take place [161,163]. This lead to the remark-

able development of molecular magnetism [164]. Some of the organic molecules

even showed ferromagnetic nature, with a very low TC (∼1 K) [161]. Due to the

enormous interest and large potential applications of lightweight organic ferromag-
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nets, many new compounds were synthesized and studied [164]. The accidental dis-

covery of ferromagnetism in the charge transfer complex tetrakis(dimethylamino)-

ethylene-C60 (TDAE-C60), with TC = 16 K was a breakthrough in d0 ferromag-

netism [165]. However, there was lot of skepticism about the intrinsic origin of

magnetic signals in TDAE-C60 but the magnetic measurements made by Suzuki et

al. [166] and Dunsch et al. [167] along with the electron spin resonance experiments

by Lappas et al. [168] pointed towards the intrinsic origin and demonstrated the

existence of an internal magnetic field of about 70 Oe. Later, more doped fullerene

systems were studied for their magnetic properties like the cobaltocene doped C60

by Mrzel et al. [169], who measured a TC of 19 K, which is higher than that of

TADE-C60.

One of the models proposed for making magnetic carbon is the modification

of an ordered graphene lattice by substitution of heteroatoms or by the creation

of defects using high energy irradiation [170]. The disordered carbon structures

include nanodiamond, nanographite, irradiated structures, tetrahedrally bonded

nanocarbon or carbon nanofoam, thermally graphitized carbon, reduced graphene

oxide, defective graphene, etc. Nanographite is one system which is particularly

studied in detail by both experimentalists and theoreticians due to the unique

behavior of the π-electron system. Moreover, in nanographites, the electronic

structure and the resulting optical, magnetic, transport and thermal properties

are completely governed by geometric factors like width, packing, curvature, pres-

ence of voids, edge geometry, etc. which give a lot of flexibility in tailoring the

properties and also provide novel systems for fundamental study [32,161,171,172].

A graphene layer can be terminated in two different geometries, the zigzag ge-

ometry and the armchair geometry (Figure 1.8a) [161]. Energy band calculations

showed that unlike the arm chair edges, the zigzag edges have a specific feature

with the appearance of a sharp peak in the density of states localized at the Fermi

level in the region where the π and π∗ bands of a 2D graphite contact each other

(Figure 1.8b) [161]. These flat energy bands near the Fermi level can contribute to

the paramagnetism by the conduction electrons, called the Pauli paramagnetism or
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Figure 1.8: (a) Edge geometry and (b) band structure in graphene. Taken from reference

[161].

can develop a ferrimagnetic structure whose extent is controlled by the magnitude

of the surface deformation caused by the electron–phonon interaction [161,173].

Similarly, the creation of defects in a perfect honeycomb lattice gives rise to

a sharp asymmetric peak in the density of states at the Fermi level where the

electrons can be easily spin polarized in an applied field to produce a measurable

magnetic moment [161,173]. A theoretical study of a graphene ribbon using local

spin density calculations showed that the entrapment of hydrogen by dangling

bonds at the nanographite perimeter forming bearded edges (Figure 1.8a) can

induce a finite magnetization [174]. However, the edge state magnetic moment is

fractional, about 0.2 μB, deviating from what is expected in the purely localized

spin system with a magnetic moment of 1 μB [32,175]. The edge state spins for

a perfect graphene zigzag edge are arranged in parallel to each other with strong

ferromagnetic interactions [176].

Many experimental studies have showed measurable magnetic moments aris-

ing from defective carbon materials [170,177–181]. The evolution of disordered

spin-glass-like magnetic state during the heat-treatment of amorphous carbon

nanofibers was experimentally studied by Shibayama et al. [177]. The evolution
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Figure 1.9: Schematic structure of (a) disordered carbon and the structure of an individ-

ual (b) nanographene sheet in a nanographite domain along with the spatial distribution

of edge-state spins. Taken from reference [32].

of disordered magnetic state suggested complex spin interactions among the lo-

calized edge state magnetic moments occurring inside the carbon structure during

a graphitic ordering at high temperatures. Amorphous carbon fibers consists of

a porous three-dimensional (3D) disordered carbon network of nanographite do-

mains, consisting of a stack of 3–4 nanographene sheets (Figure 1.9a) with the

mean in-plane size of about 3 nm [32]. In such a system, different magnetic ex-

change interactions are predicted (Figure 1.9b). An irregular shaped nanographene

sheet has a random distribution of zigzag and armchair edges, among which the

spins are arranged ferromagnetically through strong intra zig-zag edge ferromag-

netic exchange interactions (J0) which depend on the edge length and the sur-

rounding environment [176,177]. The spins in a zig-zag edge interact with the spins

in the neighboring zig-zag edge through a nanographene analogue of Ruderman-

Kittel-Kasuya-Yosida (RKKY) interaction involving an indirect exchange (J1) me-

diated by π conduction electrons [6,32]. The J1 interactions are ten to thousand

times weaker than J0 interactions and they can be (+) ferromagnetic or (-) an-

tiferromagnetic depending on the geometrical relation between the zig-zag edges
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considered [32]. The presence of J0 and J1 with varying strength develops a finite

net magnetic moment with a ferrimagnetic structure in a nanographene sheet [182].

The inter-nanographene sheet magnetic interaction (J2) in a nanographite domain

is antiferromagnetic with intermediate strength. This again brings about a ferri-

magnetic structure to nanographite domain since J2 is operating between the ef-

fective magnetic moments in nanographene sheets of different magnitude. Lastly,

the inter-domain moments interact through weak antiferromagnetic J3, forming a

ferrimagnetic spin state in ACF [32].

1.8 Materials related to the present work

Disordered Carbon: Carbon is a very versatile element and has been in the cen-

ter stage for years. There had been significant advances in the science of crystalline

carbon whereas the disordered form is still not explored completely due to its ver-

satility. In recent years most of the studies on disordered carbon focused mainly

on its surface area and porosity for developing cost effective adsorbents for water

and air purification as well as applications like supercapacitor electrodes [137,183].

However, recent experiments on irradiated graphite, nanographite, graphene, re-

duced graphene oxide, etc. showed that these carbon-only systems can exhibit

substantial magnetic response even above room temperature and hence are poten-

tial candidates for manufacturing light weight magnets as well as in other appli-

cations in the electronic and biomedical industry [170,178,184,185]. The observed

magnetism of carbon-based materials depend on edge state spins structure and

disorder present in the material [32,177].

Activated Carbon: The structure of different carbon-based materials can

be modified by enhancing their surface area and porosity by using different ac-

tivation methods. Different physical or chemical activation techniques can be

used, depending on the application of the material. Activated carbon produced

by using activating agents like H2SO4, HNO3, H3PO4, ZnCl2, KOH, etc. can

have a high surface area with micro/mesopore structure, depending on the acti-

vation condition, which makes them attractive as adsorbents, catalytic supports,
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supercapacitors, etc. [126,186]

Magnetic carbon composite: Magnetic carbon composites are interesting

candidates for water treatment application. A composite of porous carbonaceous

material and a nanomagnetic material like Fe3O4, Fe2O3, Fe, Co3O4, Co, Mn3O4,

etc. with sufficiently high magnetic moment has a major advantage that the mag-

netic functionality allows the separation of carbon-based adsorbents employed in

aqueous system by using an external magnet thereby avoiding the tedious filtra-

tion process [187,188]. Many groups around the globe have used this technique

for the removal of heavy metal ions and dye molecules from water [187–191].

1.9 Scope of the present work

Most of the previous studies on the magnetic properties of carbon-based materials

have been on carbon systems which are near to graphitic ordering. One of the

objectives of the present study is to investigate the magnetic properties of more

disordered carbon structures and their evolution with structural ordering after

preparing bulk disordered carbon samples from a widely used carbon precursor,

coconut shell (CS), by simple heat treatment technique. Most of the commercial

carbon samples have unknown thermal history and therefore, the correlation of

physical properties with the preparation condition is difficult. The choice of CS as

the carbon source allows the preparation of disordered carbon with precise control

of heat-treatment conditions, which is known to govern the extent of disorder and

this may affect the magnetic and electrical properties.

The present study also aims to study the evolution of the electrical proper-

ties with the heat treatment-temperature. In most of the reports, the resistivity is

thoroughly analyzed only for highly insulating disordered carbon. These materials

show large localization and the resistivity increases exponentially with decreasing

temperature. However, the electrical properties of a disordered carbon system can

vary with the extent of disorder. For disordered carbons, with structural order-

ing, the resistivity is observed to be less temperature independent. However, for

these materials, the conduction mechanism of highly disordered and considerably
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ordered carbon specimens has not been satisfactorily explained. The present work

attempts to study the changes in the conduction mechanism and the magnetic

properties of disordered carbon by systematically analyzing the development in

the structural characteristics with heat-treatment.

The CS based activated carbon prepared using KOH has high commercial im-

portance. They are currently employed in water and air filtering units, and studied

extensively for applications in electrochemical energy devices, However, the mag-

netic and electrical properties of KOH activated carbon have not been studied yet,

despite of its commercial importance. The present study attempts to correlate the

structural evolution and the corresponding changes in the magnetic and electrical

properties of the KOH activated carbon. This work is further extended, to the

preparation of a cheap highly porous magnetic adsorbent for the removal of oil

from oil spills in water bodies. Previous studies using similar magnetic carbon

composites, where the carbon is derived from other sources, suffer from the dis-

advantages like low oil retention, slow response, high cost, etc. The CS based

magnetic carbon composite is observed to remove large quantities of oil, instan-

taneously. The preparation of the material is easy and can be used for preparing

large quantities of the material, without any difficulty.
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2.1 Introduction

This chapter describes the experimental methods used for the preparation of

carbon-based materials and characterization techniques employed for their struc-

tural analysis and other physical property measurements. For the preparation of

disordered carbon, a simple pyrolysis technique was used. Activated carbon was

prepared through liquid state activation techniques with different activating agents

like HNO3, H2SO4, KOH, etc. Nanocrystalline Fe3O4 was prepared through co-

precipitation technique. Different instrumental techniques like X-ray diffraction,

Raman spectroscopy, Infrared spectroscopy, Inductively coupled plasma-optical

emission spectrometry, SQUID vibrating sample magnetometer, etc. were used

for characterizing the materials.

2.2 Methods of synthesis

2.2.1 Preparation of disordered carbon

Many methods are available for the preparation of carbon-based materials. Depo-

sition methods like ion-beam deposition, pulsed laser deposition, chemical vapour

deposition, laser ablation, sputtering, etc. have been used for producing disordered

carbon films [1,2]. The composition of the disordered carbon films prepared by

these methods mainly depends on the target material, chemical environment used

for deposition and substrate temperature [1,2]. Nanostructured carbonaceous ma-

terials can be prepared from any organic matter or molecular precursors by their

pyrolysis under an inert atmosphere or limited supply of air [3,4]. The general

method used for the synthesis of two dimensional carbon nanomaterials, including

graphene, proceeds through chemical routes involving the oxidation-exfoliation of

graphite to graphene oxide, followed by its reduction [5–8]. Carbon fibers with

varying crystallinity can be prepared by pyrolysis of fibers formed after spinning

polyacrylonitrile, petroleum pitch, etc. [5,9]. Carbon nanostructures with different

geometries can be prepared through hydrothermal methods from various molecular

precursors after adding suitable structure directing agents [5,10,11].
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The industrial large scale production of carbon is through pyrolysis of some

suitable carbon-rich, ash-free materials like polymers, wood, nutshells, coal tar,

cellulose fiber, etc. [3,12–14]. The main advantage of the bioresources is that their

usage makes the preparation step cost effective and hence industrially viable. Sev-

eral articles are available in the literature which reports the use of a variety of

bioresources as precursors for preparing carbon [3,13,14]. The advantage of the

combustion process is that samples can be produced in bulk quantities within a

small time. On thermal treatment, initially, the moisture along with the volatile

contents in the precursor gets removed from the precursor followed by carboniza-

tion. Generally, an agricultural waste or any other locally available bioresource

can be used as the precursor for the preparation of carbon [3,15]. The texture and

properties of the carbon, thus produced, depend on the precursor as well as the

processing parameters such as pyrolysis temperature, time and use of activating

agents during pyrolysis [3,16]. The carbonaceous materials thus produced have

different porosity, surface area, crystallinity, surface functionalities, etc. which in-

duce a difference in their reactivities as well as other physical properties [3,17–20].

2.2.2 Methods for preparing activated carbon

Many different precursors have been used for preparing activated carbon with

an eye on developing low coast adsorbents, fillers, porous electrodes, etc. which

include agricultural wastes such as wheat, corn straw, olive stones, bagasse, sun-

flower shell, pinecone, olive residues, eucalyptus maculata, sugar cane bagasse, al-

mond shells, peach stones, grape seeds, straw, apricot stones, cotton stalk, cherry

stones, peanut hull, coconut shells, rice hulls, corn cob, corn hulls, hazelnut shells,

pecan shells, rice husks, rice straw and neem leaves [3,4,21–28]. Activated carbon

can be prepared either by a physical activation or a chemical activation. Physical

activation is a two-step process which involves the carbonization of a suitable pre-

cursor followed by the activation of the resulting carbon at elevated temperatures

(≥800 ◦C) in the presence of a suitable oxidizing gas such as CO2, steam, air or

their mixtures. Usage of CO2 allows better control on the microstructure of the
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activated carbon and hence is used widely [29,30]. Various bioresources like corn

cob, rice husk, oak, rice straw, rice hulls, peanut hulls, almond shells, etc. have

been used for preparing activated carbon after physically activating using these

oxidizing agents [3]. In the chemical activation process, the two steps are carried

out either simultaneously or one after the other. The precursor material can be

mixed with the chemical activating agents such as KOH, NaOH, K2CO3 H3PO4,

ZnCl2 etc. and heated to a high temperature to obtain chemically activated car-

bon [31–34]. In a second approach, the precursor can be carbonized first and then

the pre-treated carbon is chemically activated in a similar manner as discussed.

Chemical activation offers several advantages over physical activation. It can be

performed at a much lower temperature than for physical activation and therefore

consumes less amount of energy. The chemically activated carbon has large surface

area and superior porosity when compared to their physically activated counter-

parts. Therefore, the chemically activated carbon finds applications as adsorbents

and filters whereas physically activated carbons are generally used as fillers.

Chemical activation is used in many studies on the adsorption properties

of activated carbon prepared from bioresources like corn cob, olive seeds, rice

husks, rice straw, pecan shells, peanut hulls, apricot stones and almond shells [3].

Among these activating agents, KOH is found to be better since it produces mi-

cro/mesoporous activated carbons with a large surface area at relatively low ac-

tivation temperatures [35,36]. The porosity and surface area of activated carbon

can be tuned by controlling the amount of activating agent used and the activa-

tion temperature [35,36]. In a typical procedure, a weighed amount of a precursor

material or pre-treated carbon is mixed with the desired amount of the activating

agent by solid state mixing or liquid state impregnation followed by drying. Liq-

uid state impregnation has the advantage that the distribution of the activating

agent in the parent system is more homogeneous. The mixture containing the pre-

treated carbon and the activating agent is then transferred to a high temperature

tubular furnace and heated to the desired temperature under an inert atmosphere

to obtain activated carbon.
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2.2.3 Synthesis of iron oxide nanoparticles

Different methods used for the preparation of iron oxide nanoparticles are co-

precipitation, sol-gel, hydrothermal/solvothermal, auto-combustion, microemul-

sion, templated and biomimetic syntheses. In present work, co-precipitation tech-

nique was used for the synthesis of Fe3O4 nanoparticles.

In a co-precipitation reaction, the soluble metal salts in the form of nitrates,

chlorides, sulphates, etc, are precipitated as sparingly soluble species such as the

corresponding oxides, hydroxides, oxalates and carbonates under conditions of

supersaturation on the addition of a suitable precipitating agent [37,38]. The hy-

droxides, oxalates and carbonates can be converted to the respective metal oxides

by calcination at a suitable temperature. Since the supersaturation conditions,

which lead to precipitation, generally occur as a result of some chemical reaction.

For the synthesis of iron oxide nanoparticles, the iron (III) and iron (II) salts are

co-precipitated in a suitable basic media. This method can yield large quantities

of nanoparticles, depending on the reaction conditions.

The particle size distribution varies with all those factors which determine the

reaction rate such as rate of reactant addition, stirring rate, the concentration

of reactants, temperature, etc. The theory of co-precipitation reaction includes

three major steps namely nucleation, growth and agglomeration [37]. Nucleation

involves the formation of large amounts of very small sparingly soluble particles as

a result of supersaturation. The detailed mechanisms involved in the growth and

agglomeration steps which control the size and morphology of the nanoparticles are

well described in the literature [37]. The growth of nanoparticles can be arrested

either by capping the nanoparticles with a suitable surfactant and then utilizing

the steric repulsion between the capped nanoparticles or by the electrostatic or

Van-der Waals repulsion resulting from the chemisorption of charged species like

H+ and OH− [37,38]. Interestingly, the metal oxide nanoparticles formed after

calcination of precipitated oxalate, hydroxide or carbonate retain their morphology

through a process called topotatical growth which increases the diversity of this

technique.
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2.2.4 Preparation of materials used in the present study

For the present study, the disordered carbon is prepared by a simple heat-treatment

process. The precursor material for the preparation of carbon, dry coconut shell

(CS), is crushed into small pieces and introduced into a horizontal tubular fur-

nace. The furnace is then heated to the desired temperature, under flowing ni-

trogen atmosphere. A detailed description of the sample preparation and the

heat-treatment program used are given in Chapter 3 (Section 3.2).

The disordered carbon obtained after heat-treatment is activated by using

KOH to prepare the KOH activated samples. For KOH activation, the disordered

carbon is impregnated with the required amount of KOH by treating the sample

with a KOH solution. This solution is then dried, which then formed a slurry.

The slurry is heat-treated at the required activation temperature. The detailed

description is given in Chapter 6 (Section 6.3).

The activated carbon - iron oxide composite is prepared by in situ co-precipitation

method. For comparing results, the carbon material is activated by two different

methods, a liquid state activation by using H2SO4–HNO3 mixture and by the

KOH activation after impregnating carbon with KOH, followed by heating at a

high temperature. The composite is then prepared by adding ammonia to a solu-

tion containing the activated carbon and Fe2+/Fe3+ ions. The detailed description

of preparation of the composite is given in Chapter 7 (Section 7.2)

2.3 Characterization and measurement techniques

2.3.1 X-ray diffraction

X-rays occupy the region between gamma and ultraviolet rays in the electro-

magnetic spectrum. X-ray diffraction (XRD) experiment which uses X-rays of

wavelength in the range 0.5-2.5 Å is one of the most fundamental characterization

technique for both bulk and nanocrystalline solid materials [39]. When X-rays

pass through the periodic array of atoms, they get diffracted, the constructive

interference of diffracted rays occurs only when the condition given by Bragg’s
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law (Equation 2.1) is satisfied [39,40].

nλ = 2d sin θ (2.1)

where λ is the wavelength of X-rays, d is the spacing between two adjacent lattice

planes in the crystal and θ is the diffraction angle. Therefore, X-ray of a fixed

wavelength, when interacts with a particular material, gets diffracted at some

specific angles belonging to a set of planes and satisfying the Bragg’s law. This

allows the structural determination of a specific material by analyzing its XRD

pattern.

For nanocrystalline materials, XRD peak width increases with decreasing crys-

tallite size since the destructive interference is not complete when the number of

planes becomes limited in the case of a nanomaterial [40,41]. The average crys-

tallite size of a nanomaterial can be determined from the peak width by using the

Scherrer formula (Equation 2.2).

t =
Kλ

B cos θ
(2.2)

where t is the crystallite size in Å, λ is the X-ray wavelength in Å, B is the width

of diffraction peak (full width at half maximum, FWHM), θ is the Bragg angle and

K is a constant which depends on the shape of the crystallite, which is generally

taken as 0.9, assuming spherical geometry [41]. For determining the in-plane

dimension of two-dimensional materials like graphene, K=1.84 is used [41,42].

Before substituting the value of B in Equation 2.2, an instrumental correction

becomes necessary since the latter also contributes to the width of the XRD peak

[40]. B is corrected for instrumental broadening by using the formula

B2 = B2
M −B2

S

where BM is the measured peak width and BS is the instrumental contributions

to the line broadening obtained by using a standard bulk material.
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In the present work X-ray studies were performed on a Phillips Xpert Pro

diffractometer using Cu Kα radiation (1.5418 Å) filtered using nickel filter. Most

of the diffraction experiments were carried out at a scan rate of 0.5 ◦/minute.

2.3.2 Transmission electron microscopy

Transmission electron microscopy uses high energy electrons for imaging mate-

rials at nanometer scale [43,44]. In a transmission electron microscope (TEM)

the electrons are accelerated to velocity approaching speed of light using a high

potential field (100-1000 kV) due to which their de Broglie wavelength decreases

far below the wavelength of light and thereby increasing the penetration power

of electrons and enhancing the resolution to Å level [39]. TEM uses an array of

electromagnetic lenses to focus the electron beam on to the sample and then to

the detection system like a photographic plate or a CCD camera [44]. The elec-

tron optical column is maintained under high vacuum conditions. TEM imaging

can be done either in a bright field mode or a dark field mode [43]. In the bright

field mode, only direct beams from the objective lens pass through the projection

lens and get displayed as the image. Here thick areas, crystalline areas and re-

gions having heavy atoms appear dark. In the dark field mode, the direct beam is

blocked and diffracted beams from the objective lens are allowed to pass through

the projection lens. The diffracted beam carries more information such as defects,

crystallite size, stacking faults, etc. since they interact with the sample much

more when compared to the direct beam. High resolution TEM (HR-TEM) is an

advanced version of TEM which uses the transmitted and the scattered electron

beams to create an interference image with better contrast.

TEM experiments in the present study was performed on a model FEI, TEC-

NAI G2TF30 transmission electron microscope. TEM analysis requires unique

sample preparation. Initially, the powder sample was dispersed in a suitable sol-

vent with low boiling point like isopropanol and then carefully drop coated on to

a carbon and polymeric film coated copper grids for analysis. The coated samples

were then allowed to dry for overnight before performing the analysis.
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2.3.3 Scanning electron microscopy

Scanning electron microscopy (SEM) is one of the widely used tool for studying

the microstructure and morphology of materials by high resolution surface imag-

ing with unique three-dimensional characteristics [45]. The instrumentation and

electronics of SEM is very much similar to that of a TEM with the presence of an

electron gun, focusing electromagnetic lenses, high vacuum column and the soft-

ware. However, in SEM, the accelerating potential is much lower than that in a

TEM and hence the penetrating power of electrons is substantially reduced. The

imaging proceeds by the scanning of a sample’s surface by an electron beam with

a spot diameter of nearly 1 nm. The SEM beam thus focused to a fine point on

the sample then scans the area under investigation line by line over the sample’s

surface in a rectangular raster pattern. The intensities of various signals created

by interactions between the electron beam and the specimen are measured and

then mapped as variations in brightness with the help of software to produce SEM

images [45]. Images with higher magnification can be obtained by reducing the

size or the area scanned on the material. SEM, unlike TEM, does not require any

special sample preparation and the only requirement is that the sample must be

able to withstand the vacuum of the chamber and bombardment by the electron

beam. Non-conducting samples require a fine coating of conducting materials like

gold or silver because the bombarded electrons tend to accumulate on the sample’s

surface thereby developing unwanted potential difference.

The microstructure analysis of the carbon pellets was carried using a FEI

Quanta 200 3D ESEM. The samples were fixed on to the disc holder by using

carbon tapes before inserting into the SEM sample chamber for imaging.

2.3.4 Raman spectroscopy

Raman spectroscopy is one of the most widely used nondestructive tools for the

characterization of materials. At the experimental level, Raman spectroscopy

offers much versatility so that samples ranging from ceramic oxides, polymers,

organic molecules, bacteria or other micro-organisms, etc. in any physical state can
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be analyzed instantaneously without any special sample preparation. In Raman

spectroscopy, the sample is irradiated by intense laser beams in the ultraviolet or

visible region (ν0) and the scattered light is observed in a back scattering geometry.

The scattered radiation can be broadly of two types, the Rayleigh scattering and

the Raman Scattering. In Rayleigh scattering, the scattered rays have the same

frequency (ν0) as the incident radiation, whereas in Raman scattering the scattered

rays have either lower (ν0-νm) or higher frequency (ν0+νm) when compared to the

incident radiation. Here νm denotes the vibrational frequency of the molecule. The

(ν0-νm) and (ν0+νm) lines are known as Stokes and anti-Stokes lines, respectively.

Hence, in Raman spectroscopy, we measure the vibrational frequency of different

bonds in a material in terms of the shift in the frequency (ν0±νm) of the incident

radiation. The main condition for showing Raman activity is that the vibrational

transition should proceed with a change in polarizability. Detailed description of

the theory of Raman spectroscopy is available in several text books [46,47].

Raman spectroscopy is one of the fundamental and the most sensitive charac-

terization tool for crystalline, nanocrystalline and disordered carbon. The in-plane

(La) as well as out-of-plane (Lc) coherence lengths and the inter-layer spacing of

carbon affect the Raman spectrum of carbon-based materials. The most common

Raman lines for a carbon-only material are located around 1500–1630 cm−1 and

1355 cm−1 and are designated as G- and D-peaks (Figure 2.1), respectively [48–50].

For perfectly crystalline graphite, D-peak is absent and G-peak due to the in-plane

bond stretching motion of sp2 hybridized carbon pairs occurs with E2g symmetry

around 1580 cm−1 [50]. It is important to note that this mode has nothing to do

with six membered rings and emerges in the presence of sp2 carbon pairs irrespec-

tive of whether they are aromatic or olefinic. The D-peak is a breathing mode

of A1g symmetry involving phonons near the K-zone boundary and emerges in

the presence of disorder with its intensity related to the number of disordered six

membered rings [50]. Therefore, the G-peak to D-peak intensity ratio, I(D)/I(G),

characterizes the extend of disorder and therefore is a measure of the in-plane

coherence length. For disordered carbon, La is related to the intensity ratio by
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Figure 2.1: Raman spectrum of a nanographite sample recorded with laser excitation

wavelength of 515 nm, showing the main Raman features. The peak marked with ∗ comes

from the Raman mode of N2 gas. Taken from reference [51].

the Tuinstra and Koenig (TK) equation (Equation 2.3) [48].

ID
IG

=
C(λ)

La
(2.3)

For nanocrystalline carbon, the above relation gets modified (Equation 2.4) and

I(D)/I(G) is directly related to L2
a [50].

ID
IG

=
C ′(λ)
L2
a

(2.4)

Where C(λ)and C ′(λ) are constants which depend on the energy of the incident

laser. Other important Raman features that are observed in carbon systems with

micro or even nanosized graphitic regions are the D′-peak and G′-peak which are

positioned around 1625 cm−1 and 2650 cm−1 (Figure 2.1), respectively [50]. The

D- and D′-peaks emerge due to the breakage of crystal symmetry in the presence of

disorder which activates certain vibrational modes which are otherwise forbidden

in a perfect sp2 lattice [51,52]. The symmetry allowed G′-peak corresponds to
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the overtone of the D-peak and appears in the second-order Raman spectra of

crystalline graphite. The G′-peak is very sensitive to the stacking order of the

graphene sheets along the c-axis [52,53]. The Raman spectral changes associated

with different types of carbonaceous materials and with an increase in the disorder

in a perfect graphitic lattice are well documented in the literature [50,52,53].

For present study Raman spectra were recorded on a Horiba JY labraman HR

800 micro Raman spectrometer using 633 nm He-Ne laser.

2.3.5 Infrared spectroscopy

Infrared (IR) spectroscopy is a fingerprint technique and is used to identify the

functional groups and bonding characteristics in molecules and bulk materials.

This technique probes the vibrational frequency of bonds by irradiating with the

entire range of infrared radiation. The necessary criteria that have to be satis-

fied for a certain bond vibration to be IR active is that the vibration should be

associated with a change in the dipole moment [46]. Therefore, when a sample

is irradiated with IR radiation, the IR energy in resonance with the bond vibra-

tion energy is absorbed if the above criteria is satisfied and the remaining part is

transmitted. The IR spectroscopy allows the calculation of parameters like bond

length and force constant from the observed vibrational frequency [46]. Fourier

transform infrared spectrometers (FT-IR) are widely used currently since spectra

can be obtained instantaneously. This is possible because FT-IR spectrometers

allow simultaneous recording of the whole spectrum with the help of computers

whereas conventional ones scans from one end of the spectrum to the other end

thereby spending most of the time in recording unwanted background noise.

In the present work, the IR studies were carried out using a Bruker Tensor-

27 FT-IR spectrometer in the frequency range 400 to 4000 cm−1 after properly

mixing the sample with spectroscopic grade KBr and pressing to thin pellets. All

samples studied were made moisture free by placing under an IR lamp for 15

minutes before recording the spectra.
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2.3.6 Thermogravimetric analysis

Thermal analysis techniques include a wide variety of techniques which measures a

property of a material as a function of temperature [54]. Thermogravimetry (TG)

involves the measurement of the change in the weight of a sample with an increase

in temperature. Using this technique, a wide variety of samples like inorganic

materials, metals, polymers, ceramics, glasses, organic molecules, composites, etc.

can be analyzed in different gas atmospheres like nitrogen, argon, helium, air and

vacuum [55]. In dynamic thermogravimetry, the temperature sweep is controlled

at a particular linear rate depending on the material under investigation. The

weight change is continuously measured using a thermobalance whose sensitiv-

ity must be in accordance with the mass of the sample used and the expected

mass changes. The thermogravimetric curve shows the change in weight as a

function of temperature corresponding to the events like dehydration, desorption,

vaporization, decomposition, reactions like oxidation or reduction, melting and

sublimation. Therefore, thermogravimetric analysis (TGA) can be used for the

study of reactions as well as in material characterization and testing [55].

In the present study, TGA was used to monitor the carbonization process of the

precursor material. A Seiko 32 thermal analyzer was used to measure the weight

change after heating upto 1173 K under the nitrogen atmosphere at a heating rate

of 10 K/min.

2.3.7 Inductively coupled plasma - optical emission spec-

trometry

Inductively coupled plasma-optical emission spectrometry (ICP-OES) is one of

the most powerful and accurate method for the determination of elements when

present is trace amounts [56]. In this technique, the sample needs to be supplied

in liquid or gaseous form and hence solid samples have to be either digested in

concentrated acids or the element in consideration needs to be extracted using

proper extraction technique. The main part of an ICP instrument is an assembly

of three concentric fused silica tubes known as the torch. The torch is surrounded
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by a water cooled copper coil, generally with two or three turns and connected

to a radio frequency generator called the load coil [57]. Argon flows through

all the three silica tubes at different flow rates and serves different purposes like

the formation of stable plasma core with a temperature of ∼ 10,000 K and sample

entry to the plasma. The outer argon flow maintains and positions the plasma with

respect to the outer walls and the induction coil. The analyte is introduced through

the central tube to the plasma core using argon gas as the carrier after converting

the sample solution to an aerosol using a nebulizer. The argon flow through the

silica tube in the middle is used for lifting the plasma position slightly, if needed,

and also for diluting the inner gas flow when organic solvents are present [57].

The aerosol thus introduced to the plasma gets vaporized instantaneously

thereby converting the analyte elements to free gaseous atoms. Further, the

gaseous atoms get excited within the plasma by collisional excitation and often

get converted to excited ions due to the high temperature inside the plasma. The

excited atoms and ions then relax to the ground state by emission of photons

with characteristic wavelengths depending on the energy level distribution of that

species. This enables the identification of the element whose quantitative deter-

mination then becomes easy since the total number of photons emitted during

the relaxation process is directly proportional to the number of excited species.

For analyzing the emission from excited species, an optical emission spectroscope

with high resolving power is used. A detailed description of the instrumentation

and theory can be found in the literature [57]. ICP has the capacity of analyzing

multiple elements simultaneously with high accuracy and precession. The system

can be completely automated and has a detection limit of 0.1–100 ng/mL for most

of the elements. Moreover, the low background emission with negligible chemical

interference, along with all these advantages makes the system highly useful for

trace detection of elements.

For the current study, ICP-OES was performed using a Spectro Arcos FH-12

analyzer and standard samples were prepared from ICP multi-element standard

solution from Merck chemicals.
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2.3.8 Surface area measurements

In this method, a dried and degassed sample is subjected to a nitrogen environ-

ment at different pressures. The surface area of a given material is determined by

using the theory developed by Stephen Brunauer, P.H. Emmet and Edward Teller

(BET method) to describe multilayer adsorption of gases on solid surfaces [58].

The main assumptions of the theory are [59],

1) The solid surface is homogeneous where adsorption occurs only on well de-

fined sites.

2) There is no lateral interaction between the molecules.

3) The uppermost layer is in equilibrium with the gas phase.

4) Desorption process is homogeneous and is kinetically limited and hence heat of

adsorption needs to be provided for the desorption for the first molecular layer.

5) The heat of adsorption for the first layer is the same as that for a solid sample

surface.

6) Higher layers are assumed to be condensed species. Therefore, their heat of

adsorption is equal to heat of liquefaction.

7) At saturation pressure, the number of layers becomes infinite.

Brunauer-Emmett-Teller (BET) equation (Equation 2.5) for calculating the

number of nitrogen molecules required to form a single layer on the adsorbent

surface, known as the monolayer capacity of the material, is given by [58],

P

v(P0 − P )
=

1

Cvm
+

(C − 1)P

CvmP0
(2.5)

where P is the adsorption equilibrium pressure, P0 is saturation vapour pressure

of the adsorbate at the experimental temperature, v is the volume of N2 adsorbed

at a pressure P, vm is the volume of adsorbate required for monolayer coverage, C

is a constant that is related to the heat of adsorption and liquefaction. The BET

equation allows us to plot a straight line with P/(P0-P) against P/P0 having slope
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s = (C − 1)/(vmC) and intercept i = 1/(vmC). The monolayer capacity (Vm)

can be calculated by solving the equations for slope and intercept and then can be

related to the total surface area (SA) in square meter by using the Equation 2.6

[58].

SA =
vm N

22414
Am × 10−20 (m2) (2.6)

where N is the Avogadro number and Am is the area of cross section of the

adsorbate molecule. The specific surface area of the solid material can be then

obtained by dividing the total surface area by mass of the solid and is expressed

in m2/g. The pore volume and pore size distribution are calculated by using

the adsorption isotherms according to which the material can be classified as

macroporous (pore diameter above 50 nm), mesoporous (pore diameter 2–50 nm)

or microporous (pore diameter less than 2 nm) materials.

In the present work, surface area and porosity measurements were performed

by nitrogen adsorption technique using a Quantachrome Quadrasorb automatic

volumetric instrument.

2.3.9 Magnetic measurements

The magnetization of a sample can be measured by using a vibrating sample

magnetometer (VSM), where the sample is vibrated in a uniform magnetic field

producing a voltage in the pickup coils located near the sample [60]. The volt-

age developed in these coils is directly proportional to the magnetic moment of

the vibrating sample. The sensitivity of the measurement can be enhanced by

using advanced detection systems like superconducting quantum interference de-

vice (SQUID) instead of conventional copper coils. SQUID uses the property of

Josephson junction; a small insulating gap between two superconductors. When

connected in a circuit, the measuring current flows through the ring by tunneling

of electrons through the insulating gap [61]. SQUID assembly has a supercon-

ducting ring with two Josephson junctions. When a change in magnetic flux is
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brought about, it generates a voltage and a current in the ring which gets added

and subtracted to the measuring current at two Josephson junctions. This induces

a resistance change and a voltage across the superconducting loop. The SQUID

assembly thus becomes highly sensitive since it can determine the change in elec-

tric current, even corresponding to a single electron change, thereby giving a field

sensitivity of 2×10−15 Tm2 [61]. Magnetization (M ) of samples can be measured

as a function of magnetic filed (H ) or temperature (T ) and time (t), both in the

presence or absence of a magnetic filed depending on the required information [60].

Magnetization measurement of samples discussed in this work was performed

on a Quantum Design MPMS 7T SQUID-VSM. The magnetic susceptibility was

calibrated by using a standard sample of palladium metal, with weight suscepti-

bility (χg) of 5.25 ×10−6 cm3g−1 at 298 K. The system has a sensitivity of 10−8

emu at zero magnetic field and can operate from 1.8 K to 400 K. Temperature

calibration and oxygen contamination inside the sample chamber were checked by

using a standard indium sample with superconducting transition temperature of

3.4 K. The instrument used can operate at high magnetic fields up to 70 kOe (7

T), which is attained by an electromagnet with superconducting coils.

The magnet and the SQUID detection coil are placed in an ever-cool liquid

helium dewar to maintain the critical temperature of the superconductors. For

measurements involving temperature sweep, the temperature was increased at 2

K/min for both zero field cooled (ZFC) and field cooled (FC) measurements. For

ZFC measurement, initially the sample is cooled at 20 K/min from 300 K to 1.8

K in the absence of field. After reaching 1.8 K a sufficiently low field, depending

on the magnetic moment of the sample, is applied and magnetization is recorded

as a function of increasing temperature. FC measurement is also similar to ZFC

measurement, with one marked difference that the cooling is performed under a

small magnetic field. Magnetic measurement is then performed in the same field.

For M versus H measurements, the magnetic field was increased or decreased at

the rate of 250 Oe/min in the respective quadrants.
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2.3.10 Electrical resistance measurements

Resistance measurements were performed by the four probe method as described

by Van der Pauw [62]. This method allows the measurement of resistance and

Hall effect for any arbitrary shaped flat samples. The important criteria that have

to be satisfied for measurements on arbitrary shaped discs without knowing the

current pattern are

1) The contacts should be at the circumference of the sample.

2) The contacts should be sufficiently small (point contacts).

2) The sample must have homogeneous thickness.

3) The sample should not have isolated holes.

Detailed description of the theory of Van der Pauw method is given in the literature

[62]. Figure 2.2 shows a schematic diagram of the four probe connection on an

arbitrarily shaped sample, where the resistivity can be calculated by the following

relation (Equation 2.7)

ρ =
πd

ln2

(RAB,CD +RBC,DA)

2
f

(
RAB,CD

RBC,DA

)
(2.7)

RAB,CD is defined as the potential difference VD-VC between the contacts D and

C per unit current through the contacts A and B when current enters the sample

through the contact A and leaves through the contact B. Similarly, the resistance

RBC,DA is defined. f is a function of the resistance ratio RAB,CD/RBC,DA and

satisfies the relation given by Equation 2.8. d is the sample thickness in cm.

RAB,CD − RBC,DA

RAB,CD +RBC,DA

= f arccosh

{
exp

(ln2/f)

2

}
(2.8)

For low-temperature measurement, the sample was mounted on a closed cy-

cle cryostat from APD cryogenics. The temperature was controlled by a digital

temperature controller model 9650 by Scientific instruments. An additional tem-

perature sensor (DT 400 Si diode, Lakeshore Cryotronics) was placed near to the
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Figure 2.2: A sample having arbitrary shape connected with four probes (A,B,C and D)

at the circumference for Van der Pauw measurement.

sample inside the cryostat to avoid temperature errors during low-temperature

measurements. A Keithley 220 constant current source with current input range

10−9–10−3 A was used as the input source. A Keithley 196 multimeter and Keith-

ley 6517A model electrometer were used for the voltage measurements depending

on the resistance offered by the sample. The measurement was carried out during

cooling at a rate of 2 K/min and the data was continuously recorded with the help

of an IBM computer.
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3.1 Introduction

The unique properties of disordered carbons, which can be considered to be in

between that of diamond and graphite, are known to depend on their microstruc-

ture [1]. The microstructure of disordered carbons can be varied over a wide range

by proper heat-treatments [1,2]. During heat-treatment, the mixed sp2/sp3 phase,

which has a considerable structural strain, relaxes to a thermodynamically stable

structure which contains rings and chains of sp2 hybridized carbon atoms forming

graphitic clusters in an amorphous background [3–6]. The extent of graphitic or-

dering depends on the heat energy available for the migration of the sp2 carbon

atoms. The graphitic ordering is mainly brought about by the clustering of the

sp2 carbon atoms, since the conversion of sp3 to sp2 carbon atoms is limited to

much higher heat-treatment temperatures (≥ 1300 ◦C) owing to the greater energy

needed to break an sp3 bond [2,3,5].

For the present study, dried coconut shell (CS) collected from Calicut district

of Kerala, is used as the precursor material. CS was selected as the carbon source

because of its relevance as a prime industrial precursor for the production of

granular activated carbon due to the ease of availability and low ash content

on pyrolysis [7,8]. The dried coconut shell can be crushed into pieces of suitable

size, and can be pyrolyzed under selected conditions to obtain the desired carbon

sample. Pyrolysis above 500 ◦C is known to remove most of the volatile matter

and a further increase in the temperature results in an increase in the surface area

and porosity by gasification of carbon by forming CO or CO2 depending on the

availability of oxygen in the pyrolyzing environment [3,9,10].

Preparation of compact carbon pellets from powders, for different studies, using

conventional methods like mechanical pressing, is a difficult and time consuming

task, considering that the carbon grains remain loosely bound even after applying

a large pressure. The electrical properties of the carbon pellets thus produced may

get modified due to the ineffective sintering of the carbon grains. A solid piece

of CS on pyrolysis readily produces well-sintered hard carbon pellets, which is,

therefore, an additional advantage of the current precursor for the studies on the
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electrical properties of the disordered carbon [11].

Even though CS-based carbons have been used for various applications, there

are no detailed and systematic studies reported on the development of the mi-

crostructure of these materials during the heat-treatment. Thus, different char-

acterization studies have been performed on carbon samples derived from CS by

heat-treatment at different temperatures to compare the microstructures. The

disordered carbon samples are characterized mainly by powder X-ray diffraction

and Raman spectroscopy. X-ray diffraction is used to calculate the in-pane (La)

and out-of-plane (Lc) coherence lengths of the material, respectively, from the

(100) and (002) diffraction peaks, which are directly related to the degree of crys-

tallinity [12]. The changes in the Raman spectral parameters are analyzed to track

and identify the extent of order/disorder present in the heat-treated samples, based

on the 3-stage model proposed by Ferrari and Robertson [13].

3.2 Preparation of disordered carbon

3.2.1 Thermogravimetric analysis of the precursor

All nutshells, including CS, are known to contain a large portion of volatile mat-

ter including oil [14]. Therefore, a careful choice of the pyrolysis temperature is

required in order to remove all the volatile matter so that the observed properties

necessarily correspond to carbon microstructure. Thus, thermogravimetric analy-

sis (TGA) was performed on dry CS, under N2 atmosphere, to fix the minimum

pyrolysis temperature. Figure 3.1 shows the TGA curve of dry CS used for the

preparation of disordered carbon. The decrease in the weight of dry CS occurs at

almost the same temperature (230 ◦C) with a total weight loss of ∼80 %, as re-

ported previously [14]. However, there is a minor disagreement between the extent

of final weight loss, which might be arising due to the difference in the composition

of CS, collected from different regions around the globe [14,15]. Initial 6% weight

loss observed below 100 ◦C in the TGA curve of CS corresponds to the removal

of moisture from the material and the sharp weight loss at ∼300 ◦C corresponds
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Figure 3.1: TGA curve of dry coconut shell.

to the removal of bound organic species and thus indicating the carbonization of

CS [16]. After CS is transformed to carbon, the effect of heating above ∼350 ◦C

is mainly to rearrange from amorphous state to more stable graphitic structure

by removal of various hetero-elements and oxygen-containing surface functional

groups like acid, alcohol, etc., formed during carbonization [17].

Based on the TGA results, the minimum pyrolysis temperature for the current

study is fixed as 500 ◦C, since the weight loss above this temperature is almost

linear and very small compared to the drastic changes at lower temperatures.

3.2.2 Heat-treatments

For preparing different disordered carbon samples, dry CS was crushed in to small

rectangular pieces (∼10 mm x 10 mm) and heat-treated at different temperatures,

in the range 500 ◦C to 1000 ◦C in a horizontal programmable tubular furnace

under flowing nitrogen atmosphere.

The temperature programs used for the heat-treatment are summarized in Ta-

ble 3.1. The desired final heat-treatment temperature (HTT) was reached through
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Table 3.1: Temperature programs used for the heat-treatment.

Sample code T1 t1 T2 t2 T3 t3 T4

(◦C) (Min.) (◦C) (Min.) (◦C) (Min.) (◦C)

HT500 150 60 350 90 500 240 30

HT600 200 60 400 90 600 240 30

HT700 250 60 500 90 700 240 30

HT800 250 60 550 90 800 240 30

HT900 300 60 600 90 900 240 30

HT1000 300 60 650 90 1000 240 30

three steps. The first step involved heating from room temperature to a desired

temperature (T1), at a heating rate of 5 ◦C/min. This temperature was then

maintained for 60 minutes (t1). The temperature of the furnace was then further

increased to T2 at a rate of 5 ◦C/min, and then maintained at this temperature

for 90 minutes (t2). The temperature was then increased to the desired final tem-

perature, T3. The carbon sample was kept at T3 for 4 hours (t3) and then the

furnace was cooled to room temperature (T4) at a rate of 10 ◦C/min. Part of the

carbon pellet obtained after heat-treatment was crushed and powdered using an

agate mortar and pestle, for characterization and other studies.

The carbon powders obtained after crushing the heat-treated pellets are labeled

as HTxxx, where xxx is the heat-treatment temperature (Table 3.1). The heat-

treated samples were further treated with conc. HCl (Merck, 37%) at 80 ◦C for 4

hours, at 100 ◦C, and all the acid-treated samples were recovered by filtration and

washed several times using double distilled water. The acid solution was analyzed

for metal contents using inductively coupled plasma - optical emission spectroscopy

(ICP-OES). The acid-treated powder samples are labeled as HTxxxA.
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3.3 Characterization of disordered carbon

3.3.1 Determination of trace elements

The cultivation of coconut tree requires the supply of many nutrients, whose in-

take occurs naturally from a fertile soil. The primary nutrients include potassium,

nitrogen and phosphorous [18]. There are many other secondary nutrients which

help in the growth of the plant which includes magnesium, chlorine, calcium, sul-

phur and sodium [18]. Apart from the primary and secondary nutrients, depending

on the mineral content of the soil, many other micronutrients like iron, copper,

zinc, etc. are also absorbed by the plant [18]. These nutrients mainly exist in the

plant as inorganic compounds and organometallic complexes, which play a vital

role in different stages of the plant growth [18,19].

Pyrolysis of CS is a complex procedure and during pyrolysis in an inert at-

mosphere, the trace amounts of elements present in complex form, may produce

inorganic phases and will remain embedded in the carbon matrix [20,21]. These

trace amounts of inorganic compounds can play a crucial role in modifying many

of the physical properties of the carbon samples. Especially, the studies on the

magnetic properties of the resulting carbon need special attention and precise

determination of the amount of magnetic impurities, if any, is required. The

compounds formed may be magnetic, including ferromagnetic elements, due to

the reducing atmosphere during pyrolysis. The highly sensitive instruments like

SQUID magnetometer can pick up the small magnetic moments of the impurities

present in the carbon material. Quantitative determination of metal impurities in

the acid extract of the heat-treated samples was performed by ICP-OES, after cali-

brating with a multi-element standard solution from Merck chemicals. The results

showed that several metal ions are present in the heat-treated carbon samples and

extracted into the acid solution, which are detected from the ICP analysis. These

include salts of ferromagnetic metals Fe, Co and Ni. The result of the quantitative

analysis is summarized in Table 3.2. The ICP analysis required large quantities of

the heat-treated samples and hence more than one coconut shell was used for the
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Table 3.2: Concentration of metal ion impurities (ppm) present in the heat-treated

carbon samples.

Sample code Al B Ca Co Fe K Mg Na Ni

HT500 to HT1000 210 94 350 20 70 620 11 276 24

HT500A 11 3 30 4 6 26 < 1 14 5

HT500AA 5 < 1 6 < 1 < 1 5 < 1 < 1 < 1

acid extraction process. Minor variations can be expected in the mineral content

of different shells used for the sample preparation and therefore, Table 3.2 shows

the average concentration of the metal ion impurities. The concentrations of the

metal ion impurities are found to be considerably reduced in HT500A (sample

washed using acid after pyrolysis), when compared to that in HT500. To ver-

ify the efficiency of the acid extraction process, HT500A was again treated with

concentrated hydrochloric acid under similar conditions (HT500AA) as that of

HT500 and the extract was subjected to ICP analysis. The concentrations of the

metal ion impurities and especially the magnetic metal impurities are found to be

negligible after the second acid extraction process.

3.3.2 Surface area analysis

The surface area and porosity of the heat-treated samples were measured by nitro-

gen adsorption method. As described in Section 2.3.8, the heat-treated samples

were first ground to fine powders and loaded into the nitrogen adsorption chamber

of the instrument after degassing. Figure 3.2 shows the pore size distribution and

surface area (inset of Figure 3.2) of the heat-treated samples. HT500 has a small

number of ∼7 Å wide pores. With increasing HTT, no significant increase in the

pore size distribution is observed up to HTT=700 ◦C. However, for HTT above

700 ◦C, a large increase in the number of sub-nanometer pores is observed. Thus,

samples HT800, HT900 and HT1000 are comparatively more porous than those

heat-treated at lower temperatures. A similar trend is observed in the surface
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Figure 3.2: Pore size distribution in carbon samples heat-treated from 500 ◦C to 1000

◦C. Inset shows the surface area as a function of HTT. Solid lines are guide to the eyes.

area with HTT. Samples HT500, HT600 and HT700 have low surface area (< 60

m2/g) owing to the poor porosity compared to those heat-treated above 700 ◦C.

A large increase in the surface area is observed for samples heat-treated above 800

◦C, and this is mainly due to the increase in the number of sub-nanometer sized

pores. However, it should be noted that the surface area and pore width of the

heat-treated samples are much smaller when compared to the activated carbon

samples prepared from CS (> 500 m2/g) reported in the literature [10,22]. This

indicates that the trace amounts of metal compounds found to be present in the

CS are not acting as activating agents and therefore their presence do not affect

the evolution of the surface area and porosity of the heat-treated carbons.

3.3.3 Scanning electron microscopy

Figure 3.3 shows the SEM images of the different heat-treated carbons. The car-

bon samples consist of granular carbon with porous carbon grains. HT500 consists

of smaller pores, and the pores are widened with increasing heat-treatment tem-

perature. This is in agreement with the development in the surface area and

porosity observed after surface area measurement. Apart from the small changes
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Figure 3.3: SEM images of the heat-treated carbon samples.

in the porosity, there is not much difference in the morphology of the heat-treated

samples. The small difference in the porosity is not likely to produce any consider-

able effect on the physical properties (such as electrical and magnetic properties)

of the heat-treated samples.

3.3.4 Transmission electron microscopy

The TEM images of the powdered samples, heat-treated at the lowest (500 ◦C)

and the highest (1000 ◦C) temperatures, along with their corresponding acid-

treated samples, are shown in Figure 3.4. All the four samples contain arbitrarily

shaped carbon particles. The sizes of the particles are also comparable, in the

micrometer range. This indicates that the morphology and size of the particles in

the carbon powders are not affected either by the heat-treatment process or by

the acid-treatment process.
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Figure 3.4: TEM images of (a) HT500, (b) HT500A, (c) HT1000 and (d) HT1000A.

3.3.5 X-ray diffraction

The structural analysis of the heat-treated samples was done by powder XRD

in order to obtain more insights on the structural changes, if any, after the heat-

treatment at different temperatures. Biscoe and Warren, in their theory of random

lattices, pointed out that the observation of peaks of type (00l) and (hk0 ), with

the absence of the general (hkl) reflections, in the XRD pattern of disordered

carbon, is due to the disordered structure with random orientation of roughly

parallel graphitic layers [12]. The powder samples with parallel layer groups of

graphene layers, which are nearly equidistant with an orientational disorder, give a

comparatively sharp reflection of the type (00l) and a diffuse reflection of the type

(hk0 ). The powder XRD patterns of the heat-treated samples (Figure 3.5) consist

of two broad peaks, an intense peak at ∼23◦ (2θ) and a less intense peak at ∼44◦

(2θ), which correspond to the (002 ) and (100 ) Bragg reflections, respectively,

representing the out-of-plane and in-plane coherence lengths of disordered carbon

[12]. The in-plane (La) and out-of-plane (Lc) coherence lengths are calculated

from the widths of the (100 ) and (002 ) peaks, respectively, using the Scherrer

type equation, L = Kλ/Bcosθ, with two different values of the constant K for
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Figure 3.5: Powder XRD patterns of the heat-treated carbon samples along with the

simulated (red) pattern for graphite (PDF#752078).

calculating La (K=1.84) and Lc (K=0.89), as reported in the literature [12,23]. B

(in radians) is the full width at half maximum (FWHM) and λ is the wavelength

of X-rays. The B values in radian are obtained by converting the corresponding

values in degree by multiplying with the factor π/180 after correcting for instru-

mental contributions as discussed in Section 2.3.1. Table 3.3 gives the (002 ) and

(100 ) peak positions and the corresponding B values. With the increase in HTT

from 500 to 1000 ◦C, both the (002 ) and (100 ) peaks become less broad indicating

the transformation to a more ordered structure [12]. Correspondingly, La is found

to increase from ∼15 to ∼20 Å, and Lc increases from ∼12 to ∼16 Å (Figure 3.6).

Murty et al. had suggested that the nucleation and growth of new crystallites,

as observed in metals, does not generally occur in pure disordered carbons and

therefore, the increase in the coherence lengths on heat-treatment is due to the

growth of crystallites that already exists in disordered carbon [24]. The ordering
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Table 3.3: (002) and (100) peak positions and their full width at half maximum (B)

observed in the XRD patterns of the heat-treated carbons.

Sample code (002 ) peak (100 ) peak

2θ B 2θ B

(Degree) (Radian) (Degree) (Radian)

HT500 23.5 0.120 43.7 0.200

HT600 23.6 0.108 43.8 0.187

HT700 23.6 0.103 43.8 0.180

HT800 23.7 0.100 43.8 0.175

HT900 23.7 0.090 43.8 0.163

HT1000 23.8 0.088 43.8 0.151

Figure 3.6: Changes in La and Lc with HTT.
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of disordered carbon can be ascribed to three different phenomena; (i) the in-plane

crystallite growth, (ii) coalescence of crystallites along the c-axis and (iii) the coa-

lescence of crystallites along the a-axis [3]. The in-plane crystallite growth occurs

at comparatively low temperatures (∼400 ◦C) due to which only La increased

with little change in Lc. The coalescence of crystallites along the c-axis occurs by

the stacking of graphene planes, which has moderate activation energy and there-

fore occurs at intermediate temperatures (500–1000 ◦C). However, the coalescence

along the a-axis in a side-wise manner, due to its large activation energy, requires

much higher temperatures (� 1100 ◦C) [3].

The activation energies for all the three processes can vary depending on the

extent of disorder present in the material. A large increase in the coherence

length can be expected in carbon structures with less disorder than those with

a larger extent of disorder and are called as graphitizable and non-graphitizable

carbons, respectively [3,25]. A small increase in the values of La and Lc with HTT,

below 500 ◦C, is reported for both non-graphitizable and graphitizable carbons.

But in the present study, the low magnitude of the coherence lengths even after

heat-treatment at 1000 ◦C suggested that the heat-treated samples belong to non-

graphitizable carbons [3].

In the present case, since the thermally induced graphitization process occurs

by the growth of graphitic domains from amorphous carbon, the overall struc-

ture should be containing small graphitic clusters embedded in an amorphous

background. Since the XRD pattern has contributions from both the graphitic

clusters and amorphous regions, the coherence lengths calculated from the XRD

data are average values. Therefore, the actual dimension of the graphitic cluster

could be larger than the calculated values (Figure 3.6) considering that they are

localized in an amorphous background [3,25]. However, the changes in the extent

of graphitization with HTT must be the same as shown in Figure 3.6, since the

extent of graphitization varies directly with the average cluster dimensions.
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3.3.6 Raman spectroscopy

The first order Raman spectra of diamond consists of a single prominent line at

∼1332 cm−1 corresponding to the triply degenerate optical phonons in the zone

center [26]. For pure crystalline graphite, the Raman peaks appear at 1557 cm−1,

2746 cm−1 and 3246 cm−1, known as the G-peak, G′-peak or 2D-peak and 2G-

peak, respectively [27]. The G-peak is characteristic of a material with sp2 carbon

atoms without being specific to hexagonal rings. The D-peak in the graphitic

carbon emerges only in the presence of disorder and hence perfectly crystalline

graphite will show only a sharp G-peak due to sp2 carbon atoms.

Depending on the crystallinity of a disordered carbon system, the G-peak po-

sition can vary over a wide range, nearly from 1510 cm−1 to 1600 cm−1 [28]. The

D-peak to G-peak intensity ratio, I(D)/I(G), is one of the most important Raman

parameters for disordered carbon and is used to determine the in-plane coherence

length. In disordered carbon, the intensity of the G-peak and its position are de-

termined by the number of sp2 carbon atoms and the extent of clustering, whereas

the intensity of the D-peak is determined by the presence of disordered hexagons

and the broadening of the D-peak is related to the presence of non-aromatic carbon

clusters containing five or seven membered rings [28]. Therefore, as the number

of disordered hexagons increases, the intensity of D-peak increases above that of

the G-peak and vice-versa. In the absence of disordered hexagons, as in the case

of crystalline graphite, where the hexagons are completely ordered, the D-peak

is generally absent and a sharp G-peak is observed at 1575 cm−1. Generally, in

amorphous carbons, while analyzing the G- and D-peak components, peak in-

tensity ratio is preferred over the integrated intensity ratio since the integrated

intensity is related to non-aromatic carbon clusters with five or seven membered

rings [28].

The Raman spectra of the heat-treated samples consist of two peaks due to

graphitic G-peak at ∼1575 cm−1 corresponding to the in-plane bond stretching

motion of sp2 carbon atoms and the disorder-induced D-peak at ∼1335 cm−1

(Figure 3.7). For all the heat-treated samples, the D-peak width is found to be
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approximately double than that of the G-peak, suggesting that these samples are

much different from the disordered graphite for which the D- and G-peak widths

are almost comparable [29]. Raman spectra of the heat-treated carbon samples

are analyzed according to the three-stage model of graphitization proposed by

Ferrari and Robertson [28].

3.4 The three-stage model for graphitization

According to the three-stage model, the changes in the characteristics of the Ra-

man G- and D- peaks during the ordering or disordering of a disordered carbon

phase to a perfectly crystalline system or vice-versa can be broadly classified into

three stages as shown in Figure 3.8 [28]. The different stages are classified based

on the changes in the I(D)/I(G) ratio. In the model, the boundary of stage-

1 is between perfectly crystalline graphite and nanocrystalline graphite, where

the I(D)/I(G) ratio (0–2) as well as the G-peak position (1580–1600 cm−1) in-

creases continuously due to the changes in the vibrational density of states during

the conversion from monocrystalline to polycrystalline graphite [28,30]. Further

disorder in the nanocrystalline graphite induces a different trend for both the

Raman spectral parameters. Both parameters steadily decrease due to the in-

sertion of sp3 defects, resulting in amorphous carbon structure (∼20% sp3) and

this region is classified under stage-2. In this region, the structure consists of

disordered hexagons as well as non-hexagonal rings owing to the bond angle and

bond-bending disorder induced due to the insertion of sp3 defects [28,31].

With more and more sp3 defects being inserted into the carbon structure, the

extent of sp2 clustering decreases and eventually reaches a stage where sp2 dimers

are embedded in sp3 matrix [28,31,32]. In this region, with the increase in the

sp3 content, the G-peak position increases while the I(D)/I(G) ratio shows a

small decrease characterizing stage-3. The in-plane coherence length of samples

occupying in stage-2 and stage-3 is observed to be La < 20 Å [28]. Since La < 20 Å

in stage-2, for considerably disordered systems, I(D)/I(G) ratio does not follow

the Tuinstra-Koenig (TK) relation, (I(D)/I(G) ∝ L−1
a , which was previously
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Figure 3.7: Raman spectra of the different heat-treated samples.

Figure 3.8: Changes in the Raman parameters during disordering of graphite, taken

from reference [28].
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Figure 3.9: Variation of the Raman G-peak position as a function of heat-treatment

temperature.

found to be valid for different ordered carbonaceous materials [33]. However, in

stage-2, the I(D)/I(G) ratio varies directly with La
2 and reversal in dependency

of I(D)/I(G) on La is not abrupt, but occurs through a broad maxima [28,33,34].

3.5 Changes in the Raman spectral characteris-

tics with heat-treatment

In the present study, since we consider the graphitization process from disordered

carbon, the Raman spectral characteristics are expected to show a reverse trend,

with increasing heat-treatment temperature, that is a transition from stage-3 to

stage-1 through stage-2. The variations of the G-peak position and the I(D)/I(G)

ratio, as a function of HTT, are shown in Figure 3.9 and Figure 3.10, respectively.

For the heat-treated samples, the Raman G-peak position (Figure 3.9) initially

increases sharply with increase in the heat-treatment temperature from 500 to

700 ◦C and then decreases slowly with increase in HTT after reaching a maximum

value for HTT = 700 ◦C. This indicates that the samples HT500 and HT600 fall

under stage-2, which consists of disordered carbon. On increasing the HTT above
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Figure 3.10: Variation of the I(D)/I(G) ratio as a function of La. Inset shows the

variation of I(D)/I(G) as a function of HTT.

700 ◦C, there is considerable ordering by the formation of graphitic clusters in a

disordered background. The structural relaxation to a graphitic phase resulting

from the ordering of the hexagons, induced by thermal energy, shifts the G-peak

position, which follows the stage-1 behavior [3,28]. Similarly, the I(D)/I(G) ra-

tio (Figure 3.10) initially increases sharply as La is increased and reaches a broad

maximum at higher La values close to 20 Å, corresponding to HT1000 (Figure 3.10

inset), which is characteristic of a crossover from stage-2 to stage-1. These obser-

vations indicate the transition from amorphous carbon to nanocrystalline graphite.

Thus, the present CS-derived carbon samples are in the boarder region separat-

ing the two carbon forms and hence does not obey the TK relation and/or the

modified relation for stage-2, with I(D)/I(G) ∝ L2
a. The enhancement in the

values of La and Lc (Figure 3.6) with HTT also occurs in a particular manner,

with a larger increase from HT500 to HT600, which then becomes gradual and

further increases above HT800. This shows that the extent of graphitization is

much higher in stage-1 (HT800 to HT1000) when compared to stage-2 (HT500

to HT700) and therefore supports the observed changes in the Raman spectral

characteristics.
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Figure 3.11: Comparison of the (a) Raman spectra and (b) XRD patterns of HT500 and

HT500A.

3.6 Effect of acid-treatment on the carbon struc-

ture

The effect of acid-treatment on the microstructure of the disordered carbon was

checked by comparing the Raman spectra and XRD patterns of HT500 and HT500A

(Figure 3.11). The I(D)/I(G) ratio does not show any considerable variation after

the acid-treatment (0.80 for HT500A) when compared to that of HT500 (0.79).

The G-peak position of HT500A, however, showed a small shift of 9 cm−1 towards

the high energy region when compared to that of HT500 (Figure 3.9), after acid-

treatment. Since the I(D)/I(G) ratio does not show any variation, the shift in

the G-peak position cannot be arising from the changes in the extent of graphi-

tization. Therefore, the shift in the G-peak position could be arising from the

modifications in the in-plane bond stretching vibrations of sp2 carbon atoms after

the acid-treatment. This indicates that the acid-treatment is chemically modify-

ing the edge termination and dangling bonds in the carbon structure, in a similar

manner as observed from the near-edge X-ray absorption fine structure (NEXAFS)

studies on fluorinated activated carbon fibers [35]. The La (15.3 Å) and Lc (11.7
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Å) values of HT500A, calculated from the XRD pattern, is more or less the same

as that of HT500 (Figure 3.6). The coherence lengths being similar, XRD data

shows that there is no change in the extent of graphitization on acid-treatment

and therefore, supports the observations from the Raman spectra.

The comparison of the Raman spectra and the XRD patterns of HT500 and

HT500A, therefore, indicates that the acid-treatment is limited to the extraction

of impurities from the carbon and minor chemical modifications. It is clear that

the acid-treatment is not bringing about any changes in the extent of graphi-

tization. Therefore, the changes in the extent of graphitization observed after

heat-treatment of carbon samples may hold for the corresponding acid-treated

samples also.

3.7 Sample-to-sample variation and effect of heat-

treatment atmosphere

CS being a natural resource, the composition and microstructure of each CS used

for the heat-treatment need not be exactly similar. This difference can lead to

sample-to-sample variations in the microstructure of the heat-treated carbons. To

identify the extent to which the carbon structure can vary depending on the pre-

cursor, XRD and Raman studies were performed after heat-treating three different

shells under nitrogen (sample codes: CN-1, CN-2 and CN-3), argon (sample code:

CAr) and helium (sample code: CHe) atmospheres at 1000 ◦C, with the same

heat-treatment program given in Table 3.1. The samples heat-treated at 1000

◦C were used for studying the sample-to-sample variation and effect of gas atmo-

sphere, since a high degree of graphitization can be brought about at this HTT,

which makes the comparisons more reliable. It is expected that a similar or

comparable variation in the microstructure is possible among the carbon samples

heat-treated at the same HTT (HTT≤1000 ◦C).

The XRD patterns (Figure 3.12) and the Raman spectra (Figure 3.13) of CN-

1, CN-2 and CN-3 are first compared to identify the sample-to-sample variations
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Figure 3.12: Comparison of the XRD patterns of carbon samples derived by heat-

treatment at 1000 ◦C in nitrogen atmosphere (CN-1, CN-2 and CN-3), argon atmosphere

(CAr) and helium atmosphere (CHe).

Figure 3.13: Comparison of the Raman spectra of carbon samples derived by heat-

treatment at 1000 ◦C in nitrogen atmosphere (CN-1, CN-2 and CN-3), argon atmosphere

(CAr) and helium atmosphere (CHe).
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Table 3.4: Coherence lengths and Raman spectral parameters derived from Figure 3.12

and Figure 3.13, respectively.

Sample code La Lc I(D)/I(G) G-Peak

(Å) (Å) (cm−1)

CN-1 20.2 15.2 1.23 1583

CN-2 20.5 15.2 1.25 1584

CN-3 21.1 15.1 1.24 1584

CAr 20.5 15.1 1.23 1586

CHe 21.3 15.2 1.33 1585

in the microstructure on heat-treating three different pieces of CS from different

shells (Table 3.4). For these samples, both La and Lc values vary only over a very

small range, indicating that there could be a small sample-to-sample variation in

the extent of graphitization even when the heat-treatment conditions are invariant.

This variation could be arising from the difference in the porosity, volatile matter

content, mineral content, etc. of the precursor used, which is beyond control while

using a natural precursor like CS. However, the I(D)/I(G) ratio and the Raman

G-peak position are more or less the same, suggesting that the density and type

of defects in individual clusters are almost similar. Switching the heat-treatment

atmosphere from nitrogen to argon does not produce any notable change in these

parameters. However, when helium is used instead of nitrogen or argon, a small

increase in the I(D)/I(G) ratio is observed.

This could be due to the higher thermal conductivity of helium (157 mW/mK

for helium compared to 18 mW/mK for argon and 26 mW/mK for nitrogen, at 300

◦C and 0.1 MPa pressure) [36], which provides a slightly better efficiency for the

heat-treatment process inducing a better and uniform graphitization at 1000 ◦C.

The heat-treatment at different temperatures under argon and helium atmospheres

were not attempted since the microstructure of the samples heat-treated at 1000

◦C in these gas atmospheres were not significantly different from those obtained
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by heat-treatment under nitrogen atmosphere, at the same temperature.

3.8 Conclusions

The evolution of the structural characteristics of disordered carbon samples pre-

pared from coconut shell, on varying the heat-treatment temperature, is stud-

ied and discussed. A quantitative determination of the trace metal content by

ICP-OES showed the presence of different metal ions in the acid extract. Acid-

treatment of heat-treated samples is effective enough in removing most of the

impurities embedded in the samples. The porosity and surface area continuously

increases with an increase in the heat-treatment temperature. The magnitude of

the surface area in the heat-treated samples is too low when compared to that

of the chemically activated carbon. SEM and TEM studies did not show any

notable difference in the morphology among the samples heat-treated at differ-

ent temperatures or among the heat-treated and acid-treated samples. The in-

plane and out-of-plane coherence lengths calculated from the XRD peak widths

showed a regular increase with increasing HTT. The increase in the coherence

length with increase in the heat-treatment temperature from 500 ◦C to 1000 ◦C

showed evidence for ordering of carbon from nanocrystalline graphitic domains

in an amorphous background. A near-graphitic ordering is assumed to take place

since the coherence lengths are much smaller than those observed for graphitizable

carbons. This was established by Raman spectroscopy studies. The variations in

the intensity of Raman D-peak and G-peak ratio, I(D)/I(G), and the Raman G-

peak position showed evidence for a structural transition from disordered carbon

to nanocrystalline graphite as the heat-treatment temperature is increased above

800 ◦C. The samples heat-treated in the temperature region 800-1000 ◦C belong to

the diffuse boundary region separating the disordered carbon and nanocrystalline

graphite and therefore are particularly interesting. The different hybridization

characteristics and the extent of clustering of graphitic regions in these samples

are expected to result in interesting physical properties. Coconut shell being a

natural source, it is not possible to produce carbon samples with exactly similar
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microstructural properties even after heat-treating them under similar conditions.

However, this variation can be neglected since the Raman and XRD spectra of

three carbon samples heat-treated at 1000 ◦C, under nitrogen atmosphere, were

almost comparable. The gas atmosphere in which heat-treatment is carried out

did not affect the microstructure much.
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4.1 Introduction

The discovery of magnetism in organic free radicals triggered the exploration

of magnetic properties of different organic molecules and carbon-based systems

like fullerenes and carbon nanotubes which were otherwise considered to be non-

magnetic due to the absence of d electrons [1]. Different nitrogen and oxygen

containing organic radicals have been studied for their magnetic properties and

many theoretical models were constructed to explain the spin-exchange in these

radicals [1–3]. Pyrolytic carbons with different proportions of sp3 and sp2 hy-

bridized carbon atoms have also been studied for their magnetic properties after

preparing from different organic precursors [1].

The magnetic properties observed in carbon-based materials have been as-

cribed to the electronic properties arising from different factors including mixed

sp2-sp3 sites, peculiar edge geometry, dangling bonds, the presence of heteroatoms,

guest molecules and pores [4–8]. The experimentally observed magnetic charac-

teristics are found to be in good agreement with the theoretical predictions [9,10].

The importance of defects and dangling bonds in developing a magnetic state in

non-magnetic crystalline carbon systems, such as diamond and graphite, was es-

tablished through high-energy irradiation experiments using proton, neutron, 15N

and 12C [11–13]. The extinction of ferromagnetism and development of diamag-

netic character in highly oriented pyrolytic graphite (HOPG), after annealing at

very high temperatures, due to the increase in the grain size and reduction of edge

states, point towards the importance of graphene edges, grain boundaries, defects

and/or vacancies [14]. Shibayama et al. observed the development of a disordered

magnetic state, like a spin-glass state, in heat-treated carbon system near the in-

sulator to metal transition region which also pointed towards the mixed sp3-sp2

state in developing magnetic interactions [15].

Studies on the magnetic properties of the ordered low-dimensional carbon sys-

tems, including graphene, reduced graphene oxide, graphene nanoribbons, chemi-

cally modified graphene and graphene dots, are reported recently [16–22]. A recent

experimental and theoretical study on the magnetic properties of graphene oxide
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pointed towards the crucial role of unpaired spins on the carbon radicals, due to

the presence of epoxy groups, in determining the magnetic properties [18]. The

main issue related to the magnetization measurements of carbon samples is that

their properties are highly sensitive to the microstructure and chemical function-

alities.

Studies on graphene oxide based systems by different research groups have

shown contrasting results due to the minor variations in the carbon structures

[18–20]. The contribution of Fe, Co and Ni metallic impurities as well as their

compounds towards the observed magnetic signal has been analyzed in detail [23].

From the absence of any correlation between the measured magnetic moment and

the concentration of magnetic impurities present, the role of impurity phases to-

wards the magnetic properties of carbon has been ruled out [13,23–25]. Moreover,

magnetic force microscopy has also provided supplementary evidence for the de-

velopment of magnetic moments in carbon-based materials when irradiated with

high energy radiations [26].

Even though there are many reports on the magnetic properties of different

carbon-based systems, including pyrolyzed carbon, only limited systematic studies

are available in the literature on the effect of heat-treatment induced graphitiza-

tion on the magnetic properties of carbon systems [14,15]. The development of

disordered magnetism in thin films of nanographitic carbon, at the insulator to

metal transition regime, in heat-treated samples, as reported by Shibayama et

al. [15], is of great interest since it described a new class of inherent magnetic

state in carbon-based materials. Since most of the recent studies on the magnetic

properties of carbon-based materials are concentrated on ordered graphene-based

systems and thin film samples [13,15,18,26], the effect of heat-treatment on the

magnetic properties of bulk disordered carbon is still left unexplored.

The structural characterization of the different heat-treated carbon samples,

as discussed in Chapter 3, showed that they belong to the crossover region be-
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tween disordered carbon and nanocrystalline graphite. Since disorder and dangling

bonds are the main contributors towards the magnetic properties of disordered car-

bon, the highly disordered carbons obtained by the pyrolysis of coconut shell are

used to study the evolution of the magnetic properties as a function of the extent

of graphitization. Similar attempt for systematically studying the evolution of the

magnetic properties of bulk disordered carbon prepared from a natural source,

whose thermal history is completely known, is not reported in the literature.

4.2 Experimental Methods

The carbon pellets obtained after heat-treatment (Section 3.2) were crushed and

powdered using an agate mortar and pestle and samples in the powdered form

were used for the magnetic measurements. The samples heat-treated at different

temperatures (xxx ◦C) are labeled as HTxxx (Table 3.1, Chapter 3). Hereafter,

this set of samples will be collectively referred to as the heat-treated samples. The

heat-treated samples were further treated with conc. HCl, as described in Chapter

3, to remove any metal impurities and labeled as HTxxxA.

To check the efficiency of the extraction process, HT500A obtained after wash-

ing HT500 with acid was again subjected to acid-treatment and analyzed for

impurities and this sample is labeled as HT500AA. Magnetization measurements,

as a function of magnetic field, were performed up to a field of 60 kOe (6 T).

Magnetization as a function of temperature was measured from 2 K to 300 K,

under both field cooled (FC) and zero field cooled (ZFC) protocols, after apply-

ing a magnetic field of 10 kOe (1 T). The magnetization of the carbon samples

derived after heat-treating CS belonging to the different batches was measured

and compared. The effect of heat-treatment atmosphere in modifying the mag-

netic properties was also investigated by comparing the magnetization of samples

heat-treated under different gas atmospheres.
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4.3 Changes in the magnetization with heat-

treatment temperature

The heat-treated samples are diamagnetic at 300 K with their magnetic moment

decreasing with increasing applied magnetic field (Figure 4.1). However, at 2 K,

all the carbon samples (Figure 4.2) showed ‘S’-shaped magnetization curves. This

type of magnetization curve is explained by using the Brillouin function given by

Equation 4.1 [27–31].

M

M0
=

2J + 1

2J
coth

(
2J + 1

2J

)
a′ − 1

2J
coth

a′

2J
(4.1)

a′ =
μHH

kBT

where M is the magnetic moment at a particular field H, M0 is the saturation

magnetization, J is the total angular momentum quantum number, μH is the

maximum magnitude of each magnetic moment, kB is the Boltzmann constant

and T is the temperature [27].

In a condensed electronic system, the angular momenta of various orbits with

different orientation combine vectorially to give the resultant orbital angular mo-

mentum. This is characterized by the total orbital angular momentum L. Similarly,

the individual electron spin momenta combine to give the resultant spin momen-

tum, described by the total spin S. The total angular momentum is then the sum

of L and S (J = L + S). For a system with non-interacting spins, there will not

be any orbital angular momentum contribution (L=0) to the moment, and there-

fore, the contribution to the total angular momentum becomes equal to the total

spin (J=S=1/2) [27]. Hence, the Brillouin type M-H curve (Equation 4.1) with

J=1/2, indicates the presence of a non-interacting spin system. A nearly good

fit to the Brillouin function (Equation 4.1, J=1/2) in Figure 4.3 to the measured

M-H curves of different heat-treated samples points towards the non-interacting

nature of the magnetic moments in these samples.
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Figure 4.1: Magnetization curves of the heat-treated samples measured at 300 K.

Figure 4.2: Magnetization curves of the heat-treated samples measured at 2 K. Inset:

Enlarged curves showing magnetic hysteresis.
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Figure 4.3: Fit of initial magnetization curves of HT500, HT600, HT900 and HT1000

using Brillouin function with J=1/2.
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Similar non-saturating magnetization curves, even at very high magnetic fields,

were previously reported for carbon systems like disordered carbon films [30,31],

potassium and bromine adsorbed graphene sheets [32] and graphene nanorib-

bons [21]. However, the magnetization curves in the present case show significant

coercivity (Figure 4.2), which indicates that the observed magnetism cannot be

explained by localized electron spins and the samples are not simply paramagnetic.

In a disordered carbon structure, different type of magnetic exchange interactions

are possible between the edge-state spins of nanographitic domains, as discussed

in Chapter 1 (Section 1.7). At the same time, a paramagnetic contribution can

also originate from the free spins and isolated defects. Since the magnetization

curves of the heat-treated samples, measured at 2 K, show significant coercivity

along with a relatively good fit to the Brillouin function with J=1/2, it is likely

that the paramagnetic contribution from the free spins is dominating over the

ferromagnetic/feriimagnetic contributions from the nanographitic domains. More

details which rule out the paramagnetic nature of the disordered carbon samples

are discussed in Section 4.7.

Elemental (ICP) analysis of the heat-treated samples (Table 3.2, Chapter 3)

showed the presence of various metal ion impurities, including Fe, Co and Ni. The

concentrations of Fe, Co and Ni present in the heat-treated samples are shown

in Table 4.1. To quantify the maximum possible contribution from impurities to-

wards the measured mass magnetization, the contribution to the magnetization

from the ferromagnetic elements Fe, Co and Ni was calculated using their con-

centration obtained from ICP-OES and standard mass magnetization values for

bulk ferromagnetic Fe (221.9 emu/g), Co (162.5 emu/g) and Ni (57.50 emu/g)

at 0 K [27]. For the heat-treated samples, Fe, Co, and Ni concentration varied

from 66 ppm to 78 ppm, 19 ppm to 22 ppm, and 19 ppm to 28 ppm, respectively.

The ICP analysis required large quantities of the samples and hence more than

one coconut shell was used for the sample preparation, by heat-treatment at a

particular temperature. Therefore, the variation in the concentration of metal

impurities in different heat-treated samples might be due to the difference in the
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Table 4.1: The measured magnetization values at 60 kOe (M6T ), the concentration of

Fe, Co and Ni present in the heat-treated samples and the calculated maximum possible

contribution of these metals towards magnetization (MCalc).

Sample M6T Co Fe Ni MCalc

emu/g ppm ppm ppm emu/g

HT500 0.69 20 70 26 0.0173

HT600 0.64 19 73 22 0.0173

HT700 0.29 19 69 22 0.0167

HT800 0.14 23 79 19 0.0170

HT900 0.08 19 66 26 0.0164

HT1000 0.07 20 73 27 0.0178

mineral content of each shell used for sample preparation. However, even after

considering the extreme case, where it is assumed that all of these elements are

present in their elemental form and behave as bulk ferromagnetic metals at 0

K, their contribution towards magnetization is in the range 0.016–0.018 emu/g

of carbon. Table 4.1 clearly shows that the measured magnetization at 60 kOe

is comparatively much larger for samples heat-treated at the lower temperatures

(HT500 to HT700) when compared to those heat-treated at the higher tempera-

tures (HT800 to HT1000). Thus, for the higher HTT samples, even though the

measured moment is still larger than the calculated value of ∼0.02 emu/g, the

difference between the observed and the calculated values are much smaller when

compared to that of the lower HTT samples.

4.4 Sample-to-sample variation and effect of heat-

treatment atmosphere

Controlled heat-treatment of ordered molecular precursors can be used to produce

high quality graphene [33]. However, the extent of graphitization in carbon-based
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materials heat-treated at a particular temperature may depend on the precursor

used. CS produced highly disordered carbon, as evidenced by the XRD and Ra-

man spectral characteristics of the heat-treated samples, as discussed in Chapter

3. The XRD and Raman studies on the extent of structural order/disorder in CS

heat-treated carbon prepared from different pieces of CS (Section 3.4) heat-treated

under nitrogen (sample code: CN-1, CN-2 and CN-3) atmosphere, argon (sam-

ple code: CAr) atmosphere and helium (sample code: CHe) atmosphere showed

that small variations in the coherence lengths can be expected, irrespective of the

heat-treatment atmosphere, even though the HTT is kept constant. The Raman

spectral parameters like I(D)/I(G) and G-peak position of CN-1, CN-2, CN-3, CAr

and CHe were almost the same, however, the coherence lengths La and Lc showed

some variations (Table 3.4, Chapter 3). The nearly same I(D)/I(G) ratios and G-

peak positions for these samples suggested that the graphitic clustering effects are

similar. To check for the sample-to-sample variation in the magnetic properties,

if any, the room temperature and low-temperature magnetization of three differ-

ent batches of CS-derived carbon obtained after heat-treatment at 500 ◦C and

800 ◦C in nitrogen atmosphere are compared. These heat-treatment temperatures

were selected because the low-temperature magnetization of these samples are

higher when compared to those heat-treated at 1000 ◦C. The 500 ◦C heat-treated

samples, which showed the highest magnetization at 2 K are diamagnetic at room

temperature, with the magnetic moment decreasing with increasing magnetic field

(Figure 4.4). The magnetization curves of CN-1, CN-2 and CN-3 at 300 K are

similar to that of the HT500 measured at the same temperature (Figure 4.1), with

comparable magnetization at 60 kOe. However, the carbon samples heat-treated

in argon, helium and argon-hydrogen (sample code: CArH) mixture (96.5% argon

and 3.5% hydrogen) show some deviations in the diamagnetic susceptibility when

compared to the carbon samples heat-treated in the nitrogen atmosphere.

The magnetization curves of the three different carbon samples, heat-treated

at 500 and 800 ◦C, under nitrogen atmospheres, measured at 2 K, are shown in

Figure 4.5. All the three samples show similar characteristics; S-type magnetiza-
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Figure 4.4: Magnetization curves (at 300 K) of carbon samples derived from CS after

heat-treatment at 500 ◦C under nitrogen (CN-1, CN-2 and CN-3), argon (CAr), helium

(CHe ) and argon-hydrogen (CArH) mixture.

tion curves with similar saturation trend and comparable magnetic moments. The

magnetization at 60 kOe for the three samples CN-1, CN-2 and CN-3, heat-treated

at 500 ◦C is obtained as 0.62, 0.69 and 0.74 emu/g, respectively. The average value

of the magnetization is 0.68 emu/g. Similar variation in the magnitude of mag-

netization is observed for the sample heat-treated at 800 ◦C also. For the three

samples, the magnetization at 60 kOe is obtained as 0.16, 0.14 and 0.13 emu/g,

respectively, and the average value of magnetization is 0.145 emu/g. Thus, it may

be considered that the magnetization at 60 kOe may vary within ±10%. This

sample-to-sample variation could be arising from the small differences expected in

the amount of volatile matter and the different organic matters of each CS used for

heat-treatment and the associated small changes in the microstructure, dangling

bonds, edge state, etc.

Further, to identify the effect of the pyrolysing gas atmosphere, CS was heat-

treated at 500 ◦C under nitrogen, argon, helium and argon-hydrogen mixture in a

similar manner as described in Chapter 3. The magnetization curves measured at 2

K (Figure 4.6) for these samples also have similar shape and saturation trend with
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Figure 4.5: Magnetization curves (at 2 K) of carbon samples derived from three different

batches (CN-1, CN-2 and CN-3) of CS after heat-treatment at 500 ◦C and 800 ◦C under

nitrogen atmosphere. Inset shows the enlarged view of the initial magnetization curves

of the samples heat-treated at 800 ◦C

their magnetization at 60 kOe falling in the expected range due to the sample-to-

sample variations. However, the samples heat-treated under argon-hydrogen and

helium atmospheres show much lower magnetization than the samples heat-treated

under argon and nitrogen. This is likely to be due to the increase in the graphi-

tization for the samples heat-treated at 500 ◦C under argon-hydrogen and helium

atmospheres owing to the better thermal conductivity of hydrogen (187 mW/mK

at 300 ◦C and 0.1 MPa) and helium (157 mW/mK at 300 ◦C and 0.1 MPa) when

compared to that of argon (18 mW/mK at 300 ◦C and 0.1 MPa) and nitrogen (26

mW/mK at 300 ◦C and 0.1 MPa) [34]. The gases with higher thermal conductivity

can induce better graphitization in the carbon samples by uniform and fast heat-

ing. More importantly, the sample heat-treated under argon-hydrogen atmosphere

is diamagnetic at room temperature and shows a magnetization curve similar to

that of the samples heat-treated under other gases, at 2 K. Considering that the

relatively lower magnetization of CHe is likely to be due to the better graphiti-

zation, the extent of variation in the magnetization of CN-1, CAr and CArH, for
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Figure 4.6: Magnetization curves (at 2 K) of samples heat-treated at 500 ◦C under

argon (CAr), nitrogen (CN-1), argon-hydrogen mixture (CArH) and helium (CHe) gas

atmospheres.

which the graphitization is similar, is calculated. For CN-1, CAr and CArH, the

magnetization, at 60 kOe, is obtained as 0.74, 0.77 and 0.67 emu/g, respectively

and the average value of magnetization is 0.723 emu/g. Thus, the magnetization

at 60 kOe may be considered to be varying by ±7%, which is nearly in the same

range as that of sample-to-sample variation. This indicates that the inorganic

minerals present in CS are not getting reduced to any of the ferromagnetic metal

(Fe, Co and Ni) during heat-treatment under the reducing argon-hydrogen atmo-

sphere. Since the magnetic characteristics are comparable for samples prepared

from different pieces of CS (sample-to-sample variation) and only similar varia-

tion is observed for samples heat-treated under different gas atmospheres, further

studies on the effect of graphitization on the temperature variation of magnetiza-

tion are limited to the samples heat-treated from 500 to 1000 ◦C under nitrogen

atmosphere.

The diamagnetic response of the heat-treated samples, at room temperature

(Figure 4.4), points towards the intrinsic origin of their magnetic properties. The

highest impurity contribution towards magnetic moments of the heat-treated car-
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bon generally comes from ferromagnetic metals due to their high mass magne-

tization values when compared to other magnetic compounds like metal oxides

or carbides [27]. Among the different heat-treatment atmospheres used in this

study, the mixture of argon and hydrogen can reduce the different metal salts

present in carbon to the respective metals. In such a case, heat-treatment under

argon-hydrogen mixture should produce disordered carbon with a substantially

high magnetic moment, if magnetic metal impurities are present. However, in the

present case, similar magnetization values are observed for CS heat-treated under

the reducing argon-hydrogen atmosphere and those heat-treated under nitrogen,

argon and helium. This shows that considerable amounts of magnetic metal salts

or metals are not present in CS which can mask the magnetic properties of the

heat-treated carbon by their contribution to the magnetization.

4.5 Magnetic measurements on acid-treated

samples

In order to rule out the contribution of magnetic metal impurities as the origin

of ferromagnetism in the heat-treated samples, the samples are treated with conc.

HCl (detailed procedure is given in Chapter 3). After acid-treatment, the concen-

trations of Fe, Co and Ni are found to be too low (< 1 ppm), which indicates that

the metal impurities are leached out of the samples as soluble chlorides during the

acid-treatment. The magnetization of the acid-treated samples when measured

as a function of applied magnetic field (Figure 4.7) also showed similar curves as

that of the original heat-treated samples. However, the magnetization at 60 kOe

is found to be relatively lower than that of the corresponding heat-treated samples

and the magnetic hysteresis remained even after the acid-treatment. Thus, the

contribution of impurity towards magnetization is calculated using (Table 4.1),

assuming that the impurity is in the form of bulk ferromagnetic metals. The cal-

culated values are 3% and 28% of the measured values for HT500 and HT1000,

respectively, even though nearly the same amounts of ferromagnetic impurities are
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Figure 4.7: Magnetization curves of acid-treated samples measured at 2 K. Inset: En-

larged curves showing magnetic hysteresis.

present in both samples. Thus, it is possible that the observed ferromagnetism in

the heat-treated samples is due to the intrinsic contribution from edge states and

dangling bonds and the reduced magnetization after acid-treatment is due to the

changes in the local structure.

It has been reported that in the case of thermally induced graphitization, the

effect of HTT on amorphous carbon samples is to develop thermodynamically

more stable nanocrystalline graphitic structure through the heat-treatment in-

duced migration of the sp3 defects which tend to extend the π-conjugated areas at

the expense of strain energy [35,36]. This relaxation to a graphitic structure with

increase in HTT causes the reduction of edge states and dangling bonds in the

system which are otherwise contributing to the magnetic behavior of disordered

carbons [37,38]. Thus, for the higher HTT samples, since the edge states con-

tributing to magnetism being considerably reduced and the samples being more

graphitic, there is a large reduction in the magnetization. The mass magnetiza-

tion corresponding to the amount of ferromagnetic impurities is also found to be

too low (∼0.002 emu/g) to account for the observed magnetization values at 60

kOe. Therefore, the magnetic impurities cannot be responsible for the magnetic
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properties of these samples.

The magnetization curves with Brillouin type saturating trend observed for

both the heat-treated and the acid-treated samples indicate that they are more

related to a superparamagnetic-like disordered magnetic behavior, similar to that

observed previously in graphene nanoribbons [21]. The coercivity of the heat-

treated and acid-treated samples might be arising from the spin blockade in ran-

dom direction due to local magnetic anisotropy. In a carbon-based system, the

structural defects, small inhomogeneities in the graphitic cluster, orientation dis-

order, different edge terminating groups, etc. can contribute towards the local

magnetic anisotropy [39].

4.6 Role of microstructure

The variation of the magnetization at 60 kOe for the different heat-treated samples,

as a function of HTT, is shown in Figure 4.8. Here, the magnetization at the

highest field of measurement (60 kOe) decreases with increasing HTT, following

a specific trend. Initially, there is a small decrease in the magnetization when

HTT is increased from 500 to 600 ◦C. As HTT is increased to 700 ◦C and further

to 800 ◦C, the magnetization decreases sharply. However, with the elevation of

HTT above 800 ◦C, the magnetization does not vary much and shows a saturating

trend. This peculiar nature of decrease in the low-temperature magnetization

can be directly correlated with the changes in coherence lengths, La and Lc, as

discussed in Chapter 3 (Figure 3.6) and the variation in the intensity ratios of

the D and G Raman bands, I(D)/I(G) (Figure 3.10, Chapter 3), with HTT. This

indicates that the variation in the magnetization at 60 kOe follows the changes

in the carbon microstructure on heat-treatment. The decreasing magnetization

with increasing HTT for the present coconut shell based disordered carbon is

similar to the previous report on nanographite based carbon materials, where the

results are explained in terms of disordered magnetism caused by random strengths

of inter-nano-graphite antiferromagnetic interactions mediated by π-conduction

carriers [15].
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Figure 4.8: Magnetization measured at 60 kOe (M6T ) of heat-treated and acid-treated

samples as a function of HTT. Solid lines are guides to the eyes.

The samples heat-treated at 500 ◦C, 600 ◦C and 700 ◦C showed gradual order-

ing of amorphous carbon with a small increase in the coherence length, as discussed

in Chapter 3 (Section 3.3.5). In this region, samples being more disordered, and

to induce a small increase in La requires removal of defects in large numbers which

can lead to a large decrease in the magnetization. As HTT increases to 700 ◦C,

I(D)/I(G) ratio increases beyond unity (Figure 3.10, Chapter 3) showing the or-

dering of amorphous carbon to nanocrystalline graphite. Heat-treatment beyond

800 ◦C induces much more rapid increase in La giving a clear indication that there

is a fast relaxation to nanocrystalline graphite in this region, where a diamagnetic

contribution from aromatic carbon clusters also starts to develop due to which

both the absolute value and the variation in the magnetization are much less for

samples heat-treated above 800 ◦C.

Magnetization measurements on the acid-treated samples at 2 K (Figure 4.7)

indicated that the magnetization curves have similar shape and saturation trends

as that of the heat-treated samples. The magnetization of all the acid-treated sam-
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Figure 4.9: Magnetization of HT500 before and after two consecutive acid-treatments.

ples are lower than that of the corresponding heat-treated samples (Figure 4.2).

However, the variation in the magnetization at 60 kOe from HT500A to HT1000A

are similar to that observed for heat-treated samples, as a function of HTT (Fig-

ure 4.8). Similar to the heat-treated samples, the acid-treated samples also show

a small coercivity.

As mentioned, the magnetization of all the samples decreased after treating

with the acid. As shown in Figure 4.9, after the first acid-treatment, magnetiza-

tion of HT500 is decreased by 0.24 emu/g. However, the second acid-treatment

on HT500A reduced the magnetization only by 0.02 emu/g. This indicates that

impurity phases are not contributing to the magnetization after the first acid-

treatment, if it is assumed that the difference in the magnetization after the first

acid-treatment is contributed by ferromagnetic impurities. However, assuming

that the impurities are present in the ferromagnetic state, the maximum possi-

ble contribution to magnetization from the ferromagnetic impurities which was

leached out from the respective samples is only 0.02 emu/g. Since HT500 is hav-

ing the highest degree of disorder, the large decrease in the magnetization after

first acid-treatment can be due to the suppression of magnetic contribution from

magnetic π-edge states due to the chemical modification and stabilization of the

131



Magnetic properties of disordered carbon

dangling bonds by hydrogen or chlorine atom. This decreases the localized spin

concentration, similar to the effect of fluorination on activated carbon fibres as

reported by Kiguchi et al. [8]. As discussed in Chapter 3, the graphitization at

higher HTT is brought about by the thermally assisted growth and coalescence

of individual clusters [35]. During this growth process, therefore, the number of

edge states corresponding to the graphic zig-zag edges and dangling bonds in the

amorphous background gets reduced. Hence, the acid-treatment of higher HTT

samples cannot be effective in bringing down the magnetic moment by chemical

modification of edge states and dangling bonds, when compared to that of lower

HTT samples. Thus, acid-treatment of lower HTT samples decreases the mag-

netization to a larger extent while for higher HTT samples, the acid-treatment

cannot decrease the magnetization in a similar manner, thereby causing this large

difference.

4.7 Temperature variation of magnetization

Temperature variation of magnetization of all the samples (heat-treated and acid-

treated samples) were measured in the temperature range 2–300 K in a magnetic

field of 10 kOe (1 T) to gain more insight in to the magnetic nature of the samples.

The zero field cooled (ZFC) and field cooled (FC) magnetization curves, measured

in an applied field of 10 kOe, showed different behavior for the heat-treated and

acid-treated samples, as shown in Figure 4.10. The ZFC and FC magnetization

curves of the heat-treated samples HT500 and HT1000 as well as the acid-treated

samples HT500A and HT1000A (samples with the highest and lowest magnetiza-

tion at 2 K, Figure 4.2 and Figure 4.7) are shown in Figure 4.10. Insets in the

figures show the enlarged portions in the temperature range 75 to 225 K to show

the difference between the FC and ZFC magnetization curves very clearly. For all

the heat-treated samples, an increase in the magnetization is observed below 200

K with a broad hump around 150 K, indicating a magnetic-like transition, which

is more pronounced in the FC curve than in the ZFC curve as shown in the insets

of Figure 4.10.
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Figure 4.10: ZFC (black) and FC (red) curves for HT500, HT500A, HT1000 and

HT1000A. Insets show the zoomed curves in the temperature region where a hump is

observed in the magnetization curves.
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Figure 4.11: The inverse susceptibility versus temperature plots of HT500A and

HT1000A, showing deviation from Curie behavior.

Figure 4.11 shows the χ−1 versus T plots of the ZFC curves of HT500A and

HT1000A, for which the ZFC magnetization increased continuingly with a de-

crease in the temperature. For a paramagnet, the plot of χ−1 versus temperature

should be a straight line [27]. However, for the acid-treated samples, HT500A and

HT1000A, the magnetization does not fall on a straight line when χ−1 is plotted

as a function of temperature. Thus, the Curie-Weiss behavior (Equation 1.15) fur-

ther confirms that the carbon samples are not simply paramagnetic even though

the magnetization curves, measured at 2 K, fits relatively well to the Brillouin

function with J=1/2 (Figure 4.3).

The magnetic transition observed in acid-treated samples can originate due

to the complex magnetic interactions which compete among themselves forming

a spin-glass state or low dimensionality of the magnetic system, as reported for

different carbon-based systems [15,21,29,40,41]. However, after the acid-treatment

process, for all the samples, the broad transition and the humps are disappeared

completely. The spin-glass-like disordered state can originate from the compet-

ing ferromagnetic and antiferromagnetic interactions or due to the complex dipo-

lar interactions in a concentrated assembly of magnetic nanoparticles [42]. In a
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spin-glass-like system, the FC magnetization (FCM) curve diverges from the ZFC

magnetization (ZFCM) curve below a certain temperature, when measured as a

function of temperature [15,21,42].

To rule out any impurity effect and to confirm the intrinsic origin of a spin

glass like disordered magnetic state in the heat-treated carbon samples, the acid-

treated sample HT500A, for which the hump is disappeared after acid treatment,

was subjected to a further heat-treatment at 500 ◦C followed by another acid-

treatment, and again another heat-treatment. Thus, the heat and acid treatments

were repeated in multiple cycles. FCM and ZFCM curves of the different heat

and acid treated samples are shown in Figure 4.12. HT500A (Figure 4.12b) heat-

treated again at 500 ◦C (Figure 4.12c) under identical conditions as in the case

of HT500 shows identical features in the magnetization curves as that of HT500

(Figure 4.12a). The nature of the FCM and ZFCM curves are similar to that

of HT500 (Figure 4.12a), showing the magnetic transition below 200 K and the

broad hump between 100 and 200 K (Figure 4.12c). The magnetic transition and

the hump disappear on further acid-treatment (Figure 4.12d), and again reappear

on heat-treatment at 500 ◦C (Figure 4.12e). As the contribution from magnetic

impurities is found to be negligible in the samples after the first acid-treatment

itself (Table 3.2, Chapter 3), it is clear that the magnetic transition-like feature

and the broad hump are due to the magnetic contribution from carbon and not

from any other impurities. Figure 4.13 shows the magnetization curves of the cor-

responding acid and heat-treated HT500 samples, measured at 2 K. It is observed

that the magnitude of magnetization at low temperatures is reduced after the

acid-treatment and then increased again after the heat-treatment and the trend is

repeated for further acid and heat-treatments. As evident from the inset of Fig-

ure 4.13, the coercivity continuously increases after each treatment. The highest

coercivity of 280 Oe is obtained for the final sample after two subsequent acid-

treatments and each followed by further heat-treatment. This suggests that the

microstructural changes produced during consecutive acid/heat-treatment, includ-

ing the edge reconstruction, inhomogeneous distribution of graphitic cluster size
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Figure 4.12: ZFC (black) and FC (red) curves of (a) HT500 and (b) HT500A. The

changes in the ZFC and FC curves of (c) HT500A after reheating at 500 ◦C under

identical conditions as in the case of HT500, (d) reheated sample after a second acid-

treatment and (e) after reheating the second acid-treated sample at 500 ◦C under identical

conditions as for previous samples.
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Figure 4.13: Magnetization curves of HT500 after repeated heat and acid-treatments,

measured at 2K. (1) HT500, (2) HT500A, (3) HT500A heat-treated at 500 ◦C, (4)

sample 3 acid-treated, and (5) sample 4 heat-treated at 500 ◦C. Inset: enlarged curves

showing magnetic hysteresis.

and changes in the distribution of different functional groups could be responsible

for the continuous increase in the coercivity [39].

The results show that the magnetic characteristics are highly reproducible

after heat/acid-treatment under identical conditions. As the contribution from

magnetic impurities is found to be negligible in the samples after the first acid-

treatment itself, it is clear that the magnetic transition and the hump are due to

the magnetic contribution from carbon and not from any other impurities. The

contrast in the ZFC-FC magnetization behavior among the heat-treated and the

acid-treated carbon samples is quite similar to the observations made on graphene

nanoribbons (GNRs) and chemically converted graphene nanoribbons (CCGNRs)

[21]. GNRs showed field cooling effect which was absent in CCGNRs which was

ascribed to the edge reconstruction involved during the chemical treatment. Our

experiments clearly prove that spin-glass type disordered magnetism exists even

in carbon structures with low crystallinity. Also, the results show the critical

dependency of edge states towards magnetic interactions in disordered carbon.
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These observations also support the assumptions made related to the changes

in the nature of the magnetization curves upon acid-treatments on heat-treated

samples.

4.8 Conclusions

Magnetic measurements on disordered carbon samples heat-treated from 500 to

1000 ◦C showed diamagnetic behavior at RT whereas a ferromagnetic-like mag-

netization curves are observed at 2 K with significant coercivity. At 2 K, The

magnetization at 60 kOe decreased with increasing heat-treatment temperature.

The calculated maximum possible magnetic contribution from the ferromagnetic

metal impurities showed that the concentrations of metal from impurities are too

low to account for the observed magnetization. The heat-treated samples, on

further acid-treatment, also showed similar magnetization curves at 2 K, with a

small decrease in the magnetization. The decrease in the magnetization after acid-

treatment and the maximum possible magnetic contribution from the impurities

extracted during the acid-treatment process are not comparable. A detailed anal-

ysis showed that the extent of decrease in the magnetization after acid-treatment

is different for higher HTT and lower HTT samples, even though the same amount

of metal impurities are present in all the samples, which also pointed towards the

intrinsic origin of magnetic properties in the heat-treated samples. Further, the

variation of magnetization with HTT is found to be perfectly correlating with

the changes in the carbon structure. The Raman I(D)/I(G) ratio and the G-

peak position as well as the coherence lengths calculated from XRD data showed

a structural transition from disordered carbon to nanocrystalline graphite when

HTT increases above 800 ◦C. Therefore, the decrease in the magnetization with an

increase in HTT can be ascribed to the reduction of edge states and dangling bonds

along with the development of graphitic clusters with a diamagnetic response.

The magnetic measurement of three different batches of CS heat-treated at

similar conditions showed that the magnetic properties of these samples are not

exactly same, as expected, due to the small variations in the composition and
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texture of CS. Considering this sample-to-sample variation (±10%), the magne-

tization of samples prepared by changing the heat-treatment atmosphere is also

varying in the same range (±7%) and therefore can be neglected. Moreover, the

sample heat-treated under reducing conditions (in argon-hydrogen atmosphere)

did not produce any considerable changes in the magnetization, confirming that

ferromagnetic metals are not formed during the heat-treatment. The FC and

ZFC magnetic measurements of heat-treated samples showed a broad hump below

150 K, which vanished after the acid-treatment, due to the chemical modification

of edge states and dangling bonds on acid-treatment. Proof for this is obtained

from studies on repeated heat/acid-treatment of the initially acid-treated sam-

ple. Thus, the present study shows that a disordered magnetic state with random

strengths, previously observed in nanographite and graphene nanoribbons, also

exists in amorphous carbon with different extent of graphitization. This observa-

tion in amorphous carbon can trigger further work to understand the magnetism

in detail due to the large possibilities in preparing magnetic amorphous carbon

with different microstructures.
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5.1 Introduction

As described in Chapter 3, the investigations based on XRD and Raman spec-

troscopy have shown that the extent of disorder in the heat-treated carbon, ob-

tained after the pyrolysis of CS at different HTT, changes continuously from that

of disordered carbon to nanocrystalline graphite. Such pre-graphitic systems with

varying crystallinity contain chains, rings and clusters of benzenoid networks em-

bedded in an sp3 matrix [1]. These structures are reported to exhibit different

electronic properties due to the contribution of these networks towards the en-

ergy band structure [2,3]. As already mentioned in Chapter 1 (Section 1.6), the

sp3 sites in the sp2/sp3 mixed clusters mainly govern the generation of a large

band gap, almost in the same range as that of diamond (∼4-6 eV). Theoreti-

cal calculations showed that the pairs, even-membered rings and chains of sp2-

carbon atoms form π-states with a smaller gap (∼2 eV), whereas the isolated

sp2 sites and odd-membered rings of sp2 carbon atoms form localized states in

the gap [1,4,5]. A pre-graphitic disordered carbon containing all these contribu-

tions thus have a finite density of states around the Fermi level, depending on the

extent of graphitization [1,4]. Therefore, disordered carbon systems show large

deviations in the electronic transport properties when compared to that of the

ordered allotropes [2,3,6].

In a crystalline material, the electrons are delocalized in an extended energy

band structure [7]. Structural disorder in such an ordered material results in

the smearing out of the band edge towards the gap to form localized tail states,

where the extended states are separated from the localized states by the mobility

edge. For systems with large disorder, the Fermi level falls in the localized regime,

making the samples insulating, and with a decrease in the disorder, the mobility

edge approaches the Fermi level. Further structural ordering pushes the mobility

edge above the Fermi level, which then falls in the extended region of the energy

band, and such materials show metallic properties [7–9]. In a variety of insulating

and highly disordered carbon systems, the experimental results indicated that

electronic transport near room temperature is controlled by hopping conduction
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between the π and π∗ levels [10]. However, there is a lack of agreement about

the specific nature of the hopping conduction in different carbon systems studied

[2,3,11–13].

Several transport models have been suggested for explaining the tempera-

ture dependence of resistivity such as the thermally activated hopping conduction

(Equation 5.1) [11], Mott variable range hopping (Equation 5.2 and Equation 5.3

with β=1/3 or 1/2) [2,7,8], coulomb-gap variable range hopping (Equation 5.3,

β=1/2) [12] and multiphonon tunneling (Equation 5.4) [13], as discussed in Chap-

ter 1 (Section 1.7). The equations describing these conduction mechanisms are

ρ(T ) = ρ0 exp

(
Ehop

kBT

)
(5.1)

ρ(T ) = ρ0 exp

(
T0

T

)1/4

(5.2)

ρ(T ) = ρ0 exp

(
T0

T

)β

(5.3)

σ(T ) = σ0 (T/T0)
n (5.4)

Where ρ(T) and σ(T) are the resistivity and conductivity, respectively, at temper-

ature T. Ehop is the activation energy for hopping conduction, kB is the Boltzmann

constant, ρ0 and σ0 are the pre-exponential factors, T0 is the characteristic Mott

temperature. β in Equation 5.3 indicates the dimensionality of the conduction

process, and is given by β = 1
d+1

, for d dimensional conduction. The parameters

emphsigma0, A and n in Equation 5.4 are constants for a particular system [13].

Less disordered carbon systems have much lower room temperature resistivity

when compared to the systems with large disorder, with a weak temperature

dependence of resistivity [2]. In such materials, the weak temperature dependence
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of resistivity is explained based on the columbic interactions in the presence of

disorder and two dimensional weak localization (2D WL) [14,15].

Another effect which modifies the conduction mechanism is the Kondo-type

scattering of the conduction electrons by magnetic impurities when present in a

conducting non-magnetic lattice [16]. The magnetic impurities in a non-magnetic

lattice flips the complementary electron spins to a different extent, thereby scat-

tering the two complementary electron waves asymmetrically. This effect, in turn,

destroy their phase coherence and results in a destructive interference leading to a

small increase in resistivity at low temperatures [16]. Kondo effect has been experi-

mentally verified in many different systems such as graphene with Co adatoms [17],

defective graphene [18], Yb3Os4Ge13 [19] and UCo0.5Sb2 [20]. The defect induced

magnetic moments in He+ irradiated graphene have been shown to couple strongly

to conduction electrons in graphene, resulting in the Kondo effect [18].

The modification of the hopping conduction with HTT in the insulating regime

of the insulator-metal (I-M) transition has been studied in disordered carbon films

and amorphous carbon fibers [2,3]. However, the changes in the conduction mech-

anism with graphitization towards the metallic side of the I-M transition are not

addressed so far. The heat-treated disordered carbon samples, described in Chap-

ter 3, can be an ideal system for studying the changes in the conduction mech-

anism with the extent of graphitization. The crossover from stage-2 to stage-1,

with HTT, confirmed the ordering of disordered carbon structure to nanocrys-

talline graphite. In this regime, since the extent of graphitization is much higher,

the conduction mechanism can get modified due to the carrier interactions in the

presence of weak disorder or due to the weak magnetic moment induced by the

edge state spins of isolated graphitic clusters. The present Chapter focuses on the

changes in the conduction mechanism with graphitization in the critical region of

the I-M transition.
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5.2 Experimental methods

The disordered carbon pellets used for the electrical measurements were obtained

by pyrolysis of CS as discussed in Chapter 3 (Section 3.2.2). The flat faces of the

heat-treated pellets (typical size 10 mm x 5 mm x 1 mm) were smoothened by

using a fine emery paper (C-600) and then treated with conc.HCl (Merck, 37%),

followed by washing with double distilled water to remove any impurities. These

pellets labeled as HTxxx, where xxx is the heat-treatment temperature (Table 3.1,

Chapter 3), were used for electrical resistance measurements using the Van der

Pauw geometry, as discussed in Chapter 2 (Section 2.3.10). The resistance was

measured as a function of temperature, by cooling from 298 K to 15 K, using a

closed cycle cryostat. A temperature sensor was placed near the sample to ensure

the exactness of the sample temperature. The current input (10−9–10−3 A) was

optimized for each sample depending on its resistivity.

5.3 Room temperature resistivity

The room temperature resistivity (ρ298K) shows large changes with HTT as shown

in Figure 5.1. HT500 has very large ρ298K (7200 Ohm cm) when compared to the

samples heat-treated at higher temperatures. The ρ298K of HT600 (440 Ohm cm)

is about 15 times lower when compared to that of HT500, which again decreases

by four orders of magnitude on increasing the HTT to 700 ◦C. ρ298K of HT800

is reduced by a factor of ten when compared to that of HT700 and on further

increase in HTT, for HT900 and HT1000, the ρ298K shows a nearly saturating

trend with much smaller decrease. The low-temperature to room temperature

resistivity ratio (ρ15K/ρ298K) also shows a similar trend (Figure 5.2). The sample

HT500 was found to be highly insulating (Figure 5.1) and thus, the resistivity

measurements could not be performed at low temperatures. Here, the decrease

in ρ298K and especially ρ15K/ρ298K , which is a measure of the extent of disorder

present in the system follow a specific trend, with a decrease of one order of

magnitude when HTT increases from 500 to 600 ◦C, followed by five orders of
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Figure 5.1: Variation of room temperature resistivity with HTT. Solid line is guide to

the eyes.

Figure 5.2: Low-temperature to room temperature (ρ15K/ρ298K) resistivity ratio with

HTT. Solid line is guide to the eyes.
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magnitude decrease when HTT is increased from 600 to 700 ◦C and three orders of

magnitude decrease from HTT 700 to 800 ◦C, followed by a gradual decrease. The

changes in ρ298K and ρ15K/ρ298K with the increase in the HTT can be correlated to

the extent of graphitization. Both these parameters follow the changes in La and

Lc (Figure 3.6, Chapter 3) and the Raman G-peak position (Figure 3.9, Chapter

3). The large drop in ρ298K and ρ15K/ρ298K occurs where the coherence lengths

are small, where the G-peak position falls under stage-2. The gradual decrease

in both the parameters are observed when the coherence length increases more

steeply, where the G-peak position falls under stage-1.

5.4 Temperature variation of resistivity

The resistivity curves (ρ-T ) of the samples heat-treated from 600 to 1000 ◦C,

as a function of temperature, are shown in Figure 5.3. For all the samples, the

resistivity increases with decreasing temperature. The lower HTT samples (HT600

and HT700) show large increase in the resistivity on lowering the temperature,

whereas for higher HTT samples (HT800, HT900, and HT1000), the resistivity

curves show only a weak temperature dependence.

In disordered electronic systems with a large degree of disorder, the localiza-

tion length, ξ, is small due to the localization of conduction electrons in a small

length scale, since the benzenoid networks of conduction electrons are too small

with wide spatial separation [6]. The strong localization effect in disordered car-

bon is reflected directly in the ρ-T curves, with an exponential increase in the

resistivity as the temperature is decreased [2]. In heat-treated disordered carbon,

the disorder depends not only on the concentration of the sp3 defects but also on

the degree of clustering of the sp2 carbon atoms [2]. Thus, in strongly disordered

systems, ξ becomes comparable to the benzenoid cluster size whereas in weakly

disordered systems, ξ can be much larger, exceeding the distance that an electron

travels before it encounters a scattering center or comparable to the actual size

of the sample [6,21]. This decrease in the defect induced scattering of conduction

electrons results in a weak temperature dependence of the ρ-T curve [16,22], as
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Figure 5.3: Temperature variation of resistivity of different heat-treated samples.

observed for HT800, HT900 and HT1000 (Figure 5.3). The changes in the ρ-T

behavior indicate the crossover from insulating to conducting regime. The nearly

temperature independent ρ-T behavior of HT1000 shows that the sample is in the

critical regime, being more towards the metallic side. The negative value of dρ/dT

at higher HTT should be arising from the randomness in the nanographitic cluster

size and spatial correlation [2]. Similar changes in the room temperature resis-

tivity as well as the low-temperature to room temperature resistivity ratio, with

an increase in the heat-treatment temperature, have been observed in amorphous

carbon fibers and non-graphitic disordered carbon films prepared by pulsed laser

deposition [2,23]. This has been interpreted as a direct consequence of the decrease

in the disorder-induced scattering of charge carriers, owing to the development of

percolation pathways consisting of delocalized benzenoid networks with elevation

in the structural regularity.
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5.5 Localization effect in highly disordered

carbon

Strong localization effects are shown by systems with a large disorder [2,11]. In

these systems, the low-temperature electrical transport properties are generally

governed by activated hopping (Equation 5.1) or variable range hopping of charge

carriers (Equation 5.2 and Equation 5.3 with β = 1/3 or 1/2). Activated hopping

conduction has been observed in highly disordered systems like phosphorous or

boron doped amorphous carbon films, sputtered amorphous carbon films heat-

treated at 400 ◦C [10,24]. In more ordered structures like epitaxial CrN films,

boron carbide, PbSe quantum dots, etc., variable range hopping conduction, with

different exponents (Equation 5.3) is observed [25–27]. Carbon systems with a

large disorder, such as those belonging to stage-2, are also expected to show either

activated hopping or variable range hopping conduction at low temperatures since

the charge carriers are extremely localized due to the small cluster size [6].

Figure 5.4 shows the plot of lnρ against 1/T for the sample HT600. The

non-linear variation shows that the activated hopping mechanism is not valid.

Therefore, the carrier transport in these materials is expected to occur through

three-dimensional variable range hopping (3D VRH) mechanism due to the ran-

domness in the conduction pathways. Hence, the ρ-T data of the different samples

are analyzed according to the Mott 3D VRH type conduction mechanism (Equa-

tion 5.2). The experimental data of HT600 and HT700 are found to fit well to the

Mott 3D VRH model (Figure 5.5), as expected for highly disordered materials.

However, for HT800, the experimental data diverges from the Mott 3D VRH law,

at low temperatures (below 110 K), which is likely to be due to the modification

of the conduction mechanism with structural ordering.

The value of T0 extracted after least-squares fit to the experimental data to

Equation 5.2 for HT600, HT700 and HT800 shows a continuous decrease with

increasing HTT (Table 5.1). The ρ0 values are in good agreement with those

obtained for non-crystalline carbon heat-treated at similar temperatures [11]. The
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Figure 5.4: Plot of ln ρ against 1/T for HT600.

decrease in the Mott characteristic temperature, T0, indicates that the mobility

edge is approaching the Fermi level (EF ) with increasing HTT due to the associated

structural ordering. T0 is related to the localization length, ξ, and the density of

states near the Fermi level, N(EF ), through the relation shown in Equation 5.5

and these are important parameters which indicate the extent of localization in a

disordered electronic system [28].

ξ =

[
kBT0N(EF )

18

]− 1
3

(5.5)

In highly disordered carbon, where the charge carriers are extremely localized, the

localization length can be taken as the effective coherence length or the graphitic

cluster size calculated from the XRD data [6]. Therefore, the values of N(EF )

are calculated using Equation 5.5, after substituting the values of La (Figure 3.6,

Chapter 3) calculated from XRD (Table 3.3, Chapter 3) data, for ξ. The increase

in N(EF ) with HTT (Table 5.1) is consistent with the evolution of band structure

in disordered carbon by the introduction of localized states near the Fermi level

due to the thermal energy assisted clustering of sp2 carbon atoms at the expense

of the strain energy [29,30].

Due to the decrease in the structural disorder, a divergence from the 3D VRH
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Figure 5.5: Fit (solid line) to the experimental data (open circles) using the Mott 3D

VRH law (Equation 5.2). Some points in the experimental data are skipped for clarity.
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Table 5.1: T0 and ρ0 values obtained from fitting the experimental data to 3D VRH law

and values of N(EF ) calculated using Equation 5.5.

Sample code ρ0 T0 N(EF )

(Ohm cm) (K) (eV−1cm−3)

HT600 4.1×10−5 2×107 1018

HT700 7.5×10−4 8×105 1019

HT800 7.4×10−3 2×103 1022

law, with a modification of the conduction mechanism to the Coulomb gap VRH

(CG VRH) law (Equation 5.3 with β = 1/2), has been reported previously in

heat-treated non-graphitic disordered carbon films and boron-doped carbon [2,31].

This crossover from 3D VRH to CG VRH is due to the steep increase in the

localization length with decrease in the disorder, which becomes comparable to

the mean hopping length due to the elevation in the carrier density and increase

in the mean free path [31]. However, in the present case, such a cross over to

CG VRH (Equation 5.3 with β = 1/2) or even to a Mott 2D VRH (d = 2, β =

1/3 in Equation 5.3) mechanism was not observed for HT800 or for other higher

HTT samples. The deviation from Mott 3D VRH law for HT800, along with

the weak temperature dependence of resistivity observed for HT800, HT900 and

HT1000, is indicative of a change in the insulating character and emergence of

a semiconducting nature with the increase in the extent of graphitization. Even

though the heat-treatment in the temperature range 1000–1500 ◦C cannot induce a

complete in-plane ordering, as reported [29], similar weak temperature dependence

of the resistivity, previously observed in disordered carbon film, was analyzed based

on the Drude model for the 2D graphene π-band after considering an orientation

disorder in graphene layers [2]. Similar kind of resistivity anomaly was observed

in pre-graphitic carbon and this has been ascribed to the two possible factors, a

small mean free path owing to the coulomb interaction in the presence of disorder
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or the two-dimensional weak localization (2D WL) [14–16,32]. Therefore, the

resistivity data of HT800, HT900 and HT1000 have been analyzed based on these

two models, as discussed in the following section.

5.5.1 Structural ordering and weak localization effect

During the conduction of electrons through a disordered material, the scattered

electrons have two types of lifetimes, the elastic lifetime (τ0) in the eigenstate of

momentum and the inelastic lifetime (τi) in the eigenstate of energy [14,16]. At low

temperatures, τi�τ0, and therefore, the inelastic events contribute more towards

the conduction process. The inelastic lifetime is related to temperature as 1/τi ∝
Tp, where T is the temperature and p is a constant which can vary from 0.5 to 1.5.

Therefore, in order to explain the modification in the temperature dependence of

resistivity due to this inelastic carrier scattering, a correction factor (Tp) needs to

be applied in the equation describing the resistivity curves [22,33]. In disordered

materials, the modification in the low-temperature resistivity due to the inelastic

carrier-carrier and carrier-phonon interactions is given by Equation 5.6

σ(T ) = σ0 + AT p (5.6)

The second term in Equation 5.6 accounts for the carrier-carrier and carrier-

phonon interactions. A T1/2 dependence of conductivity (p = 0.5 in Equation 5.6)

is observed for disordered systems if the scattering process is dominated by carrier-

carrier interactions [14]. However, if the carrier-phonon interactions dominate,

the value of the exponent increases above 0.5, typically in the range 0.75 to 1.5,

depending on the relative variation in the phonon wavelength and the system di-

mensionality determined by the extent of disorder [22]. The resistivity curve of

HT800 exhibits good agreement with Equation 5.6, as shown in Figure 5.6. The

fitting parameters obtained are σ0 = 0.64 Ohm−1cm−1, A = 2.05 and p = 0.45.

Since T 1/2 dependence of conductivity is characteristic of inelastic scattering by

charge carrier interactions, the value of p closer to 0.5 for HT800 suggests that
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Figure 5.6: Fit (solid line) to the experimental data (open circles) using Equation 5.6.

The insets show the data below 35 K. Some points in the experimental data are skipped

for clarity.
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Figure 5.7: The diffusion pathways of the conduction electron in a disordered system

(red line). The loop formations due to quantum diffusion are shown in black (solid and

dashed lines). Taken from reference [35].

the carrier-carrier interaction dominates at initial stages of graphitization [14].

As HTT is increased to 900 and 1000 ◦C, Equation 5.6 remains valid for nearly

in the entire high-temperature region, but a small deviation is observed at very

low temperatures, with the conductivity being slightly lower than the fitted value

(insets in Figure 5.6) and the difference increases with increasing HTT.

The 2D WL mechanism has been observed to be operative in considerably or-

dered pre-graphitic carbon systems as well as in mechanically exfoliated graphene

flakes [15,34]. 2D WL originates when the probability of elastic scattering of

charge carriers by static defects is larger than the inelastic scattering due to carrier-

phonon or carrier-carrier interactions [15]. The elastic scattering of charge carriers

by random defects produces a coherent backscattering. The localization effect due

to the coherent backscattering is shown in Figure 5.7. The electronic transport

from point ‘p’ to ‘q’ can occur through multiple defect-induced diffusion pathways

(red lines), the conduction path given through points p–o–q in Figure 5.7 is one

such pathway. At any instant there can be an additional pathway originating from

point ‘o’, which returns back to the same point forming a loop (thick black line) as
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shown by o–1–2–...-8–9–10–o because in the case of quantum diffusion, the prob-

ability to return to the origin is much higher than in classical diffusion since the

amplitudes add coherently [35]. For classical diffusion process, the probability of a

reverse pathway (black dotted line) o–1′–2′–...–8′–9′–10′–o is exactly equal to that

of the direct pathway. The total probability is then the sum of each of these two

probabilities. It can also be shown that this intensity is twice as large in the case

of quantum diffusion when compared to classical diffusion problem [35]. Now the

electron tends to remain at point ‘o’, as a localized electron, rather than getting

transmitted through the medium and hence this process is assumed to a precur-

sor to localization, known as weak localization [35]. This coherent backscattering

due to elastic scattering by random defects is common to any wave propagating

through a disordered media and has been experimentally observed during the pas-

sage of light through disordered media like polymer solutions [36]. In the case of

graphene flakes, both the inherent structural defects and the graphene edges can

act as scattering centers [34].

The 2D WL in graphitic clusters has also been identified to produce a very

small decrease in the conductivity (increase in resistivity) at low temperatures,

since the elastic scattering increases as the temperature decreases. Therefore,

the temperature dependence of conductivity has to be corrected by adding an

additional logarithmic temperature dependent term in Equation 5.6. The modified

relation is given as Equation 5.7 [14,32].

σ(T ) = σ0 + AT p +BlnT (5.7)

On using Equation 5.7, which includes the logarithmic correction term for weak

localization interpretation, the fitted curves exactly follow the experimental data

in the entire measured temperature range for both HT900 and HT1000 as shown

in Figure 5.8 (a,b). The fitting parameters obtained for the σ-T curves of HT800,

HT900 and HT1000 using Equation 5.6 and Equation 5.7 are listed in Table 5.2.

Figures 5.8(c) and (d) show the temperature dependent contribution of each

term in Equation 5.7 towards the conductivity of HT900 and HT1000, respectively.
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Figure 5.8: Fit (solid line) to the experimental data (open circles) using Equation 5.7

for (a) HT900 and (b) HT1000. Some points in the experimental data (a and b) are

skipped for clarity. (c) and (d) show the changes in the different terms in Equation 5.7

with temperature.
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Table 5.2: Least squares fitted parameters using Equation 5.6 and Equation 5.7 (values

in brackets).

Sample code σ0 A p B

(Ohm−1cm−1)

HT800 0.64 2.05 0.45 -

HT900 37.80 1.04 0.60 -

(34.40) (0.25) (0.79) (2.26)

HT1000 77.50 0.12 0.90 -

(76.60) (0.18) (0.84) (0.08)

The exponent term (p) in Equation 5.7 for HT900 (p=0.79) and HT1000 (p=0.84)

is greater than 0.5, and increases with the extent of graphitization, indicating the

role of phonon-mediated scattering process along with the carrier–carrier interac-

tions [22]. For HT900, at 300 K, along with the temperature independent term

σ0 (34.40 Ohm−1cm−1), T p and BlnT terms contribute 22.30 Ohm−1cm−1 and

12.89 Ohm−1cm−1, respectively, towards conductivity, whereas for HT1000, T p

and BlnT terms contribute 21.18 Ohm−1cm−1 and 0.47 Ohm−1cm−1, respectively,

along with the temperature independent term σ0 (76.60 Ohm−1cm−1) (Table 5.2

and Figures 5.8 (c) and (d)). For both the samples, the contribution of the ex-

ponent term is comparable and decreases steadily nearly in the same magnitude

as the temperature is decreased and hence forms more or less a straight line with

nearly the same slope. However, the contribution from the 2D WL term is de-

creased by two order of magnitude while moving from HT900 to HT1000. This

suppression of WL effect can be due to the decrease in the defect density in HT1000

when compared to that in HT900. For HT900, as the temperature is decreased

below ∼120 K, the contribution from BlnT term is higher than that from T p.

This indicates an apparent higher contribution from the 2D WL term over the

carrier-carrier interaction term below ∼120 K. Because of this, even though Equa-

tion 5.7 is required to fit the experimental data in the entire temperature range, it
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may be noted that the experimental data deviates only to a smaller extend from

Equation 5.6 (Figure 5.6). However, in the case of HT1000, the contribution from

the BlnT term is always lower than that of the Tp term and it can also be noted

that there is a considerable increase in d(BlnT)/dT below ∼50 K due to which

the total conductivity decreases to a greater extend below this temperature when

compared to the contribution at higher temperatures. Thus, the 2D WL mecha-

nism is likely to be prominent than other scattering processes, thereby inducing

a small additional resistivity, particularly at very low temperatures. Hence, with

graphitic ordering, depending on the extent of graphitization, the 2D WL becomes

important as observed previously in pre-graphitic carbon fibers [15].

Apart from 2D WL, magnetic impurity mediated scattering has also been

observed to produce a similar decrease in the conductivity at low temperatures

(Equation 5.7) [16,18]. Therefore, it is possible that this can be a possible con-

duction mechanism, since magnetic properties of heat-treated samples showed the

presence of randomly distributed intrinsically magnetic nanographitic domains

of variable strength giving rise to a spin-glass type disordered magnetic state,

as described in Chapter 4. However, the low-temperature magnetization data

(Figure 4.2, Chapter 4) showed a decrease in the magnetization at 60 kOe while

moving from HT600 to HT1000. This indicates that, with heat-treatment, as the

cluster size increases, the magnetization decreases due to the reduction in the num-

ber of graphitic clusters as two or more clusters tend to coalesce forming larger

graphitic domains [29]. Therefore, the samples HT900 and HT1000 being con-

siderably graphitic having lower magnetization than that of HT600, HT700 and

HT800, the weak localization must be arising from the defect induced scattering

at nanographitic edges rather than that arising from the scattering from magnetic

impurities.

5.6 Sample-to-sample variation

Since the electrical properties of heat-treated samples are highly sensitive towards

the microstructure, some sample-to-sample variations in the electrical properties
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Figure 5.9: Variation of room temperature resistivity of CN-1, CN-2 and CN-3 with

HTT. Solid lines are guide to the eyes.

are expected even if all the heat-treatment conditions are kept identical. This

difference is likely to be arising from the factors like porosity, sintering of heat-

treated carbon pellets, small differences in the extent of graphitization, etc. which

are difficult to control while preparing carbon specimens from a natural source like

CS. The ρ298K of three samples (CN-1, CN-2 and CN-3) prepared from different

pieces of CS by heat-treatment under identical conditions, from 600 to 1000 ◦C

are compared in Figure 5.9 and Table 5.3 , in order to identify the range in which

the ρ298K may vary with the sample. From the table, it can be noted that the

ρ298K of three samples prepared from different pieces of CS are different. The

ρ298K of CN-2, after a heat-treatment at 600 ◦C, is 54% higher than that of CN-1,

meanwhile the ρ298K CN-3, after a heat-treatment at 600 ◦C, is 15% lower than

that of CN-1. With an increase in HTT, the ρ298K decreases (Figure 5.9) for all

the samples, in a similar manner, keeping the difference between the individual

ρ298K at a particular HTT nearly same. This decrease in ρ298K with an increase

in HTT can be ascribed to the increase in the extent of graphitization. Barring
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Table 5.3: ρ298K (Ohm cm) of different CS pieces heat-treated under N2 atmosphere

from 600 to 1000 ◦C.

HTT (◦C) ρ298K (Ohm cm)

CN-1 CN-2 CN-3

600 4.4×102 6.8×102 3.6×102

700 1.1×10−1 1.6×10−1 1.0×10−1

800 3.6×10−2 5.9×10−2 3.4×10−2

900 1.4×10−2 2.2×10−2 1.3×10−2

1000 1.0×10−2 2.1×10−2 0.8×10−2

the small differences in the resistivity at each HTT, the trend in the variation of

ρ298K with HTT is almost comparable for all these samples.

5.7 Effect of heat-treatment atmosphere

The possible effect of the gas atmosphere used for the heat-treatment on modifying

the electrical properties is checked by comparing the ρ298K of samples heat-treated

under argon (sample code: CAr) and helium (sample code: CHe) atmospheres

with that heat-treated under nitrogen atmosphere (sample code: CN-1). The

comparison between the ρ298K of CAr, CHe and CN-1 is given in Figure 5.10 and

Table 5.4 .

The ρ298K of CAr is larger than that of CN-1, which is in turn higher than that

of CHe, irrespective of the heat-treatment temperature. Considering that the ρ298K

varies inversely with the extent of graphitization, the higher ρ298K for samples

heat-treated under argon and nitrogen when compared to those heat-treated under

helium is likely to arise from the small difference in the extent of graphitization.

Such small difference in the extent of graphitization can arise due to the difference

in the thermal conductivity of the gases used during heat-treatment, where helium

has the highest thermal conductivity (157 mW/mK at 300 ◦C and 0.1 MPa),
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Figure 5.10: Variation of room temperature resistivity of CN-1, CAr and CHe with

HTT. Solid lines are guide to the eyes.

Table 5.4: Room temperature resistivity of different CS pieces heat-treated from 600 to

1000 ◦C under different gas atmospheres.

HTT (◦C) ρ298K (Ohm cm)

CAr CN-1 CHe

600 6.6×102 4.4×102 3.2×102

700 1.3×10−1 1.1×10−1 0.8×10−1

800 4.9×10−2 3.6×10−2 2.4×10−2

900 3.2×10−2 1.4×10−2 0.9×10−2

1000 1.6×10−2 1.0×10−2 0.6×10−2
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whereas argon (18 mW/mK at 300 ◦C and 0.1 MPa) and nitrogen (26 mW/mK at

300 ◦C and 0.1 MPa) have comparable thermal conductivity values [37]. With an

increase in the thermal conductivity of the gas under which the heat-treatment is

performed, the heat-treatment becomes effective and uniform making the sample

more uniformly graphitic. Similar effect was observed in the magnetic properties

also, where the low-temperature magnetization at 60 kOe for CS heat-treated

under helium atmosphere was relatively lower (Figure 4.6, Chapter 4) than those

heat-treated under other gas atmospheres at similar temperatures. However, the

role of heat-treatment atmosphere on ρ298K cannot be established beyond doubt

because the ρ298K can also vary when different samples from the same CS are

heat-treated under identical conditions (Table 5.3).

5.8 Temperature variation of resistivity of sam-

ples heat-treated in different gas atmospheres

The ρ-T curves of three samples heat-treated under nitrogen along with those

heat-treated in argon and helium atmospheres at 700 ◦C are shown in Figure 5.11

and the normalized resistivity curves are shown in Figure 5.12. All the samples

heat-treated at 700 ◦C show large increase in the resistivity as the temperature is

decreased. However, the magnitude to which the resistivity rises with decreasing

temperature is different for each sample (Figure 5.12). The CS heat-treated under

nitrogen (CN-2) atmosphere, which had the highest ρ298K among the studied sam-

ples (Table 5.3), show the highest increase in the resistivity as the temperature is

decreased. The other two samples heat-treated under nitrogen (CN-1 and CN-3)

and the one heat-treated under argon atmosphere show an intermediate increase

in the resistivity. The sample heat-treated under helium atmosphere has a smaller

increase in resistivity as the temperature is decreased. However, it should be noted

that the extent to which the resistivity increases at the lowest temperatures, for

different samples heat-treated at 700 ◦C, falls between that of HT600 and HT800

(Figure 5.3).
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Figure 5.11: Temperature variation of the resistivity of samples heat-treated at 700 ◦C

under nitrogen (CN-1, CN-2 and CN-3), argon (CAr) and helium (CHe) atmospheres.

Figure 5.12: Normalized temperature variation of the resistivity of samples heat-treated

at 700 ◦C under nitrogen (CN-1, CN-2 and CN-3), argon (CAr) and helium (CHe)

atmospheres.
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Figure 5.13: Temperature variation of the resistivity of samples heat-treated at 1000 ◦C

under nitrogen (CN-1, CN-2 and CN-3), argon (CAr) and helium (CHe) atmospheres.

Figure 5.14: Normalized temperature variation of the resistivity of samples heat-treated

at 1000 ◦C under nitrogen (CN-1, CN-2 and CN-3), argon (CAr) and helium (CHe)

atmospheres.
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Figure 5.13 shows the temperature variation of the resistivity of CN-1, CN-2,

CN-3, CAr and CHe after heat-treating at 1000 ◦C. The ρ-T curves of all the

samples heat-treated at 1000 ◦C are almost linear and less temperature dependent

when compared to those samples heat-treated at 700 ◦C. Similar changes were

observed for the samples HT700 and HT1000 (Figure 5.3) due to the increase in

the extent of graphitization. For the samples heat-treated at 1000 ◦C, similar to

those heat-treated at 700 ◦C, sample CN-2 and the sample CHe have the highest

and lowest resistivity, respectively, at all measured temperatures. The normalized

resistivity curves (Figure 5.14) do not show much variation in their ρ-T behavior.

The resistivity curve of CHe shows a small increase when compared to that of

other samples, as the temperature decreases.

5.8.1 Effect of heat-treatment atmosphere and sample-to-

sample variation on conduction mechanism

Since the resistivity curves observed for the different samples have similar tempera-

ture dependence, depending on the HTT, the conduction mechanism is expected to

be independent of the heat-treatment conditions as well as the CS samples used for

heat-treatment. To ascertain this fact, the resistivity curves shown in Figure 5.11

and Figure 5.13 are analyzed with respect to the Mott 3D VRH (Equation 5.2)

and 2D WL models (Equation 5.7), as described in Section 5.5, for samples heat-

treated at 700 and 1000 ◦C. The ρ-T curves of the different samples heat-treated

at 700 ◦C show good fit to the Mott 3D VRH law (Equation 5.2).

The fitting parameters and the fitted curves are shown in Figure 5.15. The

ρ0 and T 0 values obtained after curve fitting vary over nearly two orderers of

magnitude. This indicates a difference in N(EF ) (Equation 5.5) which might be

arising due to the difference in the microstructures of these samples. Conduction

mechanism remains the same for all samples heat-treated at 700 ◦C.

For the same set of samples, increase in the HTT from 700 ◦C to 1000 ◦C alters

the conduction mechanism, where the low-temperature conductivity fits well to

the 2D WL mechanism (Equation 5.7). The experimental data and fitted curves
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for the samples heat-treated at 1000 ◦C, under different atmospheres are shown in

Figure 5.16. The different parameters used for curve fitting are listed in the figure.

It may be noted that in all the cases the value of p is above 0.5, which indicates that

even though the ρ298K value span over a small range, the conduction mechanism

remains the same with the phonon-mediated scattering process dominating over

Figure 5.15: Fit (red line) to the experimental data (open circles) using Equation 5.2

for resistivity curves of the samples heat-treated at 700 ◦C under nitrogen (CN-1), argon

(CAr) and helium (CHe) atmospheres. Some points in the experimental data are skipped

for clarity.
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carrier-carrier interaction after heat-treatment at 1000 ◦C. The fitting parameters

vary for different samples heat-treated under nitrogen atmosphere and those heat-

treated under other gas atmospheres like argon and helium. This is likely to be

due to the small difference in the extent of localization owing to the variations in

the extent of graphitization, porosity, electron density, etc. of the different carbon

samples.
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Figure 5.16: Fit (red line) to the experimental data (open circles) using Equation 5.7 for

resistivity curves of the samples heat-treated at 1000 ◦C under nitrogen (CN-1), argon

(CAr) and helium (CHe) atmospheres. Some points in the experimental data are skipped

for clarity.

The results show that even though there is minor variation in the magnitude

of room temperature resistivity of different samples heat-treated under the same

or different gas atmospheres, under identical conditions, the mechanism of con-

duction remains the same for samples heat-treated at the same temperature. This

indicates that the changes in the conduction mechanism are linked to the extent
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of graphitization and not due to sample-to-sample variation. A detailed study re-

lated to the changes in conduction mechanism of samples heat-treated at different

temperature under various gas atmospheres were not performed since the ρ298K

of the samples heat-treated under argon and helium is in the range expected for

the precursor variation. Moreover, despite some differences in the ρ298K , the con-

duction mechanism operating are similar in samples heat-treated at a particular

HTT.

5.9 Conclusions

The changes in the electrical resistivity of the heat-treated disordered carbon, as

a function of the extent of graphitization, has been studied. The heat-treatment

induced structural ordering in the disordered carbon samples has been shown to

change the conduction mechanism with the extent of graphitization. In samples

heat-treated at lower temperatures (< 800 ◦C), there is strong localization due

to the smaller graphitic cluster size and their wide spatial distribution, leading to

an exponential increase in the resistivity at low temperatures showing Mott 3D

VRH conduction mechanism. On the other hand, those samples heat-treated at

900 and 1000 ◦C showed weak temperature dependence, showing a crossover of

the conduction mechanism from 3D Mott VRH to 2D WL, due to the difference

in the defect density and their spatial distribution. Thus, the extent to which

different scattering mechanisms operate depends on the degree of graphitization.

In the graphitic regime, the development of percolation conduction pathways, in-

volving spatially correlated nanographitic regions, is likely to be responsible for

the 2D weak localization. Magnetic impurity mediated scattering, another possi-

ble mechanism for the weak localization in the samples heat-treated at 900 and

1000 ◦C, is excluded because these samples are weakly magnetic when compared

to those which followed activated hopping conduction. A high field magnetoresis-

tance study is essential for completely ruling out the role of the magnetic impurity

mediated scattering in the samples heat-treated at higher temperatures.

The small variation in the resistivity characteristics of heat-treated samples
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derived from different pieces of CS indicates that a low-temperature impedance

measurement can be more informative while studying the effect of heat-treatment

atmosphere and sample-to-sample variation on the electrical properties. Thus, the

present study provides details regarding the changes in the conduction mechanisms

due to the changes in the extent of carrier localization in disordered carbons of

varying crystallinity. A clear understanding on the evolution of defect induced

localization can contribute towards the development of carbon-based electronic

and spintronic devices, studies on graphene and CNT based ballistic conductors,

etc. where structural defect plays a major role in the charge carrier scattering

processes.
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6.1 Introduction

Activated carbon is of high commercial importance due to its effectiveness in

water and air purification, gas storage and sequestration, sustainable and envi-

ronmentally friendly energy storage devices, etc. [1–4]. Different types of acti-

vated carbonaceous materials such as amorphous carbon, carbon nanotubes, car-

bon nanofibers, graphene, etc. were found to be more efficient and effective for

applications in energy storage devices such as in supercapacitors and battery elec-

trodes, after performing a chemical or physical activation [5,6]. Even though the

mounting interest in cost effective activated carbon-based energy storage devices

has lead to a widespread interest in various activation methods and activated

carbon nanostructures, the effect of activation on the modification of structural,

magnetic and electrical properties of these materials are ignored and therefore

remain unexplored.

Studies on the magnetic properties of carbon-only systems like graphene, GNR,

fullerenes, graphene dots, graphene oxide, disordered carbon with mixed sp2/sp3

phase, etc. have attracted a considerable amount of attention from both exper-

imental and theoretical scientists worldwide [7–11]. The magnetic properties of

carbon-based materials arise from different structural contributions including the

defects, dangling bonds, vacancies, zig-zag edges and edge termination [9]. The σ

dangling bonds can be created by chemical modification of graphene edges and/or

in any other carbon systems or by destroying the long scale hexagonal network

of graphene and/or graphite [9,10]. The spins thus generated in a carbon-based

system can interact among themselves bringing about different magnetic ordering

in the material through various types of interactions which are described in Chap-

ter 1 (Section 1.6) [12]. In an activated carbon system, some of the consequences

of the activation process such as the large density of pores and defects, dangling

bonds between the graphitic crystallites, a larger fraction of the carbons as surface

atoms, crystalline disorder, etc. could be decisive enough to affect the magnetic

properties of the materials.

The electrical properties of activated carbons are of particular importance con-
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sidering that they have been widely used as electrode materials in batteries and

supercapacitors, either in their native form or as composites with different metal

oxides [13–16]. The electrical properties of carbonaceous materials are known to

depend on their microstructure, imparting either metallic, semiconducting or in-

sulating characteristics as discussed in Chapter 5. The heat-treatment induced

graphitic ordering in different forms of disordered carbon has been found to be

responsible for the development of conducting percolation pathways in the ma-

terial, leading to a metallic state, where the resistivity shows weak temperature

dependence [17–19]. A previous study on the boron-doped amorphous carbon by

Subramanyam et al. was successful in identifying a crossover from Mott VRH

(Equation 5.2) to ES VRH (Equation 5.3, β = 1/2) as the temperature is de-

creased [20]. This crossover was ascribed to the graphitic ordering induced during

boron doping and the resulting changes in the π-electron density. Therefore, it

may be expected that the structural ordering or disordering in carbon samples,

after activation, might also modify the electrical properties of the material.

6.2 The carbon activation process

Activated carbon can be prepared by both physical and chemical methods. Phys-

ical activation involves heating of the carbonaceous precursor in the presence of

gaseous oxidizing agents (like O2, CO2, etc.) and chemical activation involves a

chemical pre-treatment of the precursor with suitable activating agent (like KOH,

NaOH, ZnCl2, H3PO4, etc.) followed by a heat-treatment at high temperatures

(≥600 ◦C) [21]. The chemical activation is preferred over physical methods due to

the lower activation temperature and the resulting high surface area with large mi-

cropore volume of the activated carbon. Among the different chemical activating

agents like KOH, NaOH, ZnCl2 and H3PO4, KOH can form activated microporous

carbon structures with a surface area up to 2500 m2/g. Hence, KOH activated car-

bon have substantial commercial importance both as an adsorbent material and

in electrochemical energy storage devices [1,5]. The final pore size distribution

and surface area of the activated carbon depend on the activation temperature,
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activation time, the amount of the activating agent used in the process and the

microstructure of the precursor [22]. The microstructure of the precursor becomes

particularly important because its porosity and adsorption capabilities determine

the amount of activating agent that can be incorporated into the material be-

fore heat-treatment. Several precursors like polymers, coals, organic molecules,

pitches, different nutshells, etc. have been reported to be suitable materials for

preparing activated carbon [23].

The mechanism involved in the activation of carbon by using KOH was studied

in detail by temperature programmed desorption experiments and surface area

analysis [24]. Irrespective of the carbon form, the activation process involves a

series of simultaneous redox reactions (Reactions 6.1 to 6.4) involving carbon and

potassium along with their oxides. During the activation process, the formation

of K2CO3 begins at about 400
◦C and with an increase in the temperature to 600

◦C, most of the KOH gets transformed to K2CO3. The main step in the activation

process involves the transformation of K2O into K2CO3 by CO2 [5,24].

2KOH −−→ K2O+H2O (6.1)

C + H2O −−→ CO + H2 (6.2)

CO + H2O −−→ CO2 +H2 (6.3)

CO2 +K2O −−→ K2CO3 (6.4)

By increasing the activation temperature above 700 ◦C, a large amount of

metallic potassium is formed by the reactions 6.5 and 6.6 [5,24]. This influences

the activation process considerably by the intercalation of potassium in to the

ordered carbon structures or by mere incorporation of potassium in the amorphous

carbon structure which results in the widening of carbon layers and formation of

pores.

K2O+H2 −−→ 2K + H2O (6.5)

K2O+ C −−→ 2K + CO (6.6)

The activation process at high temperatures always leads to significantly large

surface area and porosity due to high efficiency of the gasification of carbon in
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the presence CO2 formed during the decomposition of K2CO3, along with the

incorporation of potassium metal.

Interestingly, the inclusion of various chemical species, including the alkali

metals, during the heat-treatment, is known to affect the carbon microstructure

by catalytically transforming both graphitizing and non-graphitizing carbon to a

partially crystallized form [25–27]. The graphitization process in disordered carbon

is thermodynamically favorable due to a considerable decrease in the structural

strain associated with a disordered lattice while relaxing to a graphitic structure.

However, the kinetic barrier for crystallization is too large in non-graphitizing

carbons and hence the thermally induced graphitization normally occurs above

2500 ◦C [26,28]. Depending on the metal and the carbonaceous material involved,

the catalytic graphitization occurs at much lower temperatures in the range of

800 ◦C to 1500 ◦C [29]. A local graphitization at very low temperatures has

been observed in carbon derived from alkali metal incorporated polyfurfuryl by

microscopy experiments, where, alkali metals like Cs, Rb, K and Na were found to

be effective whereas Li did not show any catalytic activity [26]. Many transition

metals are also shown to be effective in inducing graphitization [29].

Even though the exact mechanism involved in the catalytic graphitization,

using transition elements, borides of rare-earth elements, B2O3, CeO2, etc. is un-

clear, the graphitization brought about by alkali metals is proposed to be either

due to the intensive local heating or by the decomposition of metal carbides formed

during the processes [25,29,30]. Hence, during KOH activation, additional struc-

tural modifications are expected due to the catalytic graphitization process along

with the creation of defects and enhancement in the surface area. Therefore, the

effect of KOH activation on the magnetic and electrical properties is worth study-

ing. The present work is an attempt to relate the changes in the magnetic and

electrical properties of KOH activated CS derived carbon to their microstructure.

186



Structure and properties of activated carbon

6.3 Materials preparation

Small pieces of (10mm x 10mm) dried coconut shell was pyrolyzed at 500 ◦C in

flowing nitrogen atmosphere, as described in Chapter 3 (Section 3.2.2). KOH

and conc.HCl (37%) were purchased from Merck Chemicals and used as-received

without any further purification. The amorphous carbon pellets were crushed and

ground to fine powder using an agate mortar and pestle. Before proceeding to the

chemical activation, this powder was subjected to a pre-treatment process with

conc.HCl at 100 ◦C for 24 hours to remove any metal impurities present. The

carbon powder was then recovered by filtration and subsequently washed several

times with double distilled water and dried overnight in a hot air oven, at 60 ◦C.

For chemical activation, 0.5 g of the pre-treated carbon powder was soaked

in 20 ml of a solution containing a fixed amount of KOH (0.5 g, 1 g, 1.5 g and

2 g). The amount of KOH was fixed in such a manner that the carbon to KOH

weight ratios are maintained as 1:1, 1:2, 1:3 and 1:4. After 24 hours of soaking, the

carbon-KOH mixture was dried to obtain a slurry. This slurry was transferred into

a quartz boat and heat-treated at the desired temperatures in a horizontal tubular

furnace under flowing nitrogen atmosphere. Three different temperatures (800 ◦C,

900 ◦C and 1000 ◦C) were tried for preparing activated carbon, for this study.

The activation temperature was maintained for 3 hours and then the sample was

allowed to cool down to room temperature. The activated carbon obtained after

heat-treatment was washed several times with double distilled water till neutral

pH and was used for further analysis after drying in an oven.

The activated samples are labeled as xACy, where ’x’ denotes the activation

temperature as 8 for 800 ◦C, 9 for 900 ◦C and 10 for 1000 ◦C. ’y’ denotes the carbon

to KOH ratio as 1 for 1:1, 2 for 1:2, 3 for 1:3 and 4 for 1:4. Control samples were

also prepared at 800 ◦C, 900 ◦C and 1000 ◦C by following same procedures without

adding any KOH and were labeled as 8AC0, 9AC0 and 10AC0, respectively.
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6.4 Structure of activated carbon

6.4.1 X-ray diffraction

The XRD patterns of the different activated carbon samples show two peaks (Fig-

ure 6.1), an intense peak centered at ∼25◦ and a less prominent peak at ∼44◦ on

the 2θ scale, corresponding respectively to the (002 ) and (100 ) reflections from a

random layer structured disordered carbon lattice [31].

After activating at 800 ◦C, the broad (002 ) peak shows a small but constant

shift towards higher angles with an increase in the KOH weight ratio. This observa-

tion is similar to the one previously reported for KOH activated carbon nanofibers

and indicates a decrease in the inter-layer spacing and hence stacking of graphene

layers to form nanographitic clusters [32]. However, the (100 ) peak position is not

affected by the activation process. On increasing the activation temperature

Figure 6.1: XRD patterns of samples activated at (a) 800 ◦C, (b) 900 ◦C and (c) 1000

◦C along with that of the corresponding control samples, 8AC0, 9AC0 and 10AC0.
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to 900 ◦C, for some samples, the XRD patterns show prominent changes in the

(002 ) peak shape, with relatively sharper peak, indicating that the change in the

activation mechanism at higher temperatures is critically affecting the microstruc-

ture of the activated carbon. These changes in the XRD patterns are similar to

that observed after the calcium enhanced high temperature crystallization of car-

bon [33]. However, the control samples 9AC0 and 10AC0 show similar XRD

patterns as that of 8AC0, characteristic of a defective random layer structure of

disordered carbon [31]. The changes in the (002 ) peak shape, upon activation,

can be clearly observed for 9AC2, 9AC3, 10AC1, 10AC2 and 10AC3. In addition

to this change in the peak profiles, when compared to that of 9AC0, the (002)

peak of 9AC1 shows a shift of ∼2 degrees on the 2θ scale towards higher angles.

With further increase in the KOH ratio from 1:1 to 1:4 (samples 9AC1 to 9AC4),

a small shift in the (002 ) peak position (< 1 degree) persists. The shift in the

(002 ) peak position is slightly larger when the activation temperature is increased

to 1000 ◦C (∼3 degrees while moving from 10AC0 to 10AC1) indicating that the

activation temperature plays a major role in determining the microstructure of

the activated specimens along with the amount of KOH. However, the (002 ) peak

remains static for 10AC2, 10AC3 and 10AC4. Moreover, for the samples with the

highest amounts of KOH used, 9AC4 and 10AC4, the XRD patterns are different

when compared to the ones activated with lower amounts of KOH, and resemble

more to the control samples with broad peaks. Along with these variations, the

less intense (100 ) peak also exhibits certain changes in its shape, for some samples.

To get better insights on the graphitization process with activation, the in-

plane (La) and out-of-plane (Lc) coherence lengths are calculated by using the

Scherrer type equation (Equation 2.2) with two different K values for calculating

La (K=1.84) and Lc (K=0.89) [31], as described in Section 3.3.5. Disordered

carbon has a strained carbon lattice due to the presence of both sp2 and sp3

hybridized carbon atoms [19,34]. In such a structure, with thermal assistance,

the sp2 carbons tend to form graphitic clusters, where the extent of clustering and

hence the variations in La and Lc depends on the heat-treatment temperature [19].
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Figure 6.2: The in-plane coherence length (La) of activated carbon samples as a function

of activation temperature and KOH/C ratio. The red and blue lines are guides to the

eyes.

The increase in the value of La (Figure 6.2) and Lc (Figure 6.3) for the control

samples, with an increase in the activation temperature from 800 ◦C to 1000

◦C, is due to this thermally assisted graphitization process. However, after KOH

activation, La is found to be increasing to much higher values than that expected

after a simple heat-treatment induced ordering. With different amounts of KOH,

for a given activation temperature, the La value exhibits a certain trend with

an initial increase which reaches a maximum value and then dropping to a value

which is even lower than that of the control samples. Among the 8AC series,

maximum in-plane coherence length La is observed for 8AC3 (34.4 Å) after which

the value drops to 26.3 Å for 8AC4. For 9AC and 10AC series the maximum

value of La increases till a KOH weight ratio of 2 (40.7 Å for 9AC2 and 48.5 Å for

10AC2). On increasing the KOH weight ratio to 3 and further to 4, La shows a

small decrease followed by a large drop to 28.0 Å and 25.1 Å for 9AC4 and 10AC4

respectively. Even though Lc is much lower in magnitude than La for the control

samples as well as for samples activated at 800 ◦C, with an increase in activation

temperature Lc shows a steep increase in magnitude for 9AC3 and 10AC3, whose
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Figure 6.3: The out-of-plane coherence length (Lc) of activated carbon samples as a

function of activation temperature and KOH/C ratio. The red and blue lines are guides

to the eyes.

extent is much larger than that observed for La after the activation process. But

on increasing the amount of KOH (for samples 9AC4 and 10AC4), the out-of-

plane coherence length decreases drastically, even lower than 9AC0 and 10AC0.

However the increase in Lc, reported by Mochida et al. after KOH activation

of carbon nanofibers, was more regular, with a constant increase in Lc with an

increase in the activation temperature, since the experiment was performed after

using very low amount of KOH (0.25 g per 1 g nanofiber) [32]. Thus, a much more

comprehensive information regarding the structural evolution was obtained here

by varying both the amount of KOH and the activation temperature.

The increase in the values of both La and Lc suggests the ordering of graphitic

phase, while the decrease in samples activated with KOH/C ratio 4 (for samples

8AC4, 9AC4 and 10AC4) suggests the disordering of the graphitic lattice. Thus,

upon KOH activation, there is an ordering of graphitic clusters which is prominent

in the case of samples activated at 900 and 1000 ◦C with intermediate KOH

ratios. But more importantly, this ordering is suppressed on further increasing

the amount of KOH to an extent where the structural disorder is even higher than
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that in the control samples. The potassium metal incorporation during KOH

activation at temperatures above 800 ◦C being known, the increase in the value of

La and Lc can be attributed to the potassium mediated catalytic graphitization

whose extent depends on the amount of potassium incorporated and the enhanced

local heating experienced at the potassium metal incorporated sites [26]. The

main disordering factor in KOH activated carbon should be the development of

porosity by gasification of carbon (Reactions 6.5 and 6.6). Therefore, to verify the

development of porosity, the pore size distribution and surface area of the control

and activated samples are measured.

6.4.2 Surface area and pore size distribution

Nitrogen adsorption technique, which uses the nitrogen adsorption isotherms at

77 K, is an important method for characterizing the surface characteristics of ac-

tivated carbonaceous materials. The surface area and porosity of all the activated

carbon samples, along with that of the control samples, are analyzed using this

method. As reported previously in carbon samples activated by a similar pro-

cedure, these parameters are found to be highly sensitive towards the amount of

KOH and the activation temperature [22,35]. The surface areas of the control sam-

ples, 8AC0, 9AC0 and 10AC0 are obtained as 80, 230 and 360 m2/g, respectively,

which are too low when compared to that of the activated samples (Figure 6.4).

The relatively small increase in the surface area of the carbon samples with an

increase in the activation temperature is due to controlled conversion of nitrogen,

sulphur, carbon and hydrogen present in the pre-treated samples to their respec-

tive oxides after a heat-treatment in nitrogen atmosphere [35]. This controlled

expulsion of carbon, hydrogen and other hetero-elements from the carbonaceous

material generates a small porosity in the carbon system which in turn increases

the surface area nominally. A much more drastic enhancement in the surface area

is observed when these samples are activated using different amounts of KOH,

at a particular temperature (Figure 6.4), which points directly towards the role

of the activating agent in determining the carbon microstructure. Similarly, the
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Figure 6.4: The BET surface area of carbon samples activated with different amounts

of KOH at 800, 900 and 1000 ◦C. The red and blue lines are guides to the eyes.

surface area is also found to be varying an with increase in the activation temper-

ature even though exactly the same amount of KOH is used for activation. This

indicates that the surface area of the activated carbon is determined by both the

amount of KOH and the activation temperature.

Even though the surface area increases with increase in the amount of KOH

used, after activation at all three temperatures, the surface areas of the samples

activated at 900 ◦C are always found to be larger than that of those activated at

1000 ◦C with the same amount of KOH. A similar decrease in the surface area with

an increase in the activation temperature is previously reported in KOH activated

corncob based carbon and was ascribed to the pore widening and subsequent

formation of supra-nanometer (1-5 nm) pores at the expense of sub-nanometer

(<1 nm) pores at extreme activation conditions [35,36]. In the present case also,

this effect is confirmed from the pore size distribution curves (Figure 6.5). KOH

activation at 800 ◦C generates large number of ∼6-7 Å wide pores. On increasing

the activation temperature to 900 ◦C and further to 1000 ◦C, more number of

supra-nanometer pores are generated at the expense of the sub-nanometer pores

which are observed in the samples activated at 800 ◦C. The large increase in the

193



Structure and properties of activated carbon

number of supra-nanometer pores in the samples activated at 1000 ◦C is likely to

be due to the widening of sub-nanometer pores or by the coalescence of two or

more adjacent sub-nanometer pores, with an increase in the carbon gasification

as the activation temperature increases from 900 to 1000 ◦C. This kind of pore

widening can in turn decreases the surface area of the activated carbon to a small

extent, as shown in Figure 6.4.

6.4.3 Transmission electron microscopy

The TEM images of the samples activated at 900 ◦C (Figure 6.6) show the for-

mation of nanographitc regions in different morphologies and to different extents.

The TEM images of two different regions of the samples 9AC1 (images a and b),

9AC2 (images c and d), 9AC3 (images e and f) and 9AC4 (images g and h) are

included the figure for comparison; the images clearly show that the graphitic

clusters formed in the activated samples are heterogeneously distributed with dif-

ferent geometries and in-plane coherence lengths in each specimen. Moreover, in

the graphitized structures, the morphology of the graphitic cluster is observed to

be more like linear chains, similar to that observed after catalytic graphitization

of templated mesoporous carbon after impregnating with the nitrates of Fe, Ni or

Mn [37]. The TEM images of 9AC1 show very low graphitic ordering. However,

the TEM images of 9AC2 show distinctly different features, with the formation of

ordered graphitic channel with an amorphous background. For 9AC3, the cluster-

ing effects are observed to be more prominent than that in 9AC2. The extent of

ordering in 9AC4 is found to be much higher than that observed in 9AC3, which

shows that the local ordering increases even after activation with an excess amount

of KOH. However, the TEM image of 9AC4 is in contrast with XRD characteris-

tics; the information from the XRD data showed a large decrease in the value of

La of 9AC4 when compared to the other carbon samples activated at 900 ◦C and

the control sample.

To explain the difference in the observations from XRD and TEM studies,

the nature of graphitization by KOH activation needs to be considered in detail.
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Figure 6.5: Changes in the porosity of activated carbon after activating with different

amounts of KOH at 800 ◦C, 900 ◦C and 1000 ◦C, as indicated.
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Figure 6.6: TEM images of two different regions of 9AC1 (a,b), 9AC2 (c,d), 9AC3 (e,f)

and 9AC4 (g,h).
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The heat-treatment-induced graphitization in disordered carbons is reported to

be more or less uniform since the ordering is brought about by the thermal energy

which is uniformly supplied to the material [34]. However, the catalytic graphiti-

zation by KOH activation occurs in a different manner. Here, the graphitization is

triggered by metallic potassium and therefore occurs only at regions where metal-

lic potassium is incorporated [26]. This limits the graphitization in KOH activated

carbon to a localized phenomenon. In addition to the localized graphitization, a

disordering effect also arises due to the formation of pores and oxidation reac-

tions involving carbon and KOH as observed by nitrogen adsorption analysis [35].

Thus, during KOH activation, there is a competition between the ordering and

disordering parameters which leaves the graphitization localized to a different ex-

tent as observed in the TEM images. Further, due to the localized graphitization,

the coherence lengths calculated from XRD data can be only considered as the

average values.

6.4.4 Raman spectroscopy

Raman spectra were recorded in order to obtain a more comprehensive informa-

tion about the microstructure of the activated carbon. As mentioned in previous

chapters, perfect graphite with sp2 carbon networks shows a single sharp Raman

band centered at 1580 cm−1 (G-peak) corresponding to the Raman active dou-

bly degenerate phonon mode with E2g symmetry at the Brillouin zone center. In

highly disordered carbons with La less than 50 Å, like in charcoal, a distinctly

different Raman spectrum is observed with two broad peaks, one centered around

1580 cm−1 corresponding to the graphitic G-peak of sp2 carbon network and an-

other broad peak centered around 1330 cm−1 called the D-peak [38]. However, in

disordered carbon with micro- or even-nano sized graphitic regions, two additional

features are observed in addition to the G- and D-peaks called the D′- and G′-

peaks positioned around 1625 cm−1 and 2650 cm−1, respectively [38,39]. The D-

and D′-peaks emerge due to the breakage of crystal symmetry in the presence of

disorder which activates certain vibrational modes which are otherwise forbidden
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in a perfect sp2 lattice [40]. The symmetry-allowed G′-peak corresponds to the

overtone of the D-peak and appears in the second-order Raman spectra of crys-

talline graphite. G′-peak is very sensitive to the stacking order of the graphene

sheets along the c-axis [39,41]. Irrespective of the excitation source, the La values

can be estimated for nanographitic carbon from the D-peak to G-peak intensity

ratio by using Equation 6.7, where λ is the laser line wavelength in nm units [42].

La(nm) = 2.4× 10−10λ4 I(D)

I(G)

−1

(6.7)

This relation connecting La and I(D)/ I(G) has (Equation 6.7) shown to

be in good agreement with La calculated from XRD profile for less defective

nanographites with uniform size distribution but shows large deviations for less

uniformly graphitized specimens [43,44].

The Raman spectra of the control samples (8AC0, 9AC0 and 10AC0) and

samples activated at 800 ◦C (8AC series) show similar features (Figure 6.7) with

broad D- and G-peaks, as expected for carbonaceous materials a with low degree

of crystallinity, with their La and Lc in angstrom range [38]. However, for 8AC4,

an additional small peak is observed at ∼2650 cm−1, which corresponds to the

G′-peak normally observed in systems with higher crystallinity. On increasing the

activation temperature to 900 ◦C and 1000 ◦C, D- and G-peaks become narrower

with the appearance of the D′ feature, indicating a growth in the in-plane coher-

ence lengths with activation and formation of graphitic regions with well defined

boundaries and relatively narrow size distribution. Moreover, the G′-peak is also

observed suggesting an ordering along c-axis in the KOH activated samples. It has

been shown that the G′-peak profile depends critically on the number of graphene

layers for graphenes, samples with less than 5 layers [45]. A single layer graphene

gives a single G′-peak whereas in the case of bilayer and few-layer graphene the

G′-peak has a shoulder and can be deconvoluted into two or more number of peaks

due to the splitting of phonon branches or electronic bands on stacking [45].
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Figure 6.7: Raman spectra of control samples and carbon samples activated at (a) 800

◦C, (b) 900 ◦C and (c) 1000 ◦C using different amounts of KOH. The spectra are

normalized with respect to the intensity of the D-peak.

Similar difference in the G′-peak profile is observed while moving from turbostatic

to crystalline graphite because of the increase in the interaction between the basal

planes of graphitic clusters in crystalline graphite which results in splitting of π

electrons dispersion energies giving several contributions to the G′-peak, similar

to that of few-layer graphene [40,41,46]. The G′-peak profile of all the KOH acti-

vated samples show a single peak nature (Figure 6.7), similar to that reported for

turbostatic graphite [47], where the interaction between the graphitic basal planes

is much weaker and hence having a two-dimensional graphitic character. After

activation, the G′-peak position remains more or less static but the peak intensity

is found to be increasing with increase in the amount of KOH used for activation,

for samples activated at 900 and 1000 ◦C. Casiraghi et al. had observed simi-

lar changes in the G′-peak intensity with the ordering of graphene while probing

the disorder in oxidized graphene [48]. However on moving from samples 9AC3
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to 9AC4 and 10AC3 to 10AC4, the peak intensity decreased slightly indicating

that a further increase in the amount of KOH used for activation suppresses the

stacking order of graphite. This shows good agreement with the variation trend

in average Lc values calculated from XRD data which showed a regular increase

while moving from samples 9AC0 to 9AC3 and 10AC0 to 10AC3 followed by a

drop in Lc for 9AC4 and 10AC4 respectively. Table 6.1 summarizes the changes

observed in different Raman parameters for the KOH activated samples.

The in-plane coherence length, La calculated from the I(D)/I(G) ratio, using

Equation 6.7 is found to be varying arbitrarily after activation with their values

being nearly ten times higher (∼30 nm) than those calculated from the XRD data

(∼3 nm). This is rather unusual for thermally graphitized graphitic carbon, for

which generally a better agreement between the La values calculated from XRD

data and Raman spectra is expected [40,43,47]. To explain this large difference be-

tween the coherence lengths calculated from the Raman spectra and XRD profiles,

one needs to consider the nature of graphitization process. The thermally induced

graphitization should result in more or less uniformly graphitized specimen, since

the ordering is due to thermal energy which is uniformly supplied to whole mate-

rial. However in the KOH activated samples, the catalytic graphitization occurs

only at regions where metallic potassium is incorporated and hence should be a

localized phenomenon. Similarly, there is also a disordering effect arising due to

the formation of pores and oxidation reactions (reactions 1 to 4) while using larger

amounts of KOH which is independent of the amount of potassium metal incorpo-

ration. Therefore while probing the structure with XRD, which gives only average

values, whereas Raman spectroscopy is very sensitive towards the clustering of

sp2 phase in the disordered carbon network. Therefore, the large difference in

the calculated structural parameters should be the result of this highly localized

graphitic ordering after KOH activation in an amorphous background containing

different types of defects.

The Raman G-peak position of the activated carbons is very much sensitive

towards the disorder present in the material along with the cluster dimensions of
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Table 6.1: I(D)/I(G), La calculated using Equation 6.7, G-Peak position, I(G′) and

G′-Peak position of the KOH activated samples.

Sample code I(D)/I(G) La G-Peak Position I(G′) G′-Peak Position

(nm) (cm−1) (Arb. Unit) (cm−1)

8AC0 1.24 31 1587 - -

8AC1 1.07 36 1586 - -

8AC2 1.22 32 1586 - -

8AC3 1.16 33 1584 - -

8AC4 1.04 37 1580 17 2646

9AC0 1.51 25 1587 - -

9AC1 1.72 22 1575 122 2634

9AC2 1.58 24 1571 107 2644

9AC3 1.37 28 1572 158 2640

9AC4 1.64 23 1571 152 2637

10AC0 1.24 31 1588 - -

10AC1 1.95 20 1574 90 2637

10AC2 1.55 25 1570 160 2637

10AC3 0.92 42 1568 232 2642

10AC4 1.48 26 1570 222 2637
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the graphitized regions. For noncrystalline graphite, the G-peak position, shifts

towards lower energy region as observed previously by Robertson et al., indicating

disordering of the carbon lattice [38]. After KOH activation, the major disorder-

ing factor that is observed is the introduction of sub-nanometer sized pores and

their growth to supra-nanometer pores under extreme oxidation and carbon gasi-

fication conditions. For control samples (8AC0, 9AC0 and 10AC0) the G-peak

is positioned at 1587 cm−1. On comparing the G-peak position of the activated

samples, as shown in Table 6.1, the shift in the G-peak position for samples ac-

tivated at 800 ◦C (Figure 6.7) is much more gradual when compared to those

samples activated at 900 and 1000 ◦C. Considering that the coherence lengths

calculated from the XRD patterns are smaller and the G′-peak is absent in the

Raman spectra for samples activated at 800 ◦C, it can be concluded that the

potassium mediated catalytic graphitization does not occur in carbon samples ac-

tivated at 800 ◦C. Therefore, in carbon samples activated at 800 ◦C, the extent

of shift in the G-peak position can be assigned solely to the increase in the disor-

der. Since the gradual shift in the G-peak position coincides with the increase in

the surface area after activation at 800 ◦C, the increase in the structural disorder

for samples activated at 800 ◦C may be assumed to be due to the development

of the surface area (Figure 6.4) and porosity (Figure 6.5). However, for KOH

activation at 900 and 1000 ◦C, unlike at 800 ◦C, the structural ordering also oc-

curs along with the large increase in the surface area and pore diameters. Here,

there is a large shift in the G-peak position while moving from sample 9AC0 to

9AC1 and from sample 10AC0 to 10AC1, indicating that the disordering effect

is more prominent when compared to the graphitization effect. This observation

is in complete agreement with the development of microstructure observed from

XRD and surface area analysis. However, as the KOH/C ratio increases, this shift

becomes much more gradual for samples activated at 900 and 1000 ◦C (9AC1 to

9AC4 and 10AC1 to 10AC4). In highly activated samples, at a microscopic level,

the ordering effect could be sufficiently high. In that case, the structural ordering

will be overpowered only slightly by the large disordering effect induced due to
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the highly porous structure, so that the effect of disordering is partially nullified

by the catalytic graphitization.

6.5 Magnetic properties of the activated samples

Both low-temperature and room temperature magnetic measurements were per-

formed on the activated carbon samples to show the changes in the magnetic

properties. All the samples are diamagnetic at room temperature, similar to the

heat-treated samples discussed in Chapter 4. The magnetization curves of all the

activated samples, along with their respective control samples, measured at 2 K are

presented in Figure 6.8(a-c). Figure 6.8d shows the initial magnetization curves

for the control samples 8AC0, 9AC0 and 10AC0 along with their least squares fit

to Brillouin function with J=1/2 (Equation 4.1) [49]. The Brillouin function fits

well to the low magnetic field regions of the curves (below 40 kOe) and deviates

at higher applied fields indicating that the spins are not more of a non-interacting

type, as discussed in Section 4.3.

Since the magnetization curves of activated samples are not fitting to the Bril-

louin function with J=1/2, the value of J corresponding the best fit of magnetiza-

tion curves to Brillouin function is calculated. The calculated value of J is (Table

6.2) lower than that is expected for a paramagnetic material (J=1/2), indicating

that the individual magnetic moments in the activated samples are interacting.

The magnetization of the control samples decreases with increase in the activation

temperature (Figure 6.8d), which is consistent with that observed on the effect

of heat-treatment induced graphitization on the magnetic properties, as discussed

in Chapter 4 (Section 4.3). The magnetization (Figure 6.9) of activated samples

increases with increase in the amount of KOH used for activation, except for those

activated with the highest amount of KOH. This behavior is nearly similar to the

variation in the surface area (Figure 6.4). This is probably due to the large in-

crease in the number of edge states and defects in the activated carbons as the

surface area increases. At high applied magnetic field, the edge state spins and

the magnetic moment contributed by defects tend to align to the field resulting in
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Figure 6.8: Magnetization curves for (a) 8AC series, (b) 9AC series and (c) 10AC series

measured at 2 K. The insets show the zoomed curves at low fields. (d) Black solid lines

are fit to initial magnetization curves (open circles) of control samples using Brillouin

function with J=1/2.

an increase in the magnetization. This makes the changes in the magnetization

(Figure 6.9) and surface area (Figure 6.4) of the activated samples comparable.

The small discrepancy in the evolution of the magnetization with that of the sur-

face area could be due to the inconsistent contributions from the edge state spins.

Along with the activated samples, the control samples also show a negligibly

small coercivity (Figure 6.8a-c). This is similar to the coercivity observed in heat-

treated carbons which result from the blocking of the spins in a disordered carbon
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Table 6.2: The value of J obtained after fitting the initial magnetization curves of

activated and control sample to Brillouin function.

Sample code J Sample J Sample J

8AC0 0.489 9AC0 0.483 10AC0 0.421

8AC1 0.399 9AC1 0.912 10AC1 0.671

8AC2 0.420 9AC2 0.926 10AC2 0.456

8AC3 0.369 9AC3 0.734 10AC3 0.988

8AC4 0.394 9AC4 0.827 10AC4 0.889

Figure 6.9: The magnetization of the samples activated at different activation conditions.

The red and blue lines are guides to the eyes.
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Figure 6.10: The coercivity of the samples activated at different activation conditions.

The red and blue lines are guides to the eyes.

structure, as discussed in Chapter 4 (Section 4.3). A three dimensional plot of

the magnetization at 60 kOe (M6T ), measured at 2 K, and the coercivity (Hc) of

the activated samples against the activation temperature and the KOH to carbon

weight ratio is shown in Figure 6.9 and Figure 6.10, respectively. The coercivity,

which arises due to the blocking of the spins along random directions is known to

depend on the microstructure of the materials as well as the magnetic anisotropy

[49,50]. In the case of KOH activated carbon, the coercivity (Figure 6.10) varies in

a similar manner as that of the coherence lengths calculated from the XRD data

(Figure 6.2 and Figure 6.3). In a heterogeneously graphitized material, there can

be considerable local magnetic anisotropy at the graphitic edges, which contributes

towards the blockage of edge state spins among random directions resulting in an

observable coercivity. Therefore, the total anisotropy contribution varies with

the graphitic cluster size (microstructure) of the graphitized specimens. Another

factor which likely has similar effect on both the magnetization and the coercivity

is the different contributions from the various oxygen functionalities produced by

the fundamental oxidation reactions occurring during KOH activation [24,50–52].

Experiments using graphene oxide have shown a change in the magnetization
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values for different samples depending on the type of oxygen functionality present

in the sample [50]. The uncompensated spins of many oxygen functionalities can

be blocked in random directions, depending on the local environment, and hence

can contribute towards the coercivity.

The temperature variation of magnetization is measured from 2 K to 300 K

under an applied field of 10 kOe (1 T) under both FC and ZFC conditions (Fig-

ure 6.11). All the samples show a broad magnetic transition with a hump below

Figure 6.11: ZFC (black) and FC (Red) magnetization curves measured under 10 kOe

magnetic field for control samples and those activated with highest amount KOH at 800

◦C, 900 ◦C and 1000 ◦C.

150 K whose magnitude is larger for the activated samples than for control sam-

ples heat-treated at the same temperature. Similar magnetic transition with a

207



Structure and properties of activated carbon

hump was observed in heat-treated and partially graphitized carbon samples, as

discussed in Chapter 4 (Section 4.7). This magnetic transition is also similar that

previously observed in thermally graphitized carbons which indicate the pres-

ence of a disordered magnetic state in the material [53]. This kind of disordered

magnetism arises due to the complexity of the spin interactions when localized

graphitic clusters having different magnetic strengths are present in the mate-

rial [12,52,53].

In the activated samples, the broad maximum is centered around 100 K, unlike

in the control samples where the maximum is centered around 60 K. Moreover,

the maximum is more predominant after activation when compared to that in

the control samples. These changes in the nature of the broad low-temperature

magnetic transition could be due to the structural complexity arising from the lo-

cal ordering and/or disordering factors in the activated samples. In the activated

samples, the extent of graphitization is much higher when compared to that of

the heat-treated samples discussed in Chapter 3 (Section 3.3). The highly het-

erogeneous structure of the activated carbon samples, with the localized graphitic

regions, can lead to more complex inter-nanographene and intra-nanographite spin

interactions when compared to that of the heat-treated samples (HT500–HT1000)

discussed in Chapter 4 (Section 4.4) [12].

6.6 Electrical properties of the activated sam-

ples

The low-temperature electrical transport properties were measured using the Van

der pauw method after compacting the activated carbon powders to hard pellets

at 16 MPa pressure. One drop of 2% polyvinyl alcohol solution was used as the

binder while preparing the pellets from 0.5 g of the powder.

In a disordered material, the electrical conductivity (σ) is determined by the

extent of disorder [53]. For carbon materials, σ has been found to increase with

an increase in the heat-treatment temperature due to the temperature assisted
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Figure 6.12: The room temperature electrical conductivity of the samples activated at

different conditions. The red and blue lines are guides to the eyes.

structural ordering. [53] A similar increase in σ is observed with the increasing

heat-treatment (Figure 6.12) temperature from 800 ◦C to 1000 ◦C for the con-

trol samples. This increase in the conductivity corresponds to the variation in

coherence lengths calculated from XRD for these samples. A similar increase in

conductivity was observed for the heat-treated carbon pellets with an increase in

heat-treatment induced graphitization, as discussed in Chapter 5 (Section 5.3).

Therefore, the changes in σ for the control samples with an increase in heat-

treatment temperature can be considered as a resultant of the thermally induced

structural ordering. However, for samples activated at 800 ◦C, conductivity de-

creases with increasing the amount of KOH. To account for this decrease in con-

ductivity, the role of sub-nanometer pores generated needs to be considered. The

XRD data showed that the samples activated at 800 ◦C have a poor graphitic

ordering. Even 8AC4, which is activated with the highest amount of KOH, has a

very weak G′ peak compared to those activated with much lower KOH to carbon

weight ratio at 900 and 1000 ◦C, indicating a lower extent of graphitic character

for 8AC4. Therefore, the increase in the defect-induced scattering of charge carri-

ers in the activated samples is likely to reduce the conductivity by decreasing the
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mean free path of the charge carriers. However, the conductivity of the samples

activated at 900 and 1000 ◦C, shows large variations depending on the amount of

the activating agent used. On comparing 9AC1 and 10AC1 with their respective

control samples, the σ is decreased by 0.08 Ohm−1cm−1 and 0.21 Ohm−1cm−1,

respectively. This drop in the conductivity is much higher when compared to that

observed after activation at 800 ◦C and is likely to be due to the large increase

in the number of pores and their widening without much enhancement in the

crystallinity of the material. For the samples activated at 900 and 1000 ◦C, the

conductivity almost follows the variation in the coherence lengths (Figure 6.2 and

Figure 6.3) calculated from XRD data. This shows that the defect induced scat-

tering in the disordered carbon depends on both the extent of graphitic ordering

as well as the inter-nanographite percolation pathways created with the develop-

ment of porosity. As the dimensions of the individual graphitic clusters increase,

the resistive contributions from nanographite boundary scattering decreases since

the number of graphitic clusters decreases and therefore the electronic transport

becomes more efficient [53]. However, when the disorder becomes much larger, the

transfer of electrons between the graphitic clusters may not be effective enough,

due to which the conductivity diminishes in the case of 9AC4 and 10AC4.

Figure 6.13 shows the normalized temperature dependent resistivity of the

samples activated at 800 ◦C. Figure 6.14 and Figure 6.15 present the normalized

resistivity curves for the samples activated at 900 ◦C and 1000 ◦C, respectively.

For all the samples, resistivity increases as the temperature is decreased indicating

semiconducting nature of the materials. This increase in resistance points towards

the localization of charge carriers in a disordered material, as discussed in Chapter

5 (Section 5.4). It can be noted that the increase in the resistivity is very small

compared to that of the disordered carbons heat-treated at 600 ◦C and 700 ◦C

(Figure 5.3, Chapter 5) and is comparable to those heat-treated at higher tem-

peratures. This indicates that the disorder induced after KOH activation in the

form of pores are not effective enough in bringing about large localization effects

as observed in disordered carbons heat-treated at 600 ◦C and 700 ◦C. However,
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Figure 6.13: The temperature variation of resistivity of samples activated at 800 ◦C.

Inset shows a zoomed view for 8AC1, 8AC2, 8AC3 and 8AC4.

Figure 6.14: The temperature variation of resistivity of samples activated at 900 ◦C.

Inset shows a zoomed view for 9AC0, 9AC1, 9AC2 and 9AC3.
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Figure 6.15: The temperature variation of resistivity of samples activated at 1000 ◦C.

Inset shows a zoomed view for 10AC0, 10AC1, 10AC2 and 10AC3.

the increase in the resistivity with decreasing temperature for the control samples

8AC0, 9AC0 and 10AC0 is relatively large when compared to the carbon pellets

heat-treated at 800, 900 and 1000 ◦C (Figure 5.3, Chapter 5). This variation must

be arising from the difference in the processing conditions.

Figure 6.16 presents the low-temperature to room temperature resistivity ratio

(ρ16K/ρ298K) of the activated samples, as a function of the KOH/C ration, which

is a measure of the degree of disorder present in the materials [19]. The samples

activated at 800 ◦C show a decrease in ρ16K/ρ298K when compared to that of

8AC0, with an increase in the amount of KOH used for activation (Figure 6.16a).

This indicates that with an increase in the amount of KOH used for activation, the

samples are undergoing structural ordering. However, for samples activated at 900

◦C (Figure 6.16b) and 1000 ◦C (Figure 6.16c) this trend is reversed with an increase

in the value of ρ16K/ρ298K with an increase in the amount of KOH, suggesting a

disordering of the carbon lattice. This is consistent with the development of

pore structure and catalytic graphitization observed in these samples. The KOH

activation at 800 ◦C leads to the generation of sub-nanometer pores and does not

considerably assist the pore widening process. At the same time, the broad (100 )
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Figure 6.16: The low-temperature to room temperature resistivity ratio for samples ac-

tivated at (a) 800 ◦C, (b) 900 ◦C and (c) 1000 ◦C. Solid lines are guide the to eyes.

and (002 ) peaks in the XRD patterns of the samples activated at 800 ◦C indicate

(Figure 6.1) that the graphitization due to the incorporation of potassium metal

is not occurring in these samples. However, the appearance of G′-peak in the

Raman spectra of (Figure 6.7) 8AC4 indicate that the KOH activation is effective

in bringing about local ordering on a microscopic scale. The comparatively lower

downshift of G-peak for samples activated at 800 ◦C when compared to the others

(Table 6.1) confirms that comparatively smaller disordering effect is operating in

those samples. The reversal in the dependence of ρ16K/ρ298K on the amount of

KOH used for samples activated at 900 ◦C and 1000 ◦C can be directly correlated

to the pore widening observed in these samples which overpowers the structural

ordering caused by catalytic graphitization, making these samples more disordered

and thereby inducing a larger downshift of G′-peak.

The ρ-T curves of the activated samples were analyzed with respect to differ-

ent conductivity models. As discussed in Chapter 5 for the heat-treated samples,

different models like activated hopping (Equation 5.1) [54], Mott-VRH (Equa-

tion 5.2) [55], ES-VRH (Equation 5.3) [56], disorder induced scattering (Equa-

tion 5.6) [57] and 2D weak localization (Equation 5.7) [58], were considered for
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the analysis. Figure 6.17 shows the fit of the resistivity curve to different theoret-

ical models. The sample 8AC2 exhibited the lowest room temperature resistivity

among all the activated samples, which is even lower than that of the carbon

samples heat-treated above 900 ◦C (samples HT900 and HT1000, Chapter 5).

However, the resistivity data of 8AC2 does not fit to the conduction mechanisms

of samples with low resistivity, involving the weak localization mechanism (Equa-

tions 5.6 and 5.7) [19,58]. Similarly, an analyses based on activated hopping,

Mott-VRH, ES-VRH or multiphonon tunneling conduction mechanisms were also

found to be invalid for explaining the ρ-T curves in the entire measured temper-

ature region. For other activated samples also the resistivity data did not fit to

any of the conductivity models in the entire measured temperature region. During

their study on the transport properties of self organized carbon networks, Govor et

al. identified three distinctly different mechanisms operating in the same material

below room temperature, which includes ES-VRH at low temperatures, Mott 3D-

VRH at intermediate temperature and a combination of power law dependence

and Mott VRH near to room temperature [59]. The existence these transport

mechanisms were attributed to tails in the density of localized states, which are

pulled out of the conduction and valence band, as a result of disorder and some

overlap between these tails. Similarly, two different conduction regimes are identi-

fied in boron doped amorphous carbon films, where the temperature exponent in

the VRH equation (Equation 5.3) was found to be changing from 0.25 to 0.5, as the

temperature decreases, indicating a crossover from Mott-VRH to ES-VRH [20].

However, for the KOH activated samples, an attempt to fit specific regions of

the resistivity curves to different exponents of temperature in Mott-VRH by plot-

ting logρ against temperature on a log-log scale resulted in unrealistic exponential

values with little physical significance. The microstructure of samples presented

here are highly complex when compared to those studied previously [19,20,59].

This structural complexity involved due to the presence of both localized con-

ducting graphitic regions along with the high amount of disordering factors can

induce unique characteristics to the band structure. Therefore the temperature
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Figure 6.17: The measured resistivity curve of 8AC2 showing deviations from (a) ac-

tivated hopping law, (b) Mott 3D VRH law and (c) ES VRH law. (d) The fits of the

experimental data (open circles) to disorder induced scattering mechanism (red line) and

2D weak localization mechanism (blue line).
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dependence of resistivity has contributions arising from combinations of different

conduction mechanisms at unknown proportions. The unidentified parameters like

the spatial correlation of graphitized regions, distribution of cluster size, the pore

geometry, their distribution, etc. therefore becomes significant in relating conduc-

tion mechanism to the microstructure. Moreover, unlike the dense heat-treated

carbon pellets studied in Chapter 5, the activated carbon pellets used for electrical

measurements are compacted from powders and not sintered. Therefore, the low

density pellets contain loose grains and pores in them. The additional electrical

resistance contributions due to the grain boundary and pores also needs to be con-

sidered while explaining the conduction mechanism in the KOH activated carbon

materials and this is beyond the scope of present work.

6.7 Conclusions

A detailed investigation on the structural, magnetic and electrical properties of

activated carbon, a material which is of huge commercial importance due to its

surface characteristics in applications like adsorption, gas storage and as an elec-

trode material is presented in this chapter. The structural characterization of the

KOH activated carbons using X-ray diffraction, Raman spectroscopy and Trans-

mission electron microscopy revealed the occurrence of a localized graphitization

in the materials. The changes in surface area and porosity, after activation, were

determined by nitrogen adsorption technique. Results showed that the activated

samples are highly porous and have a large specific surface area when compared

to the control specimens. With the increase in the activation temperature, the

adjacent pores merge together to produce wider pores, which in turn decrease the

specific surface area. This observation is in line with previous reports on KOH acti-

vated carbon. A detailed study using X-ray diffraction technique pointed towards

the development of graphitic clusters in the activated samples. The in-plane and

the out-of-plane coherence lengths increased as the activation temperature and

the amount of KOH used for activation are increased. However, it was observed

that at extreme activation conditions, when a large amount of KOH was used for
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activation, the coherence lengths dropped to very low values. Raman spectroscopy

was employed in order to obtain better insights on the activation dependent de-

velopments in the microstructure. The I(D)/I(G) ratio and G-peak position in

the Raman spectra, which are sensitive towards the in-plane and out-of-plane or-

dering of graphitic cluster indicated arbitrary variation in the in-plane ordering

with activation, while the out-of-plane ordering was in agreement with that ob-

served from XRD studies. This suggested that the graphitic clusters have nearly

the same out-of-plane dimension, whereas the in-plane dimensions are quite differ-

ent. These facts further confirmed from TEM studies, which showed the presence

of inhomogeneity distributed assemblies of graphitic chains forming regions with

different morphologies.

The magnetic and electrical properties of the KOH activated samples were

studied. The KOH activated carbons showed interesting magnetic properties, with

increased coercivity and low-temperature magnetization than that of the control

samples. The presence of dangling bonds as well as magnetic edge states in the

zig-zag graphene edges are ascribed to be responsible for the magnetic properties

of the carbon-only systems. Here, both the factors contribute to the magnetic

properties since the samples contain isolated graphitic clusters as well as dangling

bonds due to the porous structure. The magnetization curves were not fitting to

Brillouin function with J=1/2, indicating that the samples are not paramagnetic.

Further, the changes in the low-temperature magnetization at 60 kOe and the

coercivity of the activated carbon samples could be correlated respectively to the

development of the specific surface area and the coherence lengths calculated from

the XRD data. The observation of a pronounced broad feature below 150 K, in

the temperature variation of magnetization, for activated samples confirm the

presence of a disordered magnetic state as in the case of spin-glasses arising from

different magnetic exchange interactions of variable strengths.

The room temperature resistivity and the ρ16K/ρ298K ratio showed typical vari-

ations that could be correlated with the structural evolution after KOH activation.

A comparison between the changes in the room temperature conductivity and the
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coherence lengths calculated from XRD showed that the conductivity is directly

varying with the graphitic cluster dimension. For samples activated at 800 ◦C,

ρ16K/ρ298K decreases with increase in the amount of KOH used for activation,

indicating the ordering of carbon atoms with activation, whereas for samples ac-

tivated at 900 and 1000 ◦C, the trend was opposite, indicating disordering. These

change could be explained on the basis of development in porosity with activation

at these temperatures which competes with the clustering of the graphitic phase.

The control sample heated at 1000 ◦C showed the highest low-temperature to

room temperature resistance ratio, typical of the electronic systems with a large

structural disorder, which induces the localization of charge carriers. However, the

elucidation of exact conduction mechanism operating below room temperature was

difficult due to the complexity of the system, where many different mechanisms

like activated hopping, Mott-VRH, ES-VRH, weak localization, etc. might be

operating at different proportions depending on the temperature range.
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Activated carbon - iron oxide

composite for cleaning of oil spills
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7.1 Introduction

The increasing demand for energy and fuels around the world after the industrial

revolution has contributed much towards the use of difference types of oils and

fuels. As a result of the heterogeneous distribution of petroleum in earth’s crust,

the transportation of petroleum-based products from one region to another be-

came inevitable. The most used transport route for oil tankers is through seas

and therefore, over the years, the marine ecosystem have been badly affected by

the spillage of oil from the carrier ships [1,2]. The unforeseen accidental explo-

sions from oil wells also release a large amount of oil to the aquatic bodies [1,2].

Both these contributions create momentary oil spills which spread throughout the

affected system quite instantaneously. Apart from these, a slow and steady contri-

bution of oil, which accumulates in the aquatic system with time, originates from

industrial effluents or from oil leakage from machineries and pipelines [3]. The oil

which reaches in the aquatic systems, by whatever means, tends to decrease the

dissolved oxygen content thereby affecting the microorganisms and other aquatic

flora and fauna. Birds are also badly effected by oil spillage as they get trapped in

oils while fishing in such waters, which destroys the texture of their feathers after

which their flying ability gets hampered.

Different techniques like skimmers, floating barriers, synthetic organophilic

sorbent materials like polypropylene, polyethylene terephthalate, silica aerogels,

zeolites, organophilic clays, exfoliated graphite, graphene frameworks, cellulose

fiber, collagen fibers, etc. have been employed in cleaning up the oil spills [3–7].

The most important criteria that should be met by any material to be used on

large scale for such an environmental application are the efficiency, recyclability

and biocompatibility. Here, biocompatibility is of particular importance since the

cleaning agent should not produce any additional harm to the aquatic system

under consideration. Even though many of the currently available sorbent materi-

als satisfy these three criteria, they suffer a major disadvantage that the removal

of sorbent materials along with the adsorbed oil from the aquatic system after

the oil adsorption process is a tedious and time consuming task, considering that
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large quantity of oil has to be removed quite quickly and efficiently to prevent fur-

ther spreading. This posts a serious challenge in applying these materials for any

practical application. However, this disadvantage can be surpassed by adding a

magnetic functionality to the sorbent material. With an additional magnetic prop-

erty along with good sorption properties, the material can be of great advantage

since the magnetic sorbent material can be quickly recovered in the presence of a

magnet [7,8]. Such a multifunctional material can simplify the whole oil removal

process and hence can increase the total efficiency of the process considerably.

Ideal multifunctional candidates can be prepared by making a composite of the

adsorbent material with magnetic nanoparticles having sufficiently high magne-

tization so that the nanoparticles can drag the whole oil adsorbed material with

it in the presence of a magnetic field. The use of nanoparticles facilitates the

preparation of a stable composite with an adsorbent material. However, the com-

posite as a whole and especially the magnetic material should be biocompatible to

avoid any secondary pollution in the aquatic systems by the adsorbent/composite

material. The cost effectiveness of the whole process and ease of preparation of

the composite materials in bulk quantities can considerably improve their practi-

cal applications since tonnes of such material are required for removal of oil from

large aquatic systems like oceans.

Superparamagnetic iron oxide nanoparticles, SPIONs (Fe3O4 and γ-Fe2O3),

due to their good magnetic properties, biocompatibility and low cytotoxicity, find

applications in targeted drug delivery, magnetic hyperthermia, as MRI contrast

enhancement agent, etc. They have also been studied as the magnetic part of

the sorbent material [8,9]. Different types of magnetic sorbents such as colla-

gen fiber-SPION composites [7], Fe2O3@C core-shell nanoparticles [8], Fe-carbon

nanocomposites [10], magnetic floating foams [11], iron incorporated carbon nan-

otube sponges [12], metal-organic framework (MOF) derived porous carbon-iron

oxide nanocomposite [13], magnetic exfoliated graphite [14], epoxidized natural

rubber-magnetite nanocomposites [15], polystyrene-iron oxide nanocomposites [16]

and palm shell based activated carbon-iron oxide composite [17] have been studied
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for the removal of oil spill by magnetic separation. Many of these materials such

as the macroporous carbon nanotubes, magnetic floating foams, magnetic exfoli-

ated graphite, MOF-derived porous carbon-iron oxide composite and polystyrene-

iron oxide composite are good in terms of their oil retention capacity. However,

the synthesis of these materials includes relatively complex procedures and costly

chemicals, with low yield, so that a cost effective bulk production for real time

applications is impossible [11–14,16]. Comparatively cheaper natural sorbent ma-

terials like collagen fibers [7], epoxidized natural rubber [15] and palm shell based

chemically activated carbon [17] have been proposed to overcome the major issues,

after incorporating with different magnetic nanoparticles. However, they also suf-

fer from either a low oil retention capacity or a very slow response time which

reduces the efficiency of the whole process. Therefore, search for a cheap and

efficient material which can actually be used for immediate containment and/or

sudden removal of large oil spills is still an open area of research.

The search for a cheap adsorbent always leads to carbon-based materials pre-

pared from different natural resources like nut shells, husks, leaves, tree bark, etc.,

with the characteristics like high adsorption capacity, considerable mechanical

strength and low ash content [18]. They are widely studied and found productive

for applications such as removal of metal ions and organic dyes from water [19].

Between the different natural resources, nut shells are known to produce granu-

lar activated carbons with good adsorption properties. Amongst the nut shells,

coconut shell has special importance since it can be used to produce activated

carbon in bulk quantities due to their size and availability as an agricultural and

household waste material [17]. The sorption properties of activated carbon derived

from any resource is known to depend on the surface area and porosity which in

turn are determined by the inherent porosity of the carbon precursor, activating

agent used, the amount of activating agent used for activation, activation temper-

ature, etc. [20,21]. Among different activating agents like KOH, ZnCl2, H3PO4,

CO2, steam, etc., KOH is known to enhance porosity and surface area consid-

erably by creating microporous structure at activation temperatures below 800
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◦C [22]. Above 900 ◦C, the pores get wider by increased gasification of carbon in

the form of gaseous oxides [22], through a series of oxidation reactions, as discussed

in Chapter 6 (Section 6.2). The KOH activation also generates a large number

of oxygen functionalities at the carbon surface similar to those produced during

surface activation with HNO3 or HNO3/H2SO4 mixture [23].

From the insights obtained while studying the KOH activation process in de-

tail, as discussed in Chapter 6 (Section 6.4.2), the KOH activated CS derived

carbon was applied for the removal of oil spills from water. Since oil consists of

macromolecules, the study presented in this chapter was performed using acti-

vated carbon with wider pores by activating with large amounts of KOH at 1000

◦C and after making a composite with biocompatible superparamagnetic iron ox-

ide nanoparticles.

7.2 Preparation of materials

7.2.1 Preparation of activated carbon

Locally available coconut shell was used as the carbon source. Dried coconut shell

was pyrolyzed at 1000 ◦C in a horizontal tubular furnace under flowing nitro-

gen atmosphere. The pyrolyzed carbon obtained was crushed and ground to fine

powder using an agate mortar and pestle. Analytical grade conc.H2SO4 (98%),

conc.HNO3 (69%) and KOH were purchased from Merck Chemicals and were used

as-received without any further purification. For solution based activation, 10 g

of the pyrolyzed carbon powder was refluxed with a mixture of 125 ml of 20%

(v/v) HNO3 and 125 ml of 20% (v/v) H2SO4 at 110 ◦C for 90 minutes [23]. The

activated sample was washed several times with double distilled water till neutral

pH and then dried in an oven at 60 ◦C (sample code AAC).

The KOH activation was carried out by a liquid state KOH impregnation of

the pyrolyzed carbon. In the present work, 1:3 carbon (5 g) to KOH (15 g) weight

ratio was used after fixing the maximum possible high temperature (1000 ◦C)

The KOH impregnation was carried out for 24 hours, by immersing the carbon

228



Magnetic carbon composite for removal of oil spills

powder in KOH solution, followed by drying and heating at 1000 ◦C under argon

atmosphere in a tubular furnace [21]. The activated sample was washed with

double distilled water till neutral pH and then dried in an oven at 60 ◦C (sample

code KAC).

7.2.2 Preparation of the magnetic composite

Activated carbon/iron oxide composite was prepared by in situ co-precipitation

of Fe3O4 in the presence of AAC or KAC [24]. Analytical grade iron (II) chlo-

ride tetrahydrate (FeCl2 · 4H2O), iron (III) chloride hexahydrate (FeCl3 · 6H2O)

and 25% ammonia solution were purchased from Merck Chemicals and were used

as-received without any further purification. The activated carbon to iron oxide

weight ratio in the final composite material was fixed as 1:1. For the preparation of

the composite, 0.5 g of AAC was first dispersed in water to which a 2:1 molar mix-

ture of FeCl3.6H2O (11.6770 g) and FeCl2.4H2O (4.2943 g) was added and stirred

for 2 hours, after de-aerating with argon gas. The argon flow was maintained and

the pH was then adjusted to 12 using 25% ammonia solution to precipitate the

iron oxide nanoparticles. The precipitate was then heated in the mother liquor at

80 ◦C for 1 hour to facilitate the binding of the nanoparticles to the surface func-

tionalities of activated carbon [24]. The magnetite-carbon composite formed was

magnetically separated the supernatant solution and then washed several times

till neutral pH. A small fraction of light weight nonmagnetic part was discarded

so that the weight of the discarded light-weight portion was less than 0.5% of the

weight of KAC or AAC used for the synthesis. Hence, the quantity of this small

portion lost during the preparation of the composite was ignored for calculating

the oil retention capacity of the composite materials with respect to the amount of

activated carbon present in the material. The washed product was then dried in

an oven 60 ◦C to obtain AAC-iron oxide composite material (sample code: ACF).

KAC-iron oxide composite material was prepared by a similar procedure using the

similar amounts of KAC and iron oxide precursors (sample code: KCF).

All the materials were characterized using powder X-ray diffraction (XRD), in-
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frared (IR) spectroscopy, transmission electron microscopy (TEM), BET surface

area analysis using isothermal N2 adsorption method and magnetic measurement

were performed using a SQUID VSM. Temperature dependent oil adsorption stud-

ies were also performed after maintaining the temperature using a refrigerated

circulating water bath.

7.3 Material characterization

7.3.1 Surface area analysis

BET surface area analysis was carried out to identify the surface characteristics of

both ACF and KCF. The acid activated sample, ACF, and base activated sample,

KCF, exhibited a surface area of 580 m2g−1 and 1650 m2g−1, respectively. The

pore size distribution of ACF and KCF are distinctly different, as expected, with

ACF consisting of smaller pores with pore diameter ranging from 6 to 14 Å. Among

these, majority of the pores are 8 Å wide, as shown in Figure 7.1. On the other

hand, KCF shows a different pore size distribution with a large increase in the

porosity with two distinct types of pores, a large number of 7 Å and 10 Å wide

Figure 7.1: Pore size distribution in KCF and ACF.
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pores along with comparatively less number of wider pores of size in the range 15–

25 Å. A similar pattern of the pore size distribution has been previously reported

for KOH activated carbon prepared from coconut shell [21,22]. Previous studies

by Hu and Srinivasan using coconut shell based carbon shows that the increase in

the microporosity is characteristic of KOH activation at low KOH to carbon ratio

( 1:2 KOH to carbon), whereas the increased gasification of carbon at high KOH

to carbon ratio (≥1.5:2 KOH to carbon) induces some amount of wider pores by

the coalescence of the nearby micropores [21].

7.3.2 Transmission electron microscopy

The TEM images of ACF and KCF (Figure 7.2) confirm the granular and porous

nature of both composites. The overall grain size of KCF is found to be much

smaller than that in ACF which directly points towards the difference in the

activation mechanism involved during the synthesis of these materials. The acid

Figure 7.2: TEM images of (a-c) ACF and (d-f) KCF.

231



Magnetic carbon composite for removal of oil spills

activation process does not affect the microstructure of the activated carbon and

results only in the development of surface functional groups. However, potassium

mediated activation in KAC proceeds through extreme oxidation conditions which

result in intense gasification because of which activated carbon with smaller grain

size is produced [22].

7.3.3 X-ray diffraction

The activated carbons show two broad peaks in the XRD patterns, a relatively

intense and broad peak at ∼24◦ and a small hump at ∼44◦ on the 2θ scale, which

are typical of the (002 ) and (100 ) reflections from amorphous carbon (Figure 7.3),

as discussed in Chapter 3 (Section 3.3.5). For KAC, the (002) peak is having larger

width and the (100) peak is less pronounced than that of AAC. This indicates

that the KOH activation reduces carbon grain size and induces more structural

disorder and the coherence length gets reduced in all three dimensions. This

size reduction of carbon grains is also observed in the TEM images (Figure 7.2).

For the composite materials ACF and KCF, apart from the (002) reflection from

activated carbon, many other peaks are also observed in the XRD pattern.

Figure 7.3: XRD pattern of AAC, KAC, ACF and KCF along with the simulated pattern

of Fe3O4 (PDF#190629).
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All of the extra peaks correspond to the peaks of Fe3O4 as evidenced by the

comparison with the simulated pattern of Fe3O4, shown in the figure. The average

crystallite size of Fe3O4 in the composite material is calculated as ∼8 nm from

XRD pattern by using the Scherrer formula, t = 0.9λ/BCosθ (Equation 2.2),

where t is the crystallite size, λ is the wavelength of the Cu Kα radiation (1.542

Å), B is the peak width (FWHM) corrected for instrumental broadening and θ is

the Bragg angle.

7.3.4 IR spectroscopy

Both acid (HNO3/H2SO4) and base (KOH) activations are known to introduce

different types of oxygen functionalities like carboxylic acid, carbonyl or alcoholic

functional groups on the carbon surface by partial oxidation of carbon [25,26]. In-

frared (IR) spectroscopy was employed to identify the surface functional groups in

the activated carbons and to study the bonding interaction between the activated

carbon and iron oxide nanoparticles. The IR spectra of AAC, KAC, ACF and KCF

are compared in Figure 7.4. The broad band at 3420 cm−1 for AAC indicates the

presence of bonded O-H groups of phenols or alcohols. In the spectra of KAC and

KCF, a broad band at 3170 cm−1 indicates that large number of -COOH groups

are also present in KAC along with -OH groups [27]. The band at 1640 cm−1

present in both the spectra of AAC and KAC corresponds to the C=O stretching

vibration of the carboxylic anion and this band shows a shift to 1630 cm−1 in

both the spectra of ACF and KCF (Figure 7.4). However, the sharp band at 1085

cm−1 corresponding to the C-O stretching in alcohols and phenols does not show

any shift [27]. This indicates the weakening of C=O group present in the acid

functionalities and development of a partial single bond character. Both ACF and

KCF show two additional IR bands at 562 cm−1 and 617 cm−1 when compared to

that of AAC and KAC (Figure 7.4), which correspond to the Fe-O vibrations in

Fe3O4 nanocrystals. However, there is a considerable decrease in the vibrational

frequency of these two bands from that of bare Fe3O4 in which these vibrations

are observed at 585 and 632 cm−1 [28]. Thus, in the spectra of ACF and KCF,
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Figure 7.4: Different regions of the infrared spectra of AAC, ACF, KAC and KCF.
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the Fe-O vibrations in Fe3O4 nanocrystals are shifted by 15 to 20 cm−1 towards

the lower energy region. The synergetic decrease in the vibrational frequency of

Fe-O and C=O vibrations indicates a bond formation between the Fe atoms on

the surface of the Fe3O4 nanocrystals and the surface carboxylic acid groups of the

activated carbons, resembling the capping action of organic molecules like oleic

acid on Fe3O4 [29].

7.3.5 Magnetic measurements

The composite samples ACF and KCF show comparable room temperature mag-

netization measured up to a field of 3 T, as shown in Figure 7.5. The magnetization

curves of both ACF and KCF exhibit zero coercivity. Also, the magnetization is

increased with increasing magnetic filed strength and at higher fields the magne-

tization increased almost linearly with increasing field. This indicates superpara-

magnetic nature of the iron oxide nanoparticles incorporated in the composite

materials. The magnetization at 0.5 T for ACF and KCF is ∼15 emu/g, which

is sufficiently high so that the whole material can be easily attracted towards a

laboratory magnet. The small difference in the magnetization of ACF and KCF

is likely to be due to the size distribution of iron oxide nanoparticles. During the

in situ co-precipitation more number of smaller iron oxide nanoparticles can form

in the pores of microporous ACF when compared to that of mesoporous KCF.

Therefore, the incorporation of the magnetic nanoparticles in the activated

carbon facilitate the removal of oil adsorbed on the carbon particles in the com-

posite material through the application of an external magnetic field. Further,

since the magnetization depends on the size and number of the nanoparticles, the

magnetic action can be easily tuned by manipulating the size and amount of the

nanoparticles attached on the surface of activated carbon. However, there will

always be a maximum limit determined by the coverage of nanoparticles on the

adsorbent surface, since the higher coverage may hamper the adsorption capacity

by blocking the adsorption sites on carbon surface and interior of the pores.
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Figure 7.5: M-H curves of ACF and KCF

7.4 Oil removal studies

7.4.1 Determination of oil adsorption capacity

For the oil removal studies, a red colored new premium oil (Veedol lubricants Ltd.)

and black colored used oil collected from a local motor workshop were used to

create an artificial oil spillage in the laboratory. The black colored used motor oil

is found to be highly viscous due to the presence of dispersed fine carbon particles.

The oil adsorption capacity of the materials was determined at room temperature

(30 ◦C) by using weight measurements. For the oil removal studies, 2 g oil was

poured on top of 10 ml water taken in a petri dish to create an artificial oil spill. A

weighed amount of the composite material is smeared over the oil and then waited

for a specific time before the oil adsorbed material is separated from the artificial

spill. On performing the experiment with the magnetic composites ACF and KCF,

the oil adsorbed composite was recovered using a permanent magnet and then

dried overnight at 100 ◦C to remove water. However, in the control experiment,

when AAC and KAC were used to remove oil from artificial spillage, the separation

of the oil adsorbed material was performed using filtration technique, which was

then dried under similar conditions as in the case of ACF and KCF. The oil
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retention capacity (k) of ACF, KCF, AAC and KAC was determined by using

Equation 7.1, where ‘a’ is the weight (in gram) of the adsorbent material smeared

on top of the oil layer and ‘b’ is the weight (in gram) of the oil adsorbed material

recovered from the artificial oil spill, after drying.

k =
(b− a)

a
(7.1)

The retention capacity (k) was then normalized with respect to the weight of

carbon in the case of ACF and KCF in order to compare the results with that

using AAC and KAC, considering that 1:1 composites are obtained.

7.4.2 Oil removal

One gram of AAC is found to adsorb 2.22 g of premium oil and 5.64 g of used

oil almost instantaneously as showed in Figure 7.6, on the other hand, one gram

the of the high surface area carbon, KAC adsorbs 9.33 g of premium oil and

5.54 g of used oil (Figure 7.6). In the case of ACF and KCF the normalized oil

retention ability with respect to the weight of activated carbon present in them is

calculated. A plot of the normalized oil retention ability of ACF and KCF as a

function of time, using the premium and used oils, are shown in Figure 7.7a and

Figure 7.7b respectively. One gram of carbon (AAC) when used in the form of

composite material ACF retains 3.01 g of premium oil and 7.59 g of used oil almost

instantaneously. KCF, having large surface area and wide pores, similar to that

of KAC, shows a large increase in the retention capacity of premium oil, nearly by

420%. One gram of carbon (KAC) in KCF is found to retain 12.93 g of premium

oil and 7.65 gm of used oil. The retention capacities of the present coconut shell

based carbon composites are high when compared to that of palm shell based

activated carbon, whose maximum retention capacity was limited to 99 mg oil per

gram of carbon even after activation [17]. The snapshots of different steps during

the oil removal process (premium and used oils), using the nanocomposite KCF,

are shown in Figure 7.8.
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Figure 7.6: Oil retention capacity of AAC and KAC, normalized with respect to their

weight, as a function of time, using premium and used motor oils.
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Figure 7.7: Oil retention capacity of ACF and KCF, normalized with respect to the

weight of activated carbon present in the materials, as a function of time, using premium

and used motor oils.
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Figure 7.8: Snapshots of different stages of oil removal process using premium oil (a,b,c)

and used motor oil (d,e,f). Oil spilled over water (a and d), the activated carbon-iron

oxide composite (KCF) smeared over the spilled oil (b and e), the adsorbent along with

the oil is separated by an external magnet (c and f).
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The oil removal process using AAC and KAC was time consuming and tedious

due to filtration process involved in the recovery of the adsorbent. However,

this serious disability can be overpowered by using the magnetic composite ACF

and KCF instead of AAC and KAC. Here, the recovery of oil adsorbed material

from the artificial spill was quite instantaneous when an external magnet was

used. Moreover, this instantaneous pulling action of the magnetic nanocomposite

facilitates an increased oil retention capacity of activated carbon by dragging more

oil with the oil adsorbed material when used as the magnetic composite. The

adsorption kinetics appear to be similar for activated carbon and the composite

material indicating the crucial role of porosity and surface area of the adsorbent

in determining the oil adsorption capacity. The large increase in the uptake of

used oil by AAC and ACF could be due to the fine carbon particles dispersed

in it, which enhances the hydrophobic interaction between the used oil molecules

and the adsorbent when compared to that of premium oil. However, when using

KAC and KCF, the adsorption is not that instantaneous when compared to that

by AAC and ACF. This is a direct consequence of the role played by the pores in

retaining the oil. The oil retention in the pores of the adsorbent is a slow process

since a finite time is required for viscous fluids like oil to penetrate into the pores

by capillary action [30]. However, the maximum retention capacity is achieved

by KCF in 20 minutes which is much faster when compared to the previously

reported magnetic adsorbent composites like the epoxidized natural rubber based

composite, where maximum retention was achieved after 2 hours [15]. The used

oil retention capacity and sorption characteristics exhibited by KAC and KCF are

similar to that exhibited by AAC and ACF respectively, indicating that the pores

in KAC and KCF are not effective in containing used oil since it does not get

into the pores due to the high viscous nature and the oil retention is solely due to

hydrophobic interactions.
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7.4.3 Adsorption kinetics

The oil retention kinetics of both ACF and KCF are tested using pseudo-first-

order (Equation 7.2) and pseudo-second-order (Equation 7.3) kinetic models [19]

to calculate the equilibrium oil adsorption capacity of these materials.

log(qe − qt) = logqe − k1
2.303

t (7.2)

t

qt
=

1

k2q2e
+

t

qe
(7.3)

Here, q t (g of oil/g of activated carbon in activated carbon composite) is the

amount of oil adsorbed at time t (in minute), k 1 and k 2 are the first (1/Min)

and second order (g/g Min) rate constants and qe is the equilibrium oil retention

capacity of the material and have same units as that of q t.

Among the two kinetic models, the experimental data were found to fit well

to the pseudo-second-order model (Figure 7.9) given by Equation 7.3, as reported

previously for adsorption of dyes and metal ions from aqueous solutions [19]. The

equilibrium adsorption capacity, q t, and the second order rate constant for both

ACF and KCF when used for removal of premium and used motor oils are cal-

culated from the slope and intercept of t/q t versus t plot (Figure 7.9). Table 7.1

shows the slope, intercept, equilibrium oil retention capacity and the rate constant

obtained after a least square fitting of t/q t versus t plot. The qe values obtained

are comparable to the saturation values observed in figure 7.7. The pseudo-second-

order rate constant is much higher for ACF when compared to that obtained for

KCF which confirms the sluggish kinetics of the latter composite. Therefore, the

oil sorption inside the carbon pores could be considered as the rate limiting step.

7.4.4 Temperature dependence

To study the effectiveness of the composites for oil removal at different tempera-

tures, oil removal studies are performed at 10 ◦C and 50 ◦C, using the premium
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Figure 7.9: Pseudo-second-order fit for the oil retention curves of ACF and KCF. Sym-

bols show the experimental data and solid lines are fit to Equation 7.3.
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Table 7.1: Results of the analysis of the adsorption kinetics using Equation 7.3 for ACF

and KCF using premium (P) and used (U) motor oils.

Sample code Oil Slope Intercept qe k 2

(g oil/g carbon) (g/g Min)

ACF P 0.3330 0.0625 3.03 1.7427

U 0.1320 0.0095 7.57 1.8369

KCF P 0.0754 0.0824 13.26 0.0690

U 0.1300 0.0509 7.69 0.3339

oil, in addition to the study carried out at room temperature (30 ◦C). The petri

dish containing the premium oil was kept in a circulating water bath for sufficient

time (30 minutes) to establish thermal equilibrium. Then the composite material

which showed highest oil retention capacity (KCF) was smeared on top of the oil

layer and then separated magnetically after waiting for different time intervals.

Figure 7.10 shows the amount of oil separated as a function of time at the three

different temperatures. As the temperature is decreased to 10 ◦C, the oil retention

capacity of KCF increases to 15.42 g premium oil per g of carbon compared to

12.93 g at 30 ◦C. When the temperature is increased to 50 ◦C, the retention ca-

pacity of the same composite is decreased to 10.11 g premium oil/ per g of carbon.

Thus, when compared to the result at room temperature, the oil retention capacity

is increased by nearly 20% at 10 ◦C and decreased by nearly 22% at 50 ◦C, showing

a linear variation of the retention capacity with temperature, as shown in the inset

of Figure 7.10. The decrease in the oil retention with increasing temperature can

be due to the weakening of the strength of physisorption, mediated by hydropho-

bic interactions. However, despite the decrease in the retention capacity with an

increase in the temperature, the retention value at 50 ◦C is much higher than the

values reported previously for different composites at room temperature [7,8] and

hence, the present composite is more efficient and effective.
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Figure 7.10: Oil retention capacity of KCF with respect to the weight of activated carbon,

measured at different temperatures, as a function of time, using premium oil. Inset shows

the variation of maximum oil retention capacity as a function of temperature.

7.4.5 Recyclability

The recyclability of the magnetic adsorbent material for oil removal is checked by

two different approaches. In the first approach, the composite material KCF is

recycled, at the expense of the oil retained, by heating the magnetically recovered

oil adsorbed composite in a tubular furnace at 500 ◦C, for 1 hour, under nitrogen

gas atmosphere. This method is previously reported as a disposal technique for

oil adsorbed collagen-based magnetic composite which was converted to Fe3O4 in-

corporated graphitic carbon on heating [7]. Since the weight percentage of carbon

in the composite material increases on heating due to the pyrolysis of adsorbed

oil, the values presented in this section is normalized with respect to the weight

of the composite considering that fresh KCF showed an oil retention capacity of

12.93 g premium oil per gram of carbon which is equivalent to 6.45 g oil per gram

of KCF. The heat-treated recovered material after cooling to room temperature is

again used for removal of premium oil and showed an oil retention capacity of 4.26

g premium oil per g of the material at room temperature. This observed retention

capacity is 34% less than that of fresh KCF. The experiment was repeated for
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Figure 7.11: Variation in the adsorption capacity of KCF (per gram of KCF) on recycling

by heat-treatment and solvent extraction methods.

five more cycles with the recovered oil adsorbed composite material obtained from

the previous cycle. Figure 7.11 shows the changes in the oil retention capacity

of the composite material up to 6 cycles. Even though the retention capacity is

decreased after the first cycle, the retention value remains almost constant from

the second cycle onwards and the value is still good enough when compared to the

previous reports on other carbon-based materials [15–17]. The decrease in the oil

retention capacity after the first cycle could be due to charring of oil molecules

inside the carbon pores which in turn decreases the porosity of the adsorbent after

the first cycle.

In the second approach, the adsorbed premium oil is separated from the ad-

sorbent material by solvent extraction. 5 ml petroleum ether was added to 0.5 g

of KCF containing the recovered oil, sonicated for 10 minutes, and centrifuged at

3000 rpm for 5 minutes. The supernatant liquid was collected and the extraction

process was repeated two more times. Then the solvent was evaporated to re-

cover the oil which was then weighed on an electronic balance. By this process, at

laboratory conditions, 40% of the premium oil could be recovered from the mag-

netically collected, oil-adsorbed, KCF. The solid adsorbent part, when reused for
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oil removal, showed superior performance than the adsorbent recovered by heat-

treatment, with an oil retention capacity of 4.89 g premium oil per g of material

(24% decrease in retention capacity than that of fresh KCF). The variation of

the oil retention capacity of the material recovered by solvent extraction up to six

cycles is shown in Figure 7.11. After the first cycle, the retention capacity remains

almost the same around 4.8 g/g, larger than the retention capacity of ACF in the

first cycle (Figure 7.7). Thus, the recovery by solvent extraction is quite promis-

ing since the efficiency of oil recovery and recyclability can be manipulated by

changing the solvent and optimizing the extraction conditions there by recovering

the oil, the adsorbent and the solvent with minimal loss.

7.5 conclusions

carbon-based magnetic nanocomposites were prepared using coconut shell based

activated carbon and superparamagnetic iron oxide nanoparticles by in situ co-

precipitation technique. IR spectroscopic studies showed that the composite mate-

rial is not a loose physical mixture of the two components and rather is chemically

attached through interaction between the cations on the surface of nanoparticles

and surface functional groups of the activated carbon. The magnetization of the

composite materials was found to be sufficiently high enough for the removal of the

material by a permanent magnet. This allowed a fast and effective separation of

the oil adsorbed material from water by mere application of a laboratory magnet

after oil adsorption process. The magnetic separation technique is very fast and

less tedious when compared to the conventional separation techniques. A detailed

study showed that the amount of oil retained by the composite is determined by

the microstructure of the composite material which in turn is determined by the

activation process involved during the preparation of activated carbon. The KOH

activated carbon with mesoporous structure and high specific surface area showed

superior oil adsorption properties when compared to acid activated carbon with

narrower pores and low specific surface area. However, the oil adsorption by the

acid activated carbon was instantaneous when compared to KOH activated car-
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bon due to the difference in the pore structure. During magnetic separation, the

composite material was found to be dragging more oil with it due to the combined

effect of viscous drag and hydrophobic interaction. Therefore, the amount of oil

removed by the composite material is much larger when compared to that by using

the activated carbon alone which was used for the preparation of the composite,

due to the dragging effect of the composite. This is an additional advantage that

the composite material exhibited apart from the ease of synthesis and separation

of adsorbed oil, which makes it superior to the other materials reported in the

literature previously for oil removal.

The study of the oil removal process indicated that the composite material

may also be suitable for containment of oil immediately after the spill to prevent

further spreading because of its moderately large oil uptake and fast separation.

To extend the applicability of the composite material, its recyclability and tem-

perature dependent performance were monitored. The composite material can be

regenerated either by heat-treatment or after solvent extraction of the adsorbed

oil. The first method is cheaper and quite fast, but works at the expense of the

adsorbed oil. However, by solvent extraction, the adsorbed oil can also be regener-

ated along with the adsorbent material for further use. The additional advantages

like cost effectiveness, the simplicity of the process and easily scalable synthesis

procedure along with superior sorption capacity can enable the material to be used

for oil remediation in conjugation with the currently available technologies.
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8.1 Conclusions

Carbon-based materials are of particular importance due to their unique catena-

tion property, which enables the formation of a wide variety of structures with pe-

culiar physical properties. Differences in the physical properties due to difference

in the bonding characteristics in bulk carbon systems like diamond and graphite,

is very well known. The ordered carbon-based nanomaterials like fullerenes, car-

bon nanotube, graphene, graphene oxide, graphene nanoribbons, nanodiamond,

nanographite, etc. have been extensively studied in the recent years. The par-

ticular electronic environment prevailing in each of these materials, due to the

difference in the bonding characteristics of carbon atoms, gives them interesting

electronic, magnetic, optical and mechanical properties. The differences in the

bonding characteristics mainly arise due to the sp2 and sp3 hybridization of the

constituent carbon atoms, structural defects, the tendency of sp2 carbon atoms

to form localized clusters, dangling bonds, etc. The disordered form of carbon

is known to show contrasting physical properties when compared to the ordered

allotropes because of the complex electronic band structure created by the short

range ordering and defects.

The investigations on the structural, magnetic and electrical properties of dis-

ordered carbon are reported in this thesis. For this study, the disordered carbon

was prepared by the pyrolysis of coconut shell (CS), which is an important precur-

sor for the industrial preparation of activated carbon. The laboratory preparation

of disordered carbon ensured that the thermal history of the material is completely

known, unlike the commercially available carbonaceous materials. Structure and

microstructure of the disordered carbon are tuned by heat-treatment as well as by

chemical activation, which enabled detailed studies and the correlation between

the microstructure and the electrical and magnetic properties of the materials.

The possibilities of a porous, cheap activated carbon material as a sustainable

solution for the cleaning of oil spills, with the aid of an external magnetic field, af-

ter combining the advantages of superparamagnetic iron oxide nanoparticles along

with activated carbon prepared from CS, is also studied and discussed.
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To obtain disordered carbon with different microstructure, heat-treatment was

carried out from 500 to 1000 ◦C under an inert atmosphere. The carbon struc-

ture was studied using different characterization techniques such as surface area

analysis, X-ray diffraction, Raman spectroscopy, TEM and SEM. The XRD pat-

terns were analyzed according to the random layer structure model for disordered

carbon and the Raman spectra were analyzed according to the three-stage model

of graphitization. The heat-treated carbon prepared from different pieces of CS,

heat-treated at the same temperature, under nitrogen atmosphere, have slightly

different extent of graphitization, as expected for the disordered carbon derived

from a natural source like CS. The effect of the gas atmosphere used during heat-

treatment on the microstructure was analyzed after heat-treatment under different

gas atmospheres like helium, argon and nitrogen. The XRD and Raman spectra of

these samples heat-treated under different gas atmosphere does not show any con-

siderable difference, indicating that the gas atmosphere did not have any crucial

effect in modifying the microstructure of the heat-treated carbons. A quantita-

tive analysis of the metal ion impurities present in the heat-treated carbon, using

ICP-OES, showed the presence of different impurities in ppm level.

The in-plane and out-of-plane coherence length of disordered carbon, La and

Lc, calculated from the XRD spectra of the heat-treated carbons are found to

be increasing with increasing the heat-treatment temperature (HTT) from 500

to 1000 ◦C. The ratio of the intensity of the D-peak and G-peak in the Raman

spectra, I(D)/I(G), and the G-peak position when plotted as a function of HTT,

showed a peculiar trend, consistent with the three-stage model of graphitization

reported in the literature. According to the three-stage model, the nanographitic

carbon samples occupy stage-1 and the more disordered structures, with low sp3

content, are placed under stage-2. The analysis of the Raman spectral parameters,

according to the three-stage model identified two distinctly different stages in

which the samples heat-treated at 500 and 600 ◦C (HT500 and HT600) can be

placed under stage-2, whereas the samples heat-treated at 800, 900 and 1000 ◦C

(HT800, HT900 and HT1000) belongs to stage-1. The sample heat-treated at
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700 ◦C (HT700) occupies the border separating stage-1 and stage-2. The large

increase in both the coherence lengths for samples heat-treated above 800 ◦C

is in line with the above mentioned changes in the Raman spectral parameters,

confirming a structural ordering of disordered carbon to a nanographitic structure,

with an increase in HTT. All the samples were found to be porous with the surface

area increasing from 35 to 350 m2/g with increasing HTT from 500 to 1000 ◦C.

No notable difference in the surface morphology is observed in the SEM and TEM

studies. The heat-treated samples were treated with conc. HCl to remove the

metal impurities. A comparison between the XRD patterns and Raman spectra

of HT500 before and after acid-treatment confirmed that the microstructures of

the carbon samples are not affected by the acid-treatment. The modifications in

the magnetic and electrical properties of the heat-treated samples, as a function

of the extent of graphitization, are studied using these samples.

All the carbon samples are found to be diamagnetic at room temperature.

However, as the temperature is decreased to 2 K, all the samples showed an ‘S’-

shaped magnetization curve. The magnetization measured at 60 kOe (6 T), at

2 K, decreased with increasing HTT. HT500 and HT1000 showed the highest

and the lowest magnetization, respectively. The maximum possible magnetiza-

tion that ferromagnetic metals can contribute, when present in ppm levels, as

impurities, as estimated in each sample, is calculated theoretically using the mass

magnetization values of bulk ferromagnetic Fe, Co and Ni, at 0 K. The measured

magnetization was much higher than this calculated contribution and therefore the

presence of impurities are not the origin of magnetism in the heat-treated sam-

ples. The magnetization at 60 kOe, when plotted as a function of HTT, decreased

in a particular manner, with a small decrease in the magnetization initially from

HT500 to HT600, followed by a sudden drop for HT700. With further increase in

HTT to 800, 900 and 1000 ◦C, the decrease in the magnetization becomes more

gradual. This trend could be correlated to the increase in the extent of graphitiza-

tion observed from XRD and Raman studies. The low magnetization of HT1000,

with larger nanographitic domains, is ascribed to the decrease in number of edge
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states, defects and dangling bonds which contributes towards magnetic moment.

HT800 and HT900, for which the extent of graphitization is lower, consists of

smaller nanographitic domains because of which the magnetic contribution from

edge states should be more prominent than in HT1000. The much higher mag-

netization of lower HTT samples are explained based on their highly disordered

structure, where the major magnetic contributions come from defects and dangling

bonds. The acid-treated samples showed similar magnetization curves as that of

the heat-treated samples, but with lower magnetization values. The lower mag-

netization of the acid-treated samples might be due to the chemical modification

of the edge states and dangling bonds during the acid treatment, as observed in

some previous reports on different carbon forms. The zero field cooled and field

cooled magnetization curves, when measured from 2 K to 300 K, showed a broad

hump around 150 K. This broad transition might be resulting from the complex

magnetic interactions with variable strength due to the low dimensionality of the

system. The regenerating nature of this magnetic transition on repeated acid and

heat-treatment further confirmed the intrinsic nature of magnetic properties of

the materials and the presence of disordered magnetic states in the heat-treated

samples.

The low-temperature electrical resistivity (ρ) of heat-treated samples were mea-

sured using the Van der pauw method. The low HTT samples showed high values

of ρ at 298 K (ρ298K) when compared to the high HTT samples. The variation of

ρ298K when plotted against HTT was similar to that observed for the variation of

magnetization as a function of HTT, at 60 kOe, measured at 2 K. This similarity

pointed towards the reduction of structural defects and the increase in the extent

of graphitization as the reason for the decrease in ρ298K with HTT. The ρ15K/ρ298K

ratio, which is considered to be a parameter which increases exponentially with

disorder also showed a similar trend as that of ρ298K , with an increase in HTT.

This confirmed that the decrease in the disorder with the associated structural

ordering owing to an increase in HTT was responsible for the decrease in ρ298K .

A detailed analysis of the conduction mechanism based on the fitting of the ρ-T
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curves to well known theoretical models indicated the strong localization in sam-

ples heat-treated at low temperatures. The strong localization arises due to the

large disorder, which results in wide spatial distribution of hopping sites due to

which the resistivity followed Mott three-dimensional variable range hopping (3D

VRH) law, with an exponential increase in the resistivity as the temperature is

decreased. As the HTT increases, in the case of HT900 and HT1000, due to the

relatively more ordered nanographitic structure, the resistivity showed weak tem-

perature dependence. The ρ-T curves of HT900 and HT1000 could be fitted to the

weak localization models. The development of percolation conduction pathways

through the spatially correlated nanographitic regions might be responsible for

the two-dimensional weak localization (2D WL) effect in these samples. Similar

ρ-T curves could also originate from the magnetic impurity scattering, which is

unlikely to occur in HT900 and HT1000 since these samples are weakly magnetic

when compared to those which followed Mott 3D VRH type conduction. There-

fore, the crossover of the mechanism of conduction from Mott 3D VRH to 2D WL

in disordered carbon, with an increase in the heat-treatment temperature, is due

to the structural change from disordered to nanographitic carbon.

After the detailed studies on the heat-treatment effects on disordered carbon,

the structural modification of disordered carbon after KOH activation and the

resulting changes in the magnetic and electrical properties are investigated. The

industrially important KOH activated carbon has never been studied for its mi-

crostructure or the associated changes in the magnetic and the electrical proper-

ties. Heterogeneously distributed localized graphitic regions in the KOH activated

carbon are observed in TEM images. The XRD and Raman spectroscopic analyses

gave interesting results regarding the catalytic transformation of disordered carbon

to the graphitic carbon. The La and Lc of the activated carbons increased with

activation temperature and the amount of KOH used for activation. However, at

the extreme activation conditions, involving a large amount of KOH, the coherence

lengths dropped to very low values. This has been explained based on the increase

in the surface area and porosity which occurs during the extreme activation con-
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ditions owing to the pore widening at the expense of two or more subnanometer

pores. Therefore, the drop in the coherence length might be a cumulative effect,

involving the increase in the structural disorder due to the increase in the porosity

and the ordering due to the catalytic graphitization effect. The changes in the

values of I(D)/I(G) and the G-peak position in the activated samples confirmed

this competition between ordering and disordering factors and heterogeneous in-

plane graphitization in activated carbon. The changes in the magnetic and the

electrical properties after activation are also studied. The changes in the magneti-

zation at 60 kOe, measured at 2 K, and the coercivity of the activated carbon are

correlated respectively with the development in the specific surface area and the

coherence lengths calculated from XRD data. The observation of a pronounced

broad feature below 150 K, in the temperature variation of magnetization for ac-

tivated samples, confirmed the presence of a disordered magnetic state as in the

case of spin-glasses arising from different magnetic exchange interactions of vari-

able strengths. The room temperature electrical conductivity and the coherence

lengths calculated from XRD changed in a similar manner with the extent of ac-

tivation, indicating that the conductivity is directly varying with the graphitic

cluster dimension. This effect was observed in the case of heat-treated samples

also. The detailed analysis of the exact conduction mechanism operating in the

activated sample was too difficult to perform due to the structural complexity of

the samples.

As an extension of the work, the activated carbon sample was applied to the

removal of oil spills after making a composite with superparamagnetic iron oxide

nanoparticle. The presence of the magnetic nanoparticles along with the activated

carbon as the adsorbent made the recovery of oil adsorbed material easy, using an

external magnet, thereby avoiding the tedious filtration steps. The adsorbent was

activated through a solid state KOH impregnation and liquid state acid activation,

for comparison. The preparation of composite is through a simple in situ co-

precipitation method, which may be used for the preparation of the composite

in large quantities with out any specialized experimental setup. The composite
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material was characterized using XRD, IR spectroscopy, porosity analysis and

TEM. The oil recovery experiments were performed using premium oil and used

oils. The magnetic composite material showed high oil retention capacity than the

parent adsorbent material, due to the viscous drag created during the magnetic

recovery of the material. The uptake of premium oil was higher for KOH activated

carbon- magnetite composite since the pores are effective enough in containing the

oil. The oil recovery using the composite is quite instantaneous and therefore very

effective. The kinetic studies showed that the oil adsorption process obeys pseudo-

second-order model. The material shows good temperature stability and can be

reused without much loss in efficiency either after a heat-treatment or a solvent

extraction process.

8.2 Future perspectives

The heat-treatment in the present work is limited to 1000 ◦C due to the limitation

of the tubular furnace used. A further increase in the heat-treatment tempera-

ture may lead to a rapid relaxation in the carbon structure to a nearly graphitic

arrangement which might further modify the magnetic and electrical properties.

This study could be of paramount importance for tuning, controlling and finally

producing high-quality carbon-based devices suitable for electronics applications.

A high field magnetoresistance study can be highly informative while considering

this material for any electronic applications. Nuclear magnetic resonance study

can give more information regarding the localized defects and the clustering effects

in disordered carbon. Similarly, more information on the electronic structure of

the materials can be obtained from electron paramagnetic resonance studies.

The elucidation of the conduction mechanism in activated carbon is highly

complex and needs to be performed in detail. Such a study requires more de-

tails on the changes in the structural characteristics in KOH activated samples.

Here also, the activation with larger quantities of KOH, at temperature above

1000 ◦C, may give interesting results. Such an activation condition is difficult

to use because of the corroding and highly oxidizing nature of potassium and its
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oxides generated during heat-treatment. Carbon-based materials with sufficiently

high magnetic moment can revolutionize many industries including the biomedical

industry and information technology. The disordered two-dimensional materials

from graphene family like the graphene oxide can also be a potential system for

investigating magnetic and electronic properties. The functionalization possibili-

ties in aqueous media give innumerable options in modifying the carbon structure

for developing better carbon-based systems. To sum up, the studies on disordered

carbon structure and its magnetic and electrical properties can be extended to a

wide range of carbon-based systems because the extent and type of order/disorder

in each system which can be different and will lead to distinctly different proper-

ties. The oil removal studies can be extended to activated carbon prepared from

other cheap biological wastes like nutshell husks.
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