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Abstract 

____________________________________________________________________ 

 

The main objective of this thesis is to develop non-iterative method for 

calculation of electric response properties such as polarizabilities, 

hyperpolarizabilities within density functional theory (DFT). The effect of a weak 

external perturbation on the electronic distribution of the molecule is reflected in its 

response properties. Dipole moment, polarizability and hyper-polarizability are the 

fundamental electric properties of molecule. These properties are widely studied due 

to the significance in identifying material with improved non-linear optical (NLO) 

properties [1].  

For studying properties of large molecular systems, DFT is an obvious choice 

because of simplicity in applications. However, response properties using DFT have 

been calculated mainly using finite-field method. Recently, the non-iterative 

approach to response properties using DFT i.e. the non-iterative approximation to the 

coupled-perturbed Kohn-Sham (NIA-CPKS) [2-4] method has been developed with 

application to large molecules in mind. The presented work in this thesis focuses on 

the implementation of NIA-CPKS, for calculation of dipole-dipole polarizabilities 

and dipole-quadrupole polarizabililities. 

 CPKS is a standard method for calculation of the derivatives of the energy 

such as geometric derivatives, derivative with respect to magnetic field and electric 

field. Here in this thesis we focus mainly on energy derivative with respect to 

electric field, i.e. electric response properties. NIA-CPKS is the non-iterative 

approach developed within CPKS formalism. Here the derivative of the Kohn-Sham 

matrix is calculated numerically and used in CPKS equation for calculation of 

response density matrix. The electric polarizabilities can then be calculated as trace 

of response density with dipole or quadrupole moment integrals depending upon the 

kind of polarizability we want to calculate. This method has been implemented in 

deMon2k software which is based on KS-DFT [5]. We also present here the new 

implementation of NIA-CPKS in self consistent perturbation (SCP) formalism which 

is more efficient for calculation of polarizabiities [6]. The method has been validated 

by application to interesting class of systems and its comparison with higher level 

methods. We have also compared our method with another newly developed 
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analytical non-iterative method known as auxiliary density perturbation theory 

(ADPT)[7,8] implemented in deMon2k software. In this thesis, we present the 

application of our method for calculation of electric dipole-dipole polarizabilities, 

dipole-quadrupole polarizabilities. We have also studied here the frequency 

dependence and temperature dependence of dipole-qudrupole polarizabilities.  

 In one of the chapters we discussed the behaviour of DFT for electric 

response properties when the molecule is stretched along the bond axis [9]. The 

dipole-dipole and dipole-quadrupole polarizabilities calculated with different 

functional is presented. NIA-CPKS has been developed only for closed shell 

systems. In near future we aim to implement this method for application to open 

shell systems. The methodology for implementation of open shell NIA-CPKS is 

presented in this thesis. The geometric derivatives of the polarizabilities are 

important quantities in calculation of Vabrational Raman Optical Activity (VROA). 

Thus, we present here the methodology for implementation of geometric derivatives 

of the dipole-quadrupole polarizabilities within ADPT and NIA-CPKS.  

 

The thesis is organized as follows: 

 

Chapter 1: General overview and introduction to theoretical method. 

In chapter one, we briefly review the theoretical methods available for electronic 

structure calculation. We discuss the wavefunction based methods, HF 

approximation and methods beyond Hatree-Fock approximation. This is followed by 

discussion about the early development of the density matrix theory and Kohn-Sham 

density functional theory (KS-DFT). Then we introduce here electric response 

properties and different methods available for calculation. We discuss about ADFT 

and basic structure of the deMon2k programme. We introduce the NIA-CPKS and 

ADPT method for calculation of polarizabilities. 

 

Chapter 2: Calculation of static dipole-dipole polarizability from NIA-CPKS and its 

comparison with ADPT. 

In chapter two, we present a theoretical study of the dipole-dipole polarizabilities of 

free and disubstituted azoarenes employing NIA-CPKS and its comparison with 

ADPT. Comparisons are made for disubstituted azoarenes, which shows push-pull 

mechanism. We study the effect of substitution of electron withdrawing and electron 
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donation group on dipole-dipole polarizabilities of azoarene molecules. We present 

the dipole-dipole polarizabilities of these molecules calculated with three different 

exchange-correlation functionals and two different auxiliary function sets. The 

computational advantages of both these methods are discussed here.  

 

Chapter 3: Technical details of implementation NIA-CPKS version of SCP 

Earlier implementation of NIA-CPKS was based on CPKS equation system. Here we 

present the technical details about new implantation of our approach in the 

framework of SCP method. This implementation is done for calculation of dipole-

dipole and dipole-quadrupole polarizability. The advantages of implementation are 

discussed here. We briefly discuss the self consistent perturbation theory and ADPT 

implementation for calculation of perturbed density matrix. The chapter ends with 

the comparison of NIA-CPKS and ADPT. 

 

Chapter 4: Calculation of dipole-quadrupole polarizabilities of tetrahedral 

molecules.  

To validate the implementation of newer version of NIA-CPKS for calculation of 

dipole-quadrupole polarizabilities three tetrahedral molecules have been selected. 

The comparison between NIA-CPKS and ADPT results is presented for P4, CH4 and 

adamantane. We also report MP2 and CCSD results for comparison with our results 

to validate the methodology of our implementation. We study the basis set 

dependence of the dipole-quadrupole polarizability for selected set of molecules.  

 

Chapter 5: Ab initio MD simulation of static and dynamic dipole-quadrupole 

polarizability.  

The experimental values of dipole-quadrupole polarizabilities are measured at higher 

temperature and frequencies used for calculation. Therefore it is not always feasible 

to compare static polarizabilities obtained from theoretical methods with 

experimental results. In our earlier study we have observed the discrepancy between 

experimental and theoretical values of dipole-quadrupole polarizability of 

adamantane molecule. In this chapter we present the dipole-quadrupole 

polarizabilitie for different frequencies calculated with ADPT method. Molecular 

dynamic simulation will allow us to study the temperature dependence of these 
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polarizabilities and find the reason of discrepancy of our results from experimental 

values.  

 

Chapter 6: Behaviour of DFT for electric response properties at distorted 

geometries of molecules. 

We present here the rigorous calculation of electric response properties at distorted 

geometries of the molecules. We study here dipole-dipole polarizability and dipole-

quadrupole polarizability for description of role of static and dynamic correlation for 

electric response properties. The calculations are performed with our new approach, 

non-iterative approximation to coupled-perturbed Kohn-Sham method (NIA-CPKS). 

These DFT results are compared with higher level ab initio such as CCSD and fully 

correlated full CI. We report here the dipole-dipole polarizability and dipole-

quadrupole polarizability of HF, BH, H2CO, CO and NO+. We also present the effect 

of basis and functional on polarizability and dipole-quadrupole polarizability.       

 

Chapter 7: Conclusions and future tasks 

This chapter is based on final conclusion of the work presented in this thesis and 

discussion about the future work. The NIA-CPKS has been developed only for 

closed shell systems the extension of this approach for open shell system will 

facilitate in extending the scope of our method. Thus, the methodology of NIA-

CPKS for UKS and ROKS is presented in this chapter. We also present the 

methodology to calculate dipole-dipole polarizability, dipole-quadrupole 

polarizability and electric–magnetic dipole polarizability derivatives with respect to 

nuclear coordinate’s to simulation a VROA spectra.  
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CHAPTER 1 
 
General overview and introduction to 

theoretical methods 

 
 
1.1 Introduction 
  
 The electronic distribution of the molecule is affected by a weak electric 

perturbation and it can be analyzed with the study of electric response properties. 

Electric properties such as multipole moments, polarizabilities and 

hyperpolarizability are studied widely [1-3], due to their applicability in predicting 

long range atomic and molecular interactions [4]. These fundamental properties play 

an important role in designing new non-linear optical materials [5]. The higher 

polarizabilities such as dipole-quadrupole polarizabilities and dipole-octupole 

polarizabilities have been identified as dominant quantities in spectroscopic 

measurements such as interaction induced spectroscopy [6, 7] and surface-enhanced 

Raman scattering[8].  Thus a lot of interest lies in experimental and theoretical 

studies of electric properties of atoms and molecules. The experimental 

determinations of these multipole moments and polarizabilities are difficult and 

hence various theoretical methods have been developed for accurate calculation of 

these properties [9-16]. 

Density functional theory (DFT) [17-19] has been used extensively for 

calculating molecular response properties of a wide variety of atoms, molecules and 
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clusters. Many other approaches such as coupled-cluster (CC) and time-dependent 

self-consistent field (TDSCF) procedure [20, 21], the popular coupled-perturbed 

Hartree-Fock (CPHF) approach [22], and time-dependent Hartree-Fock (TDHF) 

based perturbation scheme[23] are available for property calculations. However, 

among these, DFT has been widely used. While the DFT approach is exact in 

principle, the popularity of the approach is mainly due to the simple working 

equations arising from the use of the electron density as the basic variable in the 

entire framework of the theory. Electron correlation effects and basis sets play 

important roles in the determination of response properties. DFT is well suited for 

large molecules and large basis sets and it takes care of electron correlation. 

However, it scales similarly to the Hartree-Fock theory in terms of computational 

demand when hybrid functionals are used. DFT calculations without such 

functionals can, with intelligent use of Fourier transforms or auxiliary basis sets, 

scale significantly better than Hartree-Fock (HF) method. The true practical 

applicability of DFT comes from the introduction of a fictitious non-interacting 

reference system as proposed by Kohn and Sham [24]. This circumvents the explicit 

construction of the unknown kinetic energy functional and guarantees the accuracy 

of the approach. Electric properties of molecules are studied to understand their 

response to an external weak perturbation. Typical examples are molecular dipole 

polarizabilities and hyperpolarizabilities. Several studies on molecules [25-35] and 

solids [36] have established that DFT is well suited for these property calculations. 

More recently, even temperature dependent polarizabilities were studied by first-

principle DFT Born-Oppenheimer molecular dynamics (BOMD) simulations [37].  

Most of these calculations have been done by using crude energy based 

numerical finite-field approach. These methods could be highly inaccurate for higher 

order energy derivatives such as polarizabilities and hyperpolarizabilities. However, 

the rigorous analytical results are available only for smaller molecules and smaller 

basis set. Therefore, there is a need to explore computationally feasible methods, 

which can handle large molecules with reasonable accuracy. The objective of this 

thesis is to develop a new method which simplifies the rigorous analytical method 

and gives reasonably accurate results of polarizabilities for large molecules with 

large basis. In this thesis, we present the non-iterative approach to response 

properties using DFT i.e. the non-iterative approximation to the coupled-perturbed 

Kohn-Sham (NIA-CPKS) [38-41]. The method has been developed with application 
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to large molecules in mind. Here we mainly focussed on implementation of NIA-

CPKS for dipole-dipole polarizability and dipole-quadrupole polarizability in 

deMon2k software and its application to the interesting class of systems. To begin 

with, we introduce here the electric response properties, in section 1.1. We discuss 

various ab initio methods and evaluation of the response properties with these 

methods in section 1.2. In section 1.3 we present the detailed discussion about the 

density functional theory with special attention to Hohenberg-Kohn (HK) theorem, 

Kohn-Sham (KS) equation, and the different exchange-correlations functionals. In 

section 1.4 we discuss the calculation of response properties within DFT using 

CPKS formalism. We discuss here the non-iterative approach to solve the CPKS 

equation for calculation of dipole-dipole polarizability. The section 1.5, focuses 

mainly on the brief overview of auxiliary density functional theory (ADFT) and the 

auxiliary density perturbation theory (ADPT) developed within deMon2k. In section 

1.6 we briefly review about the molecular dynamics (MD) and properties calculation 

within molecular dynamic simulation.    

 

1.2 Introduction to electric response properties   
Depending upon the type of perturbation the molecular properties can be 

categorised into various types. The perturbation can be due to external electric field, 

external magnetic field, nuclear magnetic moment or change in the nuclear 

geometry. In the presence of an arbitrary uniform electric field, the electron 

distribution of a molecule is distorted, thus it influences the wavefunction and leads 

to induced dipole moment, quadrupole moment etc. The Hamiltonian of such system 

depends upon the electric field perturbation. The perturbed Hamiltonian can be 

expressed as [42], 

                                        𝐻(𝐹) = 𝐻0 − 𝜇𝑖𝐹𝑖 −
1
3
𝜃𝑖𝑗𝐹𝑖𝑗 − ⋯                                          (1.1) 

𝐻0 is the unperturbed Hamiltonian, 𝜇𝑖 and 𝜃𝑖𝑗 are the dipole and quadrupole moment 

operators. 𝐹𝑖 represents an electric field component and 𝐹𝑖𝑗 an electric field gradient, 

which denotes the non-homogeneous nature of the electric field. Energy and 

multipole moments also show explicit dependence on the electric field. According to 

Buckingham [43] and McLean and Yoshimine [44] the energy, dipole and 
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quadrupole moment of a molecule in terms of the static electric field can be written 

as, 

                 𝐸(𝐹) = 𝐸0 − 𝜇𝑖0𝐹𝑖 −
1
3
Θ𝑖𝑗0 𝐹𝑖𝑗 −

1
15

Ω𝑖𝑗𝑘0 𝐹𝑖𝑗𝑘 −
1

105
Φ𝑖𝑗𝑘𝑙
0 𝐹𝑖𝑗𝑘𝑙 + ⋯            

     −
1
2
𝛼𝑖𝑗𝐹𝑖𝐹𝑗 −

1
3
𝐴𝑖,𝑗𝑘𝐹𝑖𝐹𝑗𝑘 −

1
6
𝐶𝑖𝑗,𝑘𝑙𝐹𝑖𝑗𝐹𝑘𝑙 

                                          −
1
6
𝛽𝑖𝑗𝑘𝐹𝑖𝐹𝑗𝐹𝑘 −

1
6
𝐵𝑖𝑗,𝑘𝑙𝐹𝑖𝐹𝑗𝐹𝑘𝑙 + ⋯                                   (1.2) 

                      𝜇𝑖 = 𝜇𝑖0 + 𝛼𝑖𝑗𝐹𝑗 +
1
3
𝐴𝑖,𝑗𝑘𝐹𝑗𝑘 +

1
2
𝛽𝑖𝑗𝑘𝐹𝑗𝐹𝑘 +

1
3
𝐵𝑖𝑗,𝑘𝑙𝐹𝑗𝐹𝑘𝑙 + ⋯          (1.3) 

                                    Θ𝑖𝑗 = Θ𝑖𝑗0 + 𝐴𝑘,𝑖𝑗𝐹𝑘 + 𝐶𝑖𝑗,𝑘𝑙𝐹𝑘𝑙 +
1
2
𝐵𝑖𝑗,𝑘𝑙𝐹𝑘𝐹𝑙                          (1.4) 

Where 𝐸0, 𝜇0, Θ0, Ω0are the energy and permenant multiple moments of the free 

molecule, 𝛼𝑖𝑗 its dipole-dipole polarizability and 𝛽𝑖𝑗𝑘 the corresponding (first) 

hyperpolarizability. 𝐴𝑘,𝑖𝑗 is the dipole-quadrupole polarizability and 𝐵𝑖𝑗,𝑘𝑙 the 

dipole-dipole-quadrupole hyperpolarizability. The symmetry of the molecule reduces 

the number of components of above tensor quantities. For example a molecule 

belonging to Td symmetry, there exist only one component of the octupole �Ω𝑖𝑗𝑘� 

and hexadecapole �Φ𝑖𝑗𝑘𝑙� moment as well as of the dipole-dipole �𝛼𝑖𝑗� and dipole-

quadrupole �𝐴𝑘,𝑖𝑗� polarizability. In writing all the above expressions Einstein 

summation is used, with 𝑖 and 𝑗 spanning 𝑥, 𝑦 and 𝑧 directions. 

It is clear from the energy expression that the dipole moment and 

polarizability of molecule are the first and second derivatives of ground state energy 

with respect to electric field perturbation at zero fields respectively. Similarly, 

dipole-quadrupole polarizability is the second derivative of energy with respect to 

electric field perturbation, 𝐹 and field gradient, 𝐹′ at their zero values. 

                                                          𝜇𝑖 = −�
𝜕𝐸
𝜕𝐹𝑖

�
𝐹=0

                                                      (1.5) 

                                                        𝛼𝑖𝑗 = −�
𝜕2𝐸
𝜕𝐹𝑖𝜕𝐹𝑗

�
𝐹=0

                                                (1.6) 

                                                     𝐴𝑖,𝑗𝑘 = −�
𝜕2𝐸

𝜕𝐹𝑖𝜕𝐹𝑗𝑘
�
𝐹=0,𝐹′=0

                                      (1.7) 

The external electric field may either be time independent, which lead to static 

properties, or time dependent, leading to dynamic properties. Time-dependent fields 

are usually associated with electromagnetic radiation characterized by a frequency, 
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and static properties may be considered as the limiting case of dynamic properties 

when the frequency goes to zero. 

According to Helmann-Feynman theorem [45,46], for the exact wavefunction 

and variational method the first derivative of energy with respect to electric field is 

equal to the expectation value of the derivative of the Hamiltonian. For electric 

properties, the first derivative of energy is equal to the expectation value of dipole 

moment operator. Further for a variational method, according to Wigner’s (2n+1) 

rule [47], response up 3rd order can be calculated from the 1st order response of wave 

function or density.  

 

1.3 Wavefunction based quantum chemical methods 
The main objective of most quantum chemical approaches is to solve the 

time-independent, non-relativistic Schrödinger equation [48, 49]  

 

        𝐻�Ψ𝑖�𝑥⃗1, 𝑥⃗2, … 𝑥⃗𝑁 ,𝑅�⃗ 1,𝑅�⃗ 2, …𝑅�⃗ 𝑀� = 𝐸𝑖Ψ𝑖�𝑥⃗1, 𝑥⃗2, … 𝑥⃗𝑁 ,𝑅�⃗ 1,𝑅�⃗ 2, …𝑅�⃗ 𝑀�            (1.8)   

 

where 𝐻� is the Hamiltonian operator for the total energy of the molecular system 

consisting of M nuclei and N electrons in the absence of magnetic or electric fields. 

It is composed of kinetic energy of constituent particles, potential energy due to 

attractive and repulsive interaction amongst the particles.  

 

𝐻� = −
1
2�∇𝑖2

𝑁

𝑖=1

−
1
2�

1
𝑀

𝑀

𝐴=1

∇𝐴2 −��
𝑍𝐴

|𝑟𝑖 − 𝑅𝐴|

𝑀

𝐴=1

𝑁

𝑖=1

+ ��
1

|𝑟𝑖 − 𝑟𝑗|

𝑁

𝑗>𝑖

𝑁

𝑖=1

+ ��
1

|𝑅𝐴 − 𝑅𝐵|

𝑀

𝐵>𝐴

𝑀

𝐴=1

                                                                                   (1.9) 

 

In the above equation, 𝑅𝐴 and 𝑟𝑖 are spatial coordinates of Ath nucleus and ith electron 

respectively. 𝑀𝐴 is the ratio of the mass of nucleus A to the mass of an electron, and 

𝑍𝐴 is the atomic number of nucleus A. The Laplacian operators ∇𝑖2 and ∇𝐴2  involve 

differentiation with respect to the coordinates of the ith electron and the Ath nucleus. 

The first term in Eq. (1.9) is the operator for the kinetic energy of the electrons; the 

second term is the operator for the kinetic energy of the nuclei; the third term 
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represents the coulomb attraction between electrons and nuclei; the fourth and fifth 

terms represent the repulsion between electrons and between nuclei, respectively. 

Ψ𝑖�𝑥⃗1, 𝑥⃗2, … 𝑥⃗𝑁 ,𝑅�⃗ 1,𝑅�⃗ 2, …𝑅�⃗ 𝑀� stands for the wave function of the ith state of the 

system, which depends on the 3N spatial coordinates {𝑟𝑖}, and the N spin 

coordinates1{𝑠𝑖} of the electrons, which are collectively termed {𝑥⃗𝑖} and the 3M 

spatial coordinates of the nuclei, �𝑅�⃗ 𝐼� . The wave function contains all the 

information that can be possibly known about the system it describes. Ultimately, 𝐸𝑖 

is the numerical value of the energy of the state described by Ψ𝑖.  

Solution of the eigenvalue problem Eq. (1.8) yields stationary state energies 

and the corresponding eigenfunctions. In absence of external perturbation, atoms and 

molecules are assumed to be in one of these states. It is however, very difficult to 

solve Eq. (1.8), even for small systems. Since, nuclei are much heavier than 

electrons, while considering electronic motions, they can virtually be assumed to be 

stationary. This is known as frozen-nuclei Born-Oppenheimer approximation (BOA) 

[50]. As a result of this approximation, the 1st  term in Eq. (1.9), the kinetic energy of 

nuclei drops out and the inter-nuclear repulsion energy (third term in Eq. (1.9)) 

becomes constant. The constant added to an operator does not affect the 

eigenfunctions and simply adds to the eigenvalues. Thus the complete Hamiltonian 

given in equation (1.9) reduces to the so-called electronic Hamiltonian 

𝐻�𝑒𝑙𝑒𝑐 = −
1
2�∇𝑖2

𝑁

𝑖=1

−��
𝑍𝐴

|𝑟𝑖 − 𝑅𝐴|

𝑀

𝐴=1

𝑁

𝑖=1

+ ��
1

|𝑟𝑖 − 𝑟𝑗|

𝑁

𝑗>𝑖

𝑁

𝑖=1

+ ��
1

|𝑅𝐴 − 𝑅𝐵|

𝑀

𝐵>𝐴

𝑀

𝐴=1

= 𝑇� + 𝑉�𝑁𝑒 + 𝑉�𝑒𝑒                                                                                          (1.10) 

 

The eigenvalues of the electronic Hamiltonian are the total electronic energies of the 

corresponding stationary states. The corresponding eigenfunctions are parametrically 

dependent on nuclear coordinates. The total energy Etot is then the sum of Eelec and 

the constant nuclear repulsion term,  

 

                                                       𝐸𝑡𝑜𝑡 = 𝐸𝑒𝑙𝑒𝑐 + 𝐸𝑛𝑢𝑐                                                   (1.11) 
 

                                                   𝐸𝑛𝑢𝑐 = ��
1

|𝑅𝐴 − 𝑅𝐵|

𝑀

𝐵>𝐴

𝑀

𝐴=1

                                           (1.12) 
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Addition of the inter-nuclear repulsion energy to the total electronic energy provides 

and effective potential energy surface (PES) 𝑉𝑒𝑓𝑓(𝑅1,𝑅2, …𝑅𝑀) of nuclear motion. 

The PES resulting from different electronic states is generally well separated and the 

interaction between two PES is negligible. Due to this, the nuclear motion is well 

separated from the electronic motion. Thus BOA turns to a very good approximation 

for electronic structure calculations as the problem of M + N entities reduces to N-

electron problem with fixed nuclei. The concept of PES serves to bring back 

chemist's view of molecules, equilibrium structure, etc. in terms of energy. 

 However, even with BO approximation, it is difficult to solve a many 

electron problem. Except for few problems the Schrödinger equation cannot be 

solved exactly, so methods of approximation are needed in order to tackle these 

problems. The two basic methods of approximation are variation [51] and 

perturbation [48, 52, 53 ] theories. In variation theory, an initial guess is made as to 

the shape of the wavefunction, which is then optimized to approximate the true 

wavefunction for the problem. Thus variational principle gives the recipe for 

systematically approaching the wave function of the ground state Ψ0, i. e., the state 

of lowest energy 𝐸0. According to variational principle the energy computed as the 

expectation value of the Hamilton operator 𝐻� from any well behaved, guessed Ψ𝑡𝑟𝑖𝑎𝑙 

will be an upper bound to the true energy of the ground state. 

 

                                                     
⟨Ψ𝑡𝑟𝑖𝑎𝑙|𝐻|Ψ𝑡𝑟𝑖𝑎𝑙⟩
⟨Ψ𝑡𝑟𝑖𝑎𝑙|Ψ𝑡𝑟𝑖𝑎𝑙⟩

= 𝐸[Ψ𝑡𝑟𝑖𝑎𝑙] ≥ 𝐸0                        (1.13) 

 

The solution to Hatree-Fock and CI method is obtained variationally. In perturbation 

theory, the total Hamiltonian of the system is divided into two parts, a zeroth-order 

part,  𝐻0which has known eigenfunctions and eigenvalues, and a perturbation, 𝑉. 

The wavefunctions from the part of the Schrödinger equation in which the solution is 

known are used as a starting point and then modified to approximate the true 

wavefunction for the Schrödinger equation of interest. Perturbation methods can be 

used in quantum mechanics for adding corrections to solutions that employ an 

independent-particle approximation, and the theoretical framework is then called 

many body perturbation theory (MBPT). The traditional coupled cluster method [54-

58], is neither variational nor perturbative. This method has been established as the 
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state-of-the-art method for the description of many body systems in general and 

electronic structure theory in particular.  

 

1.4 Hatree-Fock theory 
HF is the central starting point for most ab initio quantum chemistry 

methods. The method assumes that the exact, N-body wave function of the system 

can be approximated by a single Slater determinant, an antisymmetrized product of 

one-electron wave functions (i.e., orbitals)[48,59,60]. 

 

                                 Φ0(𝑥⃗1, 𝑥⃗2 … 𝑥⃗𝑁) = ��𝜒𝑖(𝑥1)𝜒𝑗(𝑥2) … .𝜒𝑘(𝑥𝑁)〉�                          (1.14) 

 

By invoking the variational method, one can derive a set of N-coupled equations for 

the N spin orbitals. The method of Lagrange undetermined multipliers is used to 

minimize the energy with respect to the spin orbitals [48]. In the process, the spin-

orbitals are varied under the constraint that the spin-orbitals form an orthonormal set. 

The variational minimization of energy with respect to choice of spin orbitals leads 

to Hartree-Fock equation. The Hartree-Fock equation is the eigen value equation  

                                                          𝑓(𝑥⃗)𝜒𝑎(𝑥⃗) = 𝜀𝑎𝜒𝑎(𝑥⃗)                                          (1.15) 

Where 

                                                𝑓(𝑥⃗) = 𝑇�𝑒 + 𝑉�𝑛𝑒 + 𝜐𝐻𝐹(𝑥⃗)                                            (1.16) 

𝑓(𝑥⃗) is Fock operator, an effective one-electron Hamiltonian operator. It is sum of 

the kinetic energy operator 𝑇�𝑒, 𝑉�𝑛𝑒, the nuclearelectronic interaction operator  and 

𝜐𝐻𝐹(𝑥⃗), the average potential experienced by an electrons due to motions of all other 

electrons. 

                                                𝜐𝐻𝐹(𝑥⃗) = �𝐽𝑗

𝑁

𝑗=1

(𝑥⃗) −�𝐾𝑗(𝑥⃗)
𝑁

𝑗=1

                                  (1.17) 

It includes the average Coulomb interaction defined by local operator 𝐽𝑗(𝑥⃗) and a 

non-classical potential represented by a non-local operator  𝐾𝑗(𝑥⃗) known as 

exchange potential. The exchange potential is consequence of the anti-symmetric 

nature of the wavefunction. The Fock operator being dependant on its 

eigenfunctions, the set of equations (1.15) - (1.17) are solved iteratively until some 

self consistency is achieved between successive equations. As a result a Slater 

http://www.ask.com/wiki/Ab_initio_quantum_chemistry_methods?qsrc=3044�
http://www.ask.com/wiki/Ab_initio_quantum_chemistry_methods?qsrc=3044�
http://www.ask.com/wiki/Slater_determinant?qsrc=3044�
http://www.ask.com/wiki/Variational_method?qsrc=3044�
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determinant corresponding to the best set of spin-orbitals and consequently the 

minimum energy or the ground state energy of the system is obtained.  

For atoms, the HF equations can be exactly solved as integro-differential 

equations. For molecules, however, the explicit integration of the two-electron 

interaction terms is difficult as the orbitals involved are centred at different nuclei. 

Hence Roothan [61] introduced a finite set of Gaussian functions to define the spatial 

parts of atomic orbitals, which are then transformed to molecular orbital basis to 

achieve orthonormalization. For closed-shell systems, the spin-orbitals with opposite 

(spin-up and spin-down) spin functions are paired up and the problem can be 

simplified by using only spatial orbitals after spin-integration. This leads to Roothan-

Hall equations and the method is known as restricted HF (RHF). The open-shell 

systems also have most of the electrons paired up and can be solved by restricted 

open-shell HF (ROHF) method. On the other hand, this simplification of electron 

pairing may not be considered and one may explicitly solve the HF equations using 

spin-orbitals. The method is called unrestricted HF (UHF) and leads to Pople-Nesbet 

equations. While an RHF or ROHF determinant is a pure eigenfunction of total spin 

operator, UHF determinant, in general, is not.  

 

1.5 Electron correlation and post HF methods 
The major simplification to the HF theory comes from independent particle 

picture by approximating wavefunction as a single Slatter determinant.  HF theory 

only accounts for the average electron–electron interactions, and consequently 

neglects the correlation between electrons. Physically it corresponds to the motion of 

the electrons being correlated. The difference between exact energy and HF energy 

is called correlation energy as it arises due to partial ignorance of the electron-

electron interactions. Though HF determinant recovers almost 99% of the total 

energy the remaining correlation energy is usually very important for describing 

chemical phenomena. Within the HF approximation the correlation between 

electrons with parallel spin is accounted by the electron exchange term. This type of 

correlation is called as Fermi correlation, which prevents two electrons of parallel 

spin being found at the same point in space. However, Coulomb correlation, the 

correlation between the electrons of apposite spin is neglected by the single 

determinant picture. The electron correlation can also be categorised as static and 

http://en.wikipedia.org/wiki/Exchange_interaction�
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dynamic correlation. The dynamic contribution is associated with the “instant” 

correlation between electrons, such as between those occupying the same spatial 

orbital. It is the correlation of the movement of electron. The static correlation is 

associated with electrons avoiding each other on a more “permanent” basis, such as 

those occupying different spatial orbitals. This is also called a near-degeneracy 

effect, as it becomes important for systems where different orbitals (configurations) 

have similar energies. Methods that include electron correlation require a multi-

determinant wave function. Since HF is the best single determinant wave function 

for the ground state, it is generally used as starting guess for correlated methods. 

Multi-determinant methods are computationally much more involved than the HF 

model, but can generate results that systematically approach the exact solution of the 

Schrödinger equation. The correlation energy can be recovered by improving the 

approximations made in HF theory. This leads to various post HF theories which are 

collectively termed as many-body methods.  

 

1.5.1 Configuration interaction 
Configuration interaction (CI) wavefuction is expressed as a linear 

combination of ground and excited determinants. HF determinant is the ground state 

determinant and other determinants are defined as excitations with respect to HF 

occupancies [48, 62, 63]. Thus the configurations can be singly excited, doubly 

excited and so on, up to N-tuply excited with respect to HF configuration. The total 

wavefunction can thus be represented as 

 

                 Ψ = Φ0 + � � 𝐶𝑖𝑎Φ𝑖
𝑎

𝑎∈𝑣𝑖𝑟𝑡𝑖∈𝑜𝑐𝑐

+ � � 𝐶𝑖𝑗𝑎𝑏Φ𝑖𝑗
𝑎𝑏

𝑎,𝑏∈𝑣𝑖𝑟𝑡𝑖,𝑗∈𝑜𝑐𝑐

+ ⋯                   (1.18) 

 
Intermediate normalization has been used in the above expansion. The Φ𝑖

𝑎
 indicates a 

singly excited determinant formed by excitation of electron from 𝑖 − 𝑡ℎ orbital 

(occupied) in HF determinant to the 𝑎 − 𝑡ℎ (virtual) orbital. Similarly, Φ𝑖𝑗
𝑎𝑏 indicates 

doubly excited determinant obtained by exciting the electrons from 𝑖 − 𝑡ℎ  and 

𝑗 − 𝑡ℎ orbitals to 𝑎 − 𝑡ℎ and 𝑏 − 𝑡ℎ orbitals respectively. When all possible 

excitations are considered in expansion the method is called as full CI. The 

corresponding coefficients are obtained using linear variation method. This leads to 
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eigenvalue problem for the Hamiltonian matrix. The matrix elements are calculated 

using Slater-Condon rules [48]. The lowest eigenvalue and the eigenvectors 

correspond to the ground state of the system and rest of them correspond to excited 

states of the system. The dimensions of the wavefunctions increase rapidly with the 

number of electrons as well as basis functions and practically, it becomes impossible 

to use FCI even for small molecules with moderate size basis sets. Thus truncation of 

the CI expansion solves the problem and one can get well-correlated wavefunctions 

and well-correlated energies as per the level of truncation. The expansion of the 

wavefunction formed by excluding all the configurations except HF and doubly 

excited configurations is known as CI doubles (CID). Truncation of CI expansion to 

doubles recovers most of the correlation energy. The molecular properties like dipole 

moments, polarizabilities, etc. are defined by one-electron operator. Hence the singly 

excited determinants can be included along with the doubly excited ones. The 

method is called CI singles and doubles (CISD) and describes the one-electron 

properties more accurately. Although singly excited determinants do not directly mix 

with HF, they interact through the doubly excited determinants and further improve 

the correlation energy. Accuracy can be improved by including the higher excited 

configurations leading to CISD and triples (CISDT), CISDT and quadruples 

(CISDTQ) and so on.  

The truncation of CI expansion destroys the size-consistency and size-

extensivity of the wavefunction. Size-consistency refers to additive separability of 

the energy during fragmentation, that is, if a molecule AB dissociates into its 

fragments A and B then energy of the system should follow the following relation 

 

                                                                   𝐸𝐴𝐵 = 𝐸𝐴 + 𝐸𝐵                                               (1.19) 
 

Size-extensivity is related to scaling of the energy of the system with number of 

electrons. Due to non-interacting picture, HF energy properly scales with the number 

of electrons. Hence, size-extensivity is considered as a requirement of correlated 

methods. If total energy (and hence, the correlation energy) of a system 

approximately varies linearly with the number of electrons, the method is said to be 

size-extensive. The truncated CI has found to show the sub-linear dependence [48] 

of energy with the number of electrons, thus misinterpreting zero correlation energy 

per electron as the number of electrons tends to infinity. 
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1.5.2 Many body perturbation theory 

 The basic idea behind the perturbation theory is that the problem in hand is 

just slightly different than the problem that has been already solved either exactly or 

approximately [64-66]. In mathematical language this can be expressed by 

partitioning the Hamiltonian into two parts. First term is the reference term 𝐻0 and 

second is the perturbation term, 𝑉, which is small compared to  𝐻0. Thus the total 

Hamiltonian is written as  

                                                    𝐻� = 𝐻�0 + 𝜆𝑉′                                                            (1.20) 

The reference term 𝐻0 is the dominant part of the total Hamiltonian and its solution 

is known. 𝐻0 is termed as zeroth order Hamiltonian. The eigenfunctions {Ψ𝑖0} of 𝐻�0 

form a complete se with the corresponding eigenvalues denoted by 𝐸𝑖0. The second 

term, 𝑉, of equation 1.20 is unknown and it is viewed as a perturbation to the zeroth 

order Hamiltonian. Perturbation method gives the systematic procedure for adding 

correction to solution that has been obtained from independent particle 

approximation. 𝜆 is the perturbation parameter which determine the strength of the 

perturbation. As the perturbation is increased from zero to a finite value, the energy 

and wave function must also change continuously, and they can be written as a 

Taylor expansion in powers of the perturbation parameter 𝜆. 

Ψ𝑖 = Ψ𝑖0 + 𝜆Ψ𝑖1 +
𝜆2

2!
Ψ𝑖2 +

𝜆3

3!
Ψ𝑖3 + ⋯ 

                                          E𝑖 = E𝑖0 + 𝜆E𝑖1 +
𝜆2

2!
E𝑖2 +

𝜆3

3!
E𝑖3 + ⋯                                (1.21) 

When λ = 0, H = H0 and Ei = Ei0 This is unperturbed or is zeroth order 

wavefunction and energy. at λ = 1 system is completely perturbed corresponding to 

the stationary states of the exact Hamiltonian. The Ψi
1, Ψi

2 …. and Ei1, Ei2 … .. are the 

first-order, second-order, etc., corrections. The parameter λ  will eventually be set 

equal to 1, and the nth-order energy or wave function becomes a sum of all terms up 

to order n. 

The MBPT is divided into various methods depending upon the way 

wavefunction at various orders is solved. The one developed by Brillouin and 

Wigner known as Brillouin-Wigner perturbation theory (BWPT) [66] and the other 

one developed by Rayleigh and Schrödinger known as Rayleigh-Schrödinger 

perturbation theory (RSPT) [64, 66, 67]. Both these approaches use Taylor series 
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expansion around the solutions of the zeroth order part. Also depending upon the 

partitioning of Hamiltonian there are two variants, namely Møller-Plessette (MP) 

and Epstein-Nesbet (EN) perturbation theories. In RSPT, the quantities in Eq. (1.21) 

are substituted in the Schrödinger equation. The terms with fixed power of 𝑉 are 

then collected together and solved for energies and wavefunctions at various orders. 

In MP theory the zeroth-order wave function is an exact eigenfunction of the Fock 

operator, which thus serves as the unperturbed operator. The perturbation is the 

correlation potential. Thus MP-theory is a special application of RSPT. The MP 

based RSPT is now commonly used for correlated calculations of atoms and 

molecules. RSPT with MP partitioning leads to a size-extensive perturbation series. 

The acronyms MP2, MP4, MBPT(n), etc. have become very popular because of 

accuracy and relative simplicity of the method. 

1.5.3 Coupled-cluster theory 

The CC method is the most accurate quantum chemical method which can be 

applied for small to medium sized molecule [68-72]. The coupled-cluster (CC) 

methods include all corrections of a given type to infinite order. The ground state 

wavefunction of an N-electron system is obtained by action of an exponential wave-

operator on a reference wavefunction, usually, the Hartree-Fock configuration. 

                                                        | �𝛹0〉 = 𝑒𝑇| �𝛷0〉��                                                           (1.22) 

T is cluster operator and it is defined as the sum of one-electron excitation operator, 

two-electron excitation operator and so on up to N-electron excitation operators. 

                                                  𝑇 = 𝑇1 + 𝑇2 + 𝑇3 + ⋯𝑇𝑁𝑒𝑙𝑒𝑐                                         (1.23) 

The 𝑇𝑖 operator acting on an HF reference wave function Φ0 generates all ith excited 

Slater determinants. 

     𝑇1𝛷0 = ��𝑡𝑖𝑎𝛷𝑖
𝑎

𝑣𝑖𝑟

𝑎

𝑜𝑐𝑐

𝑖

 

                                                            𝑇2𝛷0 = ��𝑡𝑖𝑗𝑎𝑏𝛷𝑖𝑗
𝑎𝑏

𝑣𝑖𝑟

𝑎<𝑏

𝑜𝑐𝑐

𝑖<𝑗

                                      (1.24) 

http://en.wikipedia.org/wiki/Fock_operator�
http://en.wikipedia.org/wiki/Fock_operator�
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the expansion coefficients 𝑡 is termed as amplitude corresponding to the cluster 

operators 𝑇. With the CC wave function in eq. (1.22) the Schrödinger equation 

becomes,  

                                                              H � eT| �Φ0〉� = EeTΦ0                                            (1.25) 

Above equation can be solved by variational [73-75] or non-variational approach. 

The standard formulation of coupled cluster theory is nonvariational. In traditional 

formulation of CC method the equations for energy and cluster amplitudes can be 

obtained by method of projection wherein the Schrödinger equation (1.25) is 

projected from left by HF configuration and excited configurations. The same set of 

equations can also be obtained by similarity transformation method. 

If all cluster operators up to TN are included in T; the method is known as full 

CC (FCC) and the CC wave function is equivalent to FCI.  The exponential nature of 

the FCC wave operator makes it difficult to practice it even for the small molecules. 

The cluster operator must therefore be truncated at some excitation level. The lowest 

level of approximation is therefore,  𝑇 = 𝑇2 , referred to as CCD. Using 𝑇 = 𝑇1 + 𝑇2 

gives the CCSD model, which is only slightly more demanding than CCD, and 

yields a more complete model. Both CCD and CCSD involve a computational effort 

that scales 𝑀𝑏𝑎𝑠𝑖𝑠
6  in the limit of a large basis set. The next higher level is CCSDT 

model. This scales to the order 𝑀𝑏𝑎𝑠𝑖𝑠
8 . CCSD is the most commonly used CC 

anasatz. Unlike CISD, CCSD (or in general, any truncated CC) continues to be size-

consistent and size-extensive. This is because of the exponential nature of the wave 

operator, which includes higher excitations through the products of  𝑇1𝑎𝑛𝑑 𝑇2 . Non-

linearity of CC equation and non-variational nature are the only limitations of the 

method. Despite of truncation it gives highly accurate and systematically improving 

results during every iterative step. Provided the reference fragments correctly, the 

exponential nature of the wave operator guarantees the size-consistency of the 

overall wave function and energy. Thus CC is the most reliable method for 

calculation various chemical properties of molecule [76-78]. Ample of research have 

been done for further improvement of CC method and its development for 

calculation of various properties [79-83]. 
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1.6 Density functional theory 

A wavefunction for N electrons depends upon the 3N spatial coordinates of 

electrons and N spin coordinates. However, density 𝜌(𝑟) depends only upon 3 

coordinates (𝑥,𝑦, 𝑧) and the spin. The basic idea of the density functional theory is 

to replace the complicated wavefunction by simpler density 𝜌(𝑟). The Thomas- 

Fermi (TF) model was in many aspects very successful and showed the basic steps to 

obtain the density functional for the total energy [84, 85]. In TF model the electrons 

are treated as independent particles forming a uniform electron gas and the electron-

electron repulsion energy arises solely due to electrostatic interactions. In literature 

model has been used for calculations on atoms and molecules [86-88]. However, the 

accuracy of the model is limited. The TF method was found to give a very crude 

description of the electron density and the electrostatic potential. It was shown that 

the TF scheme is exact in the limit of infinite nuclear charge. The model has shown 

the infinite charge density at the nucleus. Also, the charge density does not decay 

exponentially away from the nucleus of the atom. The method does not account for 

binding of atoms to give molecules or solids. The model lacks the shell structure in 

the atom. All these and a few other defects have led to the modification of the model. 

Subsequently some modifications were applied to the TF model by Dirac, wherein, 

an exchange term was added to the TF equations [89]. This model was called the 

Thomas-Fermi-Dirac (TFD) model. Von Wiezsacker added a gradient term to the 

kinetic energy term of the TF model. This model came to be known as Thomas-

Fermi-Weizsacker (TFW) model [90]. Despite the flaws in the TF model, it came to 

be known as the first approximation to the exact description of the ground state of 

any system in terms of the density; this turns out to be a density functional 

description, where, all properties of a system can be expressed in terms of the 

electron density.  

The modern formulation of density functional theory originated with the fundamental 

theorems of Hohenberg and Kohn [91].  

First Hohenberg-Kohn Theorem: The external potential 𝜐(𝑟) is determined, within 

a trivial additive constant, by the electron density, 𝜌(r). 

In simple words, the electronic density provides the information of the number of 

electrons, by integration, and the position and type of nuclei, by cusps in the density 
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distribution. The Hamilton operator, can be built with this information and thus the 

energy can be obtained by solving the Schrödinger equation. Since the wave function 

depends on the nature of the Hamiltonian and this operator is determined by the 

electronic density. Thus all (ground state) properties of the system are determined by 

the electronic density. The ground state energy of the system is written as a 

functional of density 𝜌(𝑟). 

                                          𝐸[𝜌] = 𝐹𝐻𝐾[𝜌] + �𝜌(𝑟) 𝜈(𝑟)𝑑𝑟                                        (1.26) 

𝐹𝐻𝐾[𝜌] is the HK universal functional of density 𝜌(𝑟) and it can be split into two 

contributions, the kinetic energy functional 𝑇[𝜌] and a functional that contains all 

remaining electron-electron interactions 𝑉𝑒𝑒 

                                                         𝐹[𝜌] = 𝑇[𝜌] + 𝑉𝑒𝑒[𝜌]                                             (1.27) 

𝑉𝑒𝑒[𝜌] contains the classical Coulomb interaction and the electronic quantum 

interaction, known as exchange-correlation energy. Thus the exact ground state 

energy of the system can be determined once the form of the 𝐹𝐻𝐾[𝜌] is known. 

However, the exact form of the universal HK functional is unknown. Hence first HK 

theorem is thus only an existence theorem for the energy functional.  

The second HK theorem provides the procedure to obtain the energy 

functional. It  gives an energy variational principle to the energy functional. 

Second HK theorem:  For a trial density 𝜌𝑡(𝑟), such that 

∫𝜌𝑡(𝑟)𝑑𝑟 = 𝑁 𝑎𝑛𝑑   𝜌𝑡(𝑟) ≥ 0 

 

                                                                    𝐸0 ≤ 𝐸[𝜌𝑡(𝑟)]                                              (1.28)  

Which says that the energy functional is always greater than or equal to the exact 

ground state energy, 𝐸0. As stated above the determination of the form of the 𝐹𝐻𝐾[𝜌] 

is the crucial part in construction of the energy functional for obtaining the exact 

ground state energy. 

 

1.6.1 Kohn-Sham method  
In 1965, Kohn and Sham [92] made a major step towards quantitative 

modelling of electronic structure, by introducing an elegant way for the evaluation of 

kinetic energy functional. They proposed the introduction of orbitals from a non-

interacting reference system. For a non-interacting system the wave-function is just 
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the antisymmetric product of single particle solutions (known as orbitals), 𝜓𝑖. The 

exact expression for the kinetic energy of the non-interacting Kohn-Sham (KS) 

system is given as,  

                                       𝑇𝐾𝑆[𝜌] = −
1
2
�〈�𝜓𝑖| �∇2| �𝜓𝑖〉�
𝑜𝑐𝑐

𝑖

                                               (1.29) 

Occupied orbitals are labelled with 𝑖 𝑜𝑟 𝑗, and virtual orbitals are labelled with 

𝑎 𝑜𝑟 𝑏. Letters 𝑝 𝑜𝑟 𝑞 will be used to label any molecular orbital, independent of its 

occupation. The electronic density which connects the fictitious non-interacting 

system with the real system is given by: 

                                                              𝜌(𝑟) = �|𝜓𝑖(𝑟)|2
𝑜𝑐𝑐

𝑖

                                           (1.30) 

In most approaches, 𝑇𝐾𝑆[𝜌] is used as a first approximation to the kinetic energy of 

the real system. Using the explicit expression for the Coulomb interaction the energy 

functional is given by: 

      𝐸[𝜌] = 𝑇𝐾𝑆[𝜌] + �𝜐(𝑟)𝜌(𝑟)𝑑𝑟 +
1
2
��

𝜌(𝑟1)𝜌(𝑟2)
|𝑟1 − 𝑟2| 𝑑𝑟1𝑑𝑟2 + 𝐸𝑥𝑐[𝜌]       (1.31) 

𝐸𝑥𝑐[𝜌] is the KS exchange-correlation energy functional. The orbitals for the 

noninteracting reference system are obtained by minimizing (1.31) imposing the 

restriction of orthonormality 

                                                                 �𝜓𝑖�𝜓𝑗� = 𝛿𝑖𝑗                                                    (1.32) 
 
The results obtained from the variation of (1.31) subject to orthonormality of orbitals 

are the single-particle Kohn-Sham equations. Their canonical form is given by: 

 

          �−
1
2
∇2 + 𝜐(𝑟) + �

𝜌(𝑟′)
|𝑟 − 𝑟′|

𝑑𝑟′ + 𝜐𝑥𝑐(𝑟)�𝜓𝑖(𝑟) = 𝜀𝑖𝜓𝑖(𝑟)∀𝑖               (1.33) 

 

Here 𝜐𝑥𝑐[𝜌] is the exchange-correlation potential. This is obtained as the functional 

derivative of the exchange-correlation energy: 

 

                                                      𝜐𝑥𝑐(𝑟) ≡
𝛿𝐸𝑥𝑐[𝜌]
𝛿𝜌(𝑟)                                                        (1.34) 

 

KS method eliminates the unknown kinetic energy functional by introducing orbitals 

of a fictitious non-interacting reference system. However, the exchange-correlation 
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energy functional is still unknown. Various approximations are made to define the 

form of  𝐸𝑥𝑐[𝜌]. The quality of any DFT calculation using the KS method is 

determined mainly by the approximation used for the evaluation of 𝐸𝑥𝑐[𝜌]. The most 

common approximation is the local density approximation (LDA) in which the Dirac 

exchange [93] is combined with some approximation for the ideal electron gas 

correlation, like the one proposed by Vosko, Wilk and Nusair (VWN) [94]. More 

sophisticated approaches include the generalized gradient approximations (GGA) 

[95, 96] like BLYP [97-100] and PBE [101] or the hybrid functionals [102] like 

B3LYP. As the name suggests the 𝐸𝑥𝑐[𝜌] is evaluated by an integral over a function 

that depends only on the density and its gradient at a given point in space. 

Compared to the orbital-free DFT approaches the kinetic energy functional is 

evaluated more accurately in Kohn-Sham DFT. The other advantage for Kohn-Sham 

approach is that the technical knowledge can be inherited from ab initio methods. 

Kohn-Sham method is a very close analogue to the Hartree-Fock method and many 

ideas can be exported from each other. Programs like ADF [103, 104] or DMol [105] 

use numerical basis sets for the expansion of the Kohn-Sham orbitals. However, 

deMon2k programme [106], use the linear combination of Gaussian type orbitals 

(LCGTO) approximation with analytic Gaussian functions. In both cases the 

equations are recast in matrix form yielding Roothaan-Hall type equation systems 

[61a, 107]. 

The ordinary DFT is developed for calculation of ground stationary states, 

thus one cannot use it for calculation of optical properties or to treat excited states. 

Time dependent DFT has been developed for treatment of excited states within DFT 

framework. Time dependent density functional theory (TDDFT) is based on Runge- 

Gross theorem [108-114] which is the time dependent analogue of the first 

Hohenberg-Kohn theorem. The required variational principle is the Frenkel principle 

[115,116]. In addition, in time dependent Kohn-Sham theory it is assumed that a 

time dependent non-interacting reference system exists, which has density 

propagation equal to the real density 𝜌(𝑟, 𝑡)[117]. 

 

1.6.2 Auxiliary density functional theory 
In the LCGTO-DFT approach, the Kohn-Sham molecular orbitals are 

expanded into atomic orbitals. Here the molecular integrals are evaluated using 
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contracted (Cartesian) Gaussian type orbital (CGTO) functions. Using linear 

combination of GTOs the (KS-SCF) energy expression for close shell system is 

given as, 

 

                        𝐸𝑆𝐶𝐹 = �𝑃𝜇𝜈𝐻𝜇𝜈 +
1
2

𝜇,𝜈

��𝑃𝜇𝜈𝑃𝜎𝜏
𝜎,𝜏𝜇,𝜈

〈𝜇𝜈‖𝜎𝜏�〉 + 𝐸𝑥𝑐[𝜌]                (1.35) 

where 𝜇 𝑎𝑛𝑑 𝜈 are the basis function and 𝑃𝜇𝜈 is an element of the density matrix. 

𝐻𝜇𝜈 is matrix element of the core Hamiltonian. The core Hamiltonian contains 

kinetic energy and nuclear attraction integrals as well as one electron perturbation 

terms. The second term in eq. (1.35) represents the classical Coulomb repulsion 

between the electrons and involves four-centre electron-electron repulsion integrals. 

Here the two-electron Coulomb operator is denoted by the ∥ symbol. The last term 

represents the exchange-correlation energy. In deMon2k [106] auxiliary functions 

are used to fit the charge density. The approximate density 𝜌�(𝑟) is expanded into 

primitive Hermite Gaussians 𝑘�(𝑟) centred on atoms [118,119] as, 

 

                                                              𝜌�(𝑟) = �𝑥𝑘�
𝑘�

𝑘�(𝑟)                                             (1.36) 

Here the primitive Hermite Gaussian auxiliary functions are denoted by a bar. The 

above auxiliary density is used for the variational fitting of the Coulomb potential 

[120,121]. As a result, the N4 scaling of Coulomb integrals is avoided. In ADFT the 

approximated density is also used for the calculation of the exchange-correlation 

energy [122]. The ADFT energy expression is given as,      
                              

      𝐸𝑆𝐶𝐹 = �𝑃𝜇𝜈𝐻𝜇𝜈
𝜇,𝜈

+ ��𝑃𝜇𝜈〈𝜇𝜈 ∥ 𝑘�〉𝑥𝑘�
𝑘�𝜇,𝜈

−
1
2
�𝑥𝑘�𝑥𝑙̅〈𝑘� ∥ 𝑙〉̅
𝑘� ,𝑙 ̅

+ 𝐸𝑥𝑐    (1.37) 

The fitting coefficients 𝑥𝑘�  are obtained by the variational minimization of the 

difference between the Kohn-Sham and auxiliary density in a Coulombic metric 

according to Dunlap [108]. Different to the original work from Dunlap et al. no 

charge conservation constraint is employed [123]. As a result the following 

inhomogeneous equation system [124] for the determination of the fitting 

coefficients collected in the vector x is obtained:                                                              

                                                                  G x = J                                                                 (1.38)
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Here G and J denote the Coulomb matrix and vector. They are defined as:       

                                                        𝐺𝑘� 𝑙̅ = 〈𝑘����𝑙〉̅�                                                      (1.39) 

                                                𝐽𝑘� = �𝑃𝜇𝜈〈𝜇𝜈���𝑘�〉�
𝜇,𝜈

                                           (1.40) 

The formal solution to this equation is given by69, 

                              𝑥𝑘� = �𝐺𝑘�𝑙̅
−1𝐽𝑙̅ = ��〈𝑘����𝑙〉̅�−1

𝜇,𝜈𝑙̅𝑙 ̅

〈𝑙 ̅�‖�𝜇𝜈〉�𝑃𝜇𝜈                          (1.41) 

For the calculation of the exchange-correlation contribution in ADFT it is convenient 

to introduce a second set of fitting coefficients. These so-called exchange-correlation 

fitting coefficients are given by [125]: 

                                              𝑧𝑘� ≡�〈𝑘����𝑙〉̅�−1

𝑙̅

�𝑙�̅𝜐𝑥𝑐[𝜌�]�                                        (1.42) 

It should be noted that the calculation of the exchange-correlation fitting coefficients 

involves a numerical integration and that these coefficients are usually spin 

polarized. The ADFT Kohn-Sham matrix elements are then given as,  

                                    𝐾𝜇𝜈 = 𝐻𝜇𝜈 + �〈𝜇𝜈���𝑘�〉�
𝑘�

(𝑥𝑘� + 𝑧𝑘� )                                     (1.43) 

As can be seen from the above equation the ADFT Kohn-Sham matrix elements 

depend only on the Coulomb and exchange-correlation coefficients. Thus only the 

approximated density is numerically calculated on a grid. Because this density is 

linearly scaled by construction, the necessary grid work is considerably reduced. In 

fact, calculation of the Kohn-Sham potential is in ADFT identical to orbital free DFT 

approaches with the auxiliary density as basic variable. This has also significant 

importance for the calculation of higher energy derivatives which we will see in the 

next section. 

 

1.7 Electric response properties: methods of calculation 
In section 1.1 we discussed the electric response properties using derivative 

formula. These properties can be calculated either numerically or analytically. A 
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straight forward method is to solve Schrödinger equation for the system of interest at 

various field values and obtain the numerical derivatives of energy by finite 

difference method. This approach is known as finite-field approach and requires very 

accurate evaluation of wavefunction and energy, although, no computational 

developments are required. But the method involves numerical instabilities. In 

analytical method, explicit expressions for wavefunction derivatives are solved and 

used to obtain molecular properties. There are three main methods available for 

calculation of response properties, namely, derivative techniques, perturbation theory 

based on the energy and perturbation theory based on expectation values of 

properties, often called response or propagator methods. For variationally optimized 

wave functions (HF or multi configuration SCF) the 2n + 1 rule is applied which 

says that the knowledge of the nth derivative or response of the wave function is 

sufficient for calculating a property to order 2n + 1[47]. For non-variational wave 

functions the nth-order wave function response is required for calculating the nth-

order property. However, this can be avoided by a technique first illustrated by 

Handy and Schaefer for CISD geometry derivatives, often referred to as the Z-vector 

method [126]. This method has been later generalized for other types of wave 

functions and derivatives by formulating it in terms of a Lagrange function [127]. As 

per Hallman-Feyman theorem, though the calculation of first order response is 

avoided for variationally optimized wavefunction, it is necessary for second (and 

higher) derivatives. Therefore, for calculation of polarizabilities (second order 

property) we need wavefunction response of first order. Generally the CPHF method 

is used to compute analytical gradients from single-determinant (HF) reference for 

calculation of polarizabilities and hyperpolarizabilities. The CPHF equations need to 

be solved iteratively due to implicit dependence of coupled equations on first order 

response. The propagator or response method known as random phase 

approximation (RPA) [128] is identical to CPHF or TDHF [129,130] for static case 

in given basis.  When the coupled perturbed approach is implemented in DFT it is 

known as coupled perturbed Kohn-Sham method (CPKS). Recently, two non 

iterative methods have been presented for calculation of first order response of 

density. The first method we discuss here is known as non-iterative approximation to 

coupled perturbed Kohn-Sham (NIA-CPKS) method [38, 39, 131-133]. NIA-CPKS 

is the simplification to the iterative CPKS formalism. This is numerical-analytical 
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method. There is another non-iterative method proposed by Roberto et al. [124, 134] 

is an alternative to the CPKS approach for calculation of electric response properties. 

This method is known as auxiliary density perturbation theory (ADPT).  

 

1.7.1 Non-iterative approximation to coupled perturbed Kohn- 

Sham (NIA-CPKS) 
CPKS is the conventional approach used for calculation of static response of 

the electric field perturbation [135-142]. The derivative of KS equation with respect 

to field gives the CPKS equation. 

                                       𝐊(λ) 𝐜 + 𝐊 𝐜(λ) = 𝐒(λ) 𝐜  𝛆 + 𝐒 𝐜(λ) 𝛆 + 𝐒 𝐜 𝛆(λ)                 (1.44) 

In case of electric perturbation, the derivative of KS-operator matrix, 𝐊(𝛌), consists 

of the two-electron and the response term. The 𝐊(𝛌) has an explicit dependence on 

perturbed coefficients 𝐜(𝛌) and as a result the CPKS equation need to be solved 

iteratively for self consistency. The two electron term in 𝐊(𝛌) constitutes 

complicated functional derivative of Coulomb as well as the exchange-correlation 

term with respect to the electric field perturbation, which is algebraically 

complicated and time consuming step in the completely analytic CPKS method. The 

NIA-CPKS approach gives single step solution to CPKS equations [38,131]. This 

approach is a combination of numerical and analytical procedures to obtain the 

electric response in terms of perturbed density matrix. Here the complicated iterative 

scheme to solve CPKS is avoided. This makes the method practical to use for large 

molecules and large basis sets. This approach can be used for closed shell case only.  

Within NIA-CPKS, the elements of the derivative KS matrix are computed as the 

difference between the elements of KS matrices calculated at suitably chosen electric 

field values around zero. 

                                          𝐾𝜇𝜈
(𝜆) =  

𝐾𝜇𝜈(+𝛥𝐹𝜆) −  𝐾𝜇𝜈(−𝛥𝐹𝜆)
2 𝛥𝐹

                         (1.45) 

Here 𝐾𝜇𝜈
(𝜆) is an element of the perturbed KS matrix in the atomic orbital basis. The 

values +𝛥𝐹𝜆 and −𝛥𝐹𝜆 in the parentheses denote the symmetrically chosen field 

value and 𝛥𝐹 is the magnitude of the electric field. Using this perturbed KS matrix 

the derivative of molecular orbital coefficients 𝐜(λ) in terms of the atomic orbital 
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basis is obtained analytically by solving the CPKS equation in a single step. The 

coefficient derivative leads to the first order perturbed density matrix with the 

elements: 

                                𝑃𝜇𝜈
(𝜆) =  2�𝑐𝜇𝑖

(𝜆) 𝑐𝜈𝑖 +  𝑐𝜇𝑖 𝑐𝜈𝑖
(𝜆)

𝑜𝑐𝑐

𝑖

                                     (1.46) 

The NIA-CPKS for calculating dipole-polarizability has been implemented in 1.7 

version of deMon2k programme. The method has been validated and tested for 

various exchange-correlation functionals and basis set by application to some 

interesting class of systems. [39,132,133].  

   

1.7.2 Auxiliary density perturbation theory 
ADPT is derived from self-consistent perturbation (SCP) theory [134, 142-

147] in the framework of ADFT [124]. For calculation of linear response of KS 

matrix requires the knowledge of linear response of density matrix is required. For 

closed shell systems this matrix can be obtained from SCP theory as follows: 

 

 𝑃𝜇𝜈
(𝜆) =

𝜕𝑃𝜇𝜈
𝜕𝜆

= 2��
𝒦𝑖𝑎

(𝜆) − 𝜀𝑖𝑆𝑖𝑎
(𝜆)

𝜀𝑖 − 𝜀𝑎

𝑢𝑛𝑜

𝑎

�𝑐𝜇𝑖𝑐𝜈𝑎 + 𝑐𝜇𝑎𝑐𝜐𝑖�
𝑜𝑐𝑐

𝑖

−
1
2
�𝑃𝜇𝜎𝑆𝜎𝜏

(𝜆)𝑃𝜏𝜈
𝜎,𝜏

  (1.47) 

          
                        

 

The overlap matrix derivatives in equation (1.47) vanish in the case of perturbation 

independent basis and auxiliary functions discussed here, and the expression for the 

perturbed density matrix elements simplifies to,          

                                 

                                𝑃𝜇𝜈
(𝜆) = 2��

𝒦𝑖𝑎
(𝜆)

𝜀𝑖 − 𝜀𝑎

𝑢𝑛𝑜

𝑎

�𝑐𝜇𝑖𝑐𝜈𝑎 + 𝑐𝜇𝑎𝑐𝜐𝑖�
𝑜𝑐𝑐

𝑖

                      (1.48) 

Here 𝜆 is the perturbation parameter which represents an electric field component in 

this case and  𝜀𝑖  and  𝜀𝑎 are orbital energies of the ith occupied and ath unoccupied 

orbitals. The superscript notation refers always to partial derivatives, i.e. does not 

affect molecular orbital coefficients in molecular integral transformations. The 

perturbed KS matrix 𝒦𝑖𝑎
(𝜆)is given in the molecular orbital representation as,                          

                                            𝒦𝑖𝑎
(𝜆) = �𝑐𝜇𝑖𝑐𝜈𝑖𝐾𝜇𝜈

(𝜆)

𝜇,𝜈

                                             (1.49)  
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with: 

                                       𝐾𝜇𝜈
(𝜆) = 𝐻𝜇𝜈

(𝜆) + �〈𝜇𝜈 ∥ 𝑘�〉
𝑘�

�𝑥𝑘�
(𝜆) + 𝑧𝑘�

(𝜆)�                        (1.50) 

The perturbed exchange-correlation coefficients are given by: 

 

                                               𝑧𝑘�
(𝜆) = �〈𝑘� ∥ 𝑙〉̅−1

𝑙̅

〈𝑙|̅𝜐𝑥𝑐
(𝜆)[𝜌�]〉                                  (1.51) 

Since ( ) [ ]xc
λυ ρ   is a functional of the approximated density it follows: 

        

〈𝑙|̅𝜐𝑥𝑐
(𝜆)[𝜌�]〉 = �𝑙(̅𝑟)

𝛿𝜐𝑥𝑐[𝜌�]
𝛿𝜌�(𝑟′)

𝜕𝜌�(𝑟′)
𝜕𝜆

𝑑𝑟𝑑𝑟′ 

                                                     = �〈𝑙|̅𝑓𝑥𝑐[𝜌�]|𝑚�〉𝑥𝑚�
(𝜆)

𝑚�

                                     (1.52) 

Compared to the standard kernel of LCGTOs, the scaling of the ADPT kernel 

integrals is reduced by 2 orders of magnitude. The exchange-correlation kernel 

𝑓𝑥𝑐[𝜌�] is defined as the second derivative of the exchange-correlation energy: 

                                        𝑓𝑥𝑐[𝜌�(r), 𝜌�(r') ] ≡ 
𝛿2𝐸𝑥𝑐[𝜌�]

𝛿𝜌�(𝑟) 𝛿𝜌�(𝑟′)
                                          (1.53) 

 

For pure density functionals, the arguments of the approximated densities are 

collapsed. Thus we obtain [148]:              

             

  𝑓𝑥𝑐[𝜌�(r), 𝜌�(r') ] ≡ 
𝛿2𝐸𝑥𝑐[𝜌�]

𝛿𝜌�(𝑟) 𝛿𝜌�(𝑟′)
 δ(r - r')  =  

𝛿2𝐸𝑥𝑐[𝜌�]
𝛿𝜌�(𝑟)2   =   

𝛿𝑣𝑥𝑐[𝜌�]
𝛿𝜌�(𝑟)               (1.54) 

    
The numerical calculation of the kernel matrix elements in ADFT is described in ref 

[40] . With the explicit form for the perturbed exchange-correlation fitting 

coefficients we can rewrite the perturbed Kohn-Sham matrix as:  

 

                         𝐾𝜇𝜈
(𝜆) = 𝐻𝜇𝜈

(𝜆) + �〈𝜇𝜈 ∥ 𝑘�〉
𝑘�

𝑥𝑘�
(𝜆) + �〈𝜇𝜈 ∥ 𝑘�〉𝐹𝑘� 𝑙̅𝑥𝑙̅

(𝜆)

𝑘� ,𝑙 ̅

                  (1.55) 

                                         
          

Where, 
                                             

                                                         𝐹𝑘� ,𝑙 ̅ = �〈𝑘��‖�𝑚�〉�−1
𝑚�

〈𝑚� �𝑓𝑥𝑐[𝜌�]�𝑙̅〉                                  (1.56) 

 
Inserting equation (1.55) via equation (1.49) into equation (1.48) yields an explicit 

expression for the perturbed density matrix in terms of the perturbed fitting 
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coefficients. On the other hand, the derivation of the fitting equation (1.38) itself, 

assuming perturbation independent basis and auxiliary functions yields: 

                                                     �𝑃𝜇𝜈
(𝜆)

𝜇,𝜈

〈𝜇𝜈 ∥ 𝑚� 〉 = �𝑥𝑘�
(𝜆)

𝑘�
〈𝑘� �‖�𝑚�〉�                              (1.57) 

 
                                                           
By combining equation (1.48), (1.49), (1.48) and (1.50) we then find:  

 

�𝑃𝜇𝜈
(𝜆)

𝜇,𝜈

〈𝜇𝜈 ∥ 𝑚� 〉 = 4��
〈𝑚� �‖�𝑖𝑎〉�𝐻𝑖𝑎

(𝜆)

𝜀𝑖 − 𝜀𝑎

𝑢𝑛𝑜

𝑎

𝑜𝑐𝑐

𝑖
+ 4���

〈𝑚���𝑖𝑎〉 〈𝑖𝑎��𝑘�〉  �� ��
𝜀𝑖 − 𝜀𝑎𝑘�

𝑢𝑛𝑜

𝑎

𝑜𝑐𝑐

𝑖
𝑥𝑘�

(𝜆) + 

 

4���
〈𝑚���𝑖𝑎〉 〈𝑖𝑎��𝑘�〉  �� ��

𝜀𝑖 − 𝜀𝑎𝑘�

𝑢𝑛𝑜

𝑎

𝑜𝑐𝑐

𝑖

𝐹𝑘�,𝑙̅ 

 

                                       = �〈𝑚��‖�𝑘�〉�
𝑘�

𝑥𝑘�
(𝜆)                                                                    (1.58)  

Thus the perturbed density can be eliminated and the response equation can be 

formulated solely in terms of the perturbed fitting coefficients. As a result the 

dimension of the corresponding equation system is dramatically reduced, namely to 

the number of auxiliary functions, and a direct, non-iterative, solution becomes 

feasible. Further notation can be simplified by introducing the perturbation 

independent Coulomb and exchange-correlation coupling matrices A and B. Their 

elements are given by: 

                                              𝐴𝑘� 𝑙̅ = ��
〈𝑘� ∥ 𝑖𝑎〉〈𝑖𝑎 ∥ 𝑙〉̅

𝜀𝑖 − 𝜀𝑎

𝑢𝑛𝑜

𝑎

𝑜𝑐𝑐

𝑖

                                        (1.59) 

    𝐵𝑘� ,𝑙̅ = ���
〈𝑘� ∥ 𝑖𝑎〉〈𝑖𝑎 ∥ 𝑚� 〉

𝜀𝑖 − 𝜀𝑎𝑚� ,𝑛�

𝑢𝑛𝑜

𝑎

𝑜𝑐𝑐

𝑖

〈𝑚� �‖�𝑛�〉�−1〈𝑛��𝑓𝑥𝑐[𝜌�]�𝑙̅〉 = �𝐴𝑘�𝑚�
𝑚�

𝐹𝑚� 𝑙̅              (1.60) 

Similarly, we define the elements of the perturbation vector as: 

                                                   𝑏𝑘�
(𝜆) = ��

〈𝑘� ∥ 𝑖𝑎〉𝐻𝑖𝑎
(𝜆)

𝜀𝑖 − 𝜀𝑎

𝑢𝑛𝑜

𝑎

𝑜𝑐𝑐

𝑖

                                         (1.61) 

 
Inserting these quantities into equation (1.58) yields: 
 
                                              (G - 4 A - 4 B)  𝒙(λ) = 4 𝒃(λ)                                           (1.62) 
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Note that the term in parentheses is perturbation independent and, thus need to be 

calculated only one time. We then find for the perturbed fitting coefficients [124]: 

 
                                                𝒙(λ) = 4 (G - 4 A - 4 B)−1 𝒃(λ)                                     (1.63) 
 

In the case of polarizability calculations three different perturbation vectors need to 

be     calculated, each for one field component. Once a perturbed fitting coefficient 

vector is obtained it is inserted into equation (1.55) in order to obtain the 

corresponding perturbed Kohn-Sham matrix. With the perturbed Kohn-Sham matrix 

the perturbed density matrix is calculated via the SCP equation (1.48). Therefore, the 

final ADPT result is identical to the corresponding CPKS solution. The difference is 

the elimination of the perturbed density matrix from the response equation system in 

ADPT. As already discussed this is accompanied by a significant reduction of the 

dimensionality of this equation system and, thus permits direct, non-iterative, 

solutions. From the perturbed density matrix the polarizability tensor elements are 

calculated as: 

                                                  𝛼λη =  �Pμν
(λ) �μ � rη ν�

μ,ν

                                          (1.64) 

where 𝜆 denotes the Cartesian component of the electric field and 𝜂 of the dipole 

moment integral.  

 

1.8 Molecular dynamics methods 
Molecular properties are very sensitive to the environment and the 

temperature. The effects of a finite temperature can be incorporated by means of the 

statistical mechanics methods. The representative samplings of the system are 

generated at finite temperature known as simulation. There are two major techniques 

for generating an ensemble namely Monte Carlo (MC) and molecular dynamics 

(MD). However, time-dependent phenomenon can be studied with molecular 

dynamic simulations. The method generates a series of time-correlated points in 

phase space (a trajectory) by propagating a starting set of coordinates and velocities 

according to Newton’s second equation by a series of finite time steps.  
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1.8.1Classical molecular dynamics  
The basic principle of classical molecular dynamic is that the nuclear motion 

in a molecular system is treated by the classical equations of motion. The forces on 

atoms are derived from classical potential such as Lennard–Jones, Buckhingham, 

etc. These classical potentials do not describe the electronic motion and hence, 

classical MD becomes computationally much cheap. Here the successive 

configurations of the system are generated by integrating the Newton’s equation of 

motion. Thus the time correlation of positions and velocities of the atoms in the 

system can be explained. Hence, MD is a deterministic approach, in which the state 

of the system at any future time can be predicted from its current state [149].  

The trajectory is obtained by solving the differential equations involved in the 

Newton’s second law. Given a set of atoms of masses 𝑀𝐼  at position 𝑅𝐼 one can write 

 
                                                                    𝐹𝐼 = 𝑀𝐼𝑹̈𝐼                                                       (1.65) 
 

Where 𝐹𝐼 is the force on atom I, which is related to the potential 𝑈(𝑹𝐼)as  

                                                                  𝐹𝐼 = −
𝜕𝑈(𝑹𝐼)
𝜕𝑹𝐼

                                               (1.66) 

Velocity-Verlet algorithm is the most commonly used time integration algorithm in 

molecular dynamics methods to solve the above equations [149]. The basic idea is to 

write two third-order Taylor expansions for the position 𝑅𝐼(𝑡), one forward and one 

backward in time. Adding these two equations gives a recipe for predicting the 

position a time step ∆𝑡 later from the current and previous positions, and the current 

acceleration. 

Accelaration can be calculated from force or equivalently, the potential. Velocities 

are needed to calculate kinetic energy, it can be calculated as  

                                                  𝑽𝐼(𝑡) =
𝑹𝐼(𝑡 + ∆𝑡) − 𝑹𝐼(𝑡 − ∆𝑡)

2∆𝑡
                             (1.67) 

The velocities, forces and instantaneous values of all properties obtained after every 

∇𝑡  step is stored. This time ordered information can be used to calculate time 

correlation function, and thus can be used to calculate the transport properties such 

as diffusion coefficient, viscosity coefficient, etc. The temperature dependent 

properties can also be calculated from the equipartition law.  
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3
2
𝑁𝐾𝐵𝑇 =  � �

1
2

𝑖=1,𝑁

𝑚𝑖𝜐𝑖2�                                           (1.68) 

 

In classical MD it is difficult to account for the local atomic properties such as, 

chemical bonding, including the chemical reactions which form and break bonds in a 

quantum mechanical fashion. On the other hand, quantum dynamics of the nuclear 

motion of a large molecular system becomes highly computationally expensive. 

These difficulties can be accomplished by the use of ab initio MD (AIMD). 

 

1.8.2 Ab Initio molecular dynamics 
In AIMD, the motion of the individual atoms is simulated using forces which 

are calculated quantum mechanically [150, 151].  The nuclei are much heavier than 

the electrons, thus should be moved classically using the Newton’s equation of 

motion under the electronic potential derived from quantum mechanical approach. In 

1985, in a seminal paper, Car and Parrinello initiated the field of AIMD by 

combining the conventional MD technique with the DFT and were termed to be 

CPMD [152]. Thus the study of formation and breaking of chemical bonds became 

possible, in contrast to the conventional MD. A number of other techniques have 

been developed which are based on minimization of the electronic orbitals to their 

ground state at each time step. These techniques were referred to as BOMD [153]. 

 

Born-Oppenheimer molecular dynamics  
It is the most commonly applied approach to AIMD. The BOMD simulation solving 

the static electronic structure problem is solved in each molecular dynamics step, 

given the set of fixed nuclear positions at that instance of time [153]. Where the 

time-independent Shrödinger equation is solved and simultaneously nuclei are 

propagating through classical molecular dynamics. The electronic problem is solved 

using DFT for obtaining the ground state eigenvalue. For an interacting system of 

electrons with classical nuclei fixed at positions{𝑅𝑁}, the total ground state energy 

can be found by minimizing the KS energy functional with respect to basis subject 

the orthonormality contrain. The corresponding Lagrangian for BOMD is given as 

                         ℒ𝐵𝑂�𝑅𝑁, 𝑅̇𝑁� = �
1
2

𝑁

𝐼=1

𝑀𝐼𝑅̇𝐼2 − 𝑚𝑖𝑛{𝜙𝑖}𝐸
𝐾𝑆[{𝜙𝑖},𝑅𝑁]                    (1.69) 



Chapter 1 Introduction 29 
 

Equations of motion are given as  

                                           𝑀𝐼𝑅̈𝐼 = −∇𝐼 �𝑚𝑖𝑛{𝜙𝑖 }𝐸
𝐾𝑆[{𝜙𝑖},𝑅𝑁]�                                (1.70) 

The equation of motion ensures that the minimization of the electronic energy is 

done at each MD step. 

 

1.9 Motivation and objectives of the thesis 
In last few years electric response properties have been studied in great 

details for various systems due to its wide application in predicting various chemical 

phenomena. Along with its fundamental importance in understanding molecular 

interaction, it is understood that the spectroscopic measurements are dominated by 

polarizabilities. Dipole-quadrupole polarizabilities and their derivatives with 

Cartesian coordinates are important quatities in vibrational Raman optical activities 

(VROA). Also the nonlinear optical properties (NLO) such as hyperpolarizabilities 

are influential tools for designing newer and efficient NLO materials. The 

experimental methods are complicated and time consuming, thus the theoretical 

methods have played important role in calculating these properties with reasonable 

accuracy. Various theoretical methods have been developed for calculation of 

electric response properties. However, the available analytical methods cannot be 

applied to the metal clusters, bigger organic molecules along with large basis sets. 

The numerical methods can serve the purpose but one has to compromise with the 

accuracy. This has motivated us to develop a new numerical-analytical method for 

calculation of electric response properties.  

The conventional CPKS approach of response calculation method is 

computationally expensive due to its iterative nature. The functional derivative of the 

exchange-correlation energy is the foremost bottle neck for building derivative 

Kohn-Sham matrix. Thus our formalism provides the major simplification to the 

CPKS approach. The calculation of perturbed KS matrix with finite-field method 

leads to single step solution to CPKS, thus the name NIA-CPKS. The method has 

been developed for studying electric properties of large molecules and basis sets 

with reasonable accuracy. In chapter 2, we present the rigorous calculation of dipole-

dipole polarizabilities of some push-pull systems with good basis set and its 

comparison with ADPT method. In this thesis we present the newer implementation 

of NIA-CPKS in SCP formalism within deMon2k. Technical details of the 
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implementation are presented in chapter 3. There are fewer studies available for 

accurate and efficient calculation of dipole-quadrupole polarizbilities. The 

implementation of NIA-CPKS is further extended for calculation of dipole-

quadrupole polarizabilities and applied for some interesting tetrahedral systems. The 

detailed discussion on dipole-quadrupole polarizabilities can be found in chapter 4. 

In literature it has been seen that the temperature and frequency effects are important 

for dipole-quadrupole polarizabilities.  Chapter 5 focuses on the study of dynamic 

dipole-quadrupole polarizabilities at elevated temperature. The calculations are 

performed using ADPT method along MD trajectories.  In chapter 6, we present the 

detail discussion on behaviour of dipole-dipole polarizabilities and dipole-

quadrupole polarizabilities at stretched geometries. The major conclusions drawn 

from the present study and the future scope of the method are discussed in chapter7.  
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CHAPTER 2 
 

Calculation of static dipole-dipole 

polarizability using NIA-CPKS and its 

comparison with ADPT 
 
 

Abstract: 
 

In this chapter we present a theoretical study of the polarizabilities of free and 

disubstituted azoarenes employing ADPT and NIA-CPKS method. Both methods are 

non-iterative, but use different approaches to obtain the perturbed density matrix. 

NIA-CPKS is different from the conventional CPKS approach in that the perturbed 

Kohn-Sham matrix is obtained numerically, thereby yielding a single-step solution to 

CPKS. ADPT is an alternative approach to the analytical CPKS method in the 

framework of ADFT. It is shown that the polarizabilities obtained using these two 

methods are in good agreement with each other. The comparisons are made for 

disubstituted azoarenes, which give support to the push-pull mechanism. Both 

methods reproduce the same trend for polarizabilities due to the substitution pattern 

of the azoarene moiety. Our results are consistent with the standard organic 

chemistry ‘activating/deactivating’ sequence. We present the polarizabilities of the 

above molecules calculated with three different exchange-correlation functionals and 

two different auxiliary function sets. The computational advantages of both methods 

are discussed, too. 
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2.1 Introduction 

Recently, a lot of work has been devoted for calculation of electric response 

properties of various orders. Thus various techniques have been developed for 

calculation of these properties.  The response of a molecule to an electric field 

perturbation in terms of the electron density is given by the derivative of the density 

with respect to the electric field components. These derivatives or density responses 

can be obtained self consistently for variational energy expressions. The variational 

equations transcribed in a basis set involve the derivatives of the KS matrix and can 

be shown to be equivalent to CPKS equations. The response property can also be 

calculated using linear response time-dependent density functional theory (LR-

TDDFT) [1-7]. The precise relationship between these two approaches is discussed 

in the literature [8, 9]. There is no difference, however, between the LR-TDDFT and 

CPKS approach for static response properties with fixed basis set, which is the case 

here. The CPKS method has proven very useful for response property calculations 

[10, 11]. In the KS formalism the analytic derivative approach requires the solution 

of the CPKS equations in order to obtain the first order response of the molecular 

electron density. The CPKS equations involve the evaluation of the functional 

derivative of the exchange-correlation potential for the construction of the KS matrix 

derivative. Since the KS matrix derivatives depend on the perturbed density, the 

CPKS equations need to be solved in an iterative manner. This involves the 

transformation of molecular integrals from the original atomic orbital basis to the 

molecular orbital basis. As a result, the straightforward evaluation of second order 

response equations in DFT scales formally as N5, where N denotes the number of 

basis functions in the system. Thus for large molecules this approach is not feasible. 

This situation has motivated us to put forth new formalisms in which the CPKS 

equation can be solved in a single step. One of them is the so-called NIA-CPKS 

method [12-16]. Here the derivative of the KS matrix is obtained by a finite-field 

approximation and it is used in the CPKS equation to calculate the perturbed density 

matrix for polarizability calculations. It is a numerical-analytical method because 

only the derivative of the KS matrix is obtained numerically. The standard finite-

field method [17] already implemented in deMon2k is different from the NIA-CPKS 

in that the energy derivatives are obtained numerically. The other non-iterative 

approach is ADPT [18] where the perturbed density matrix is obtained non-
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iteratively by solving an inhomogeneous equation system with the dimension of the 

number of auxiliary functions used to expand the approximated density. ADPT is 

derived from SCP theory [19-24] in the framework of the ADFT method [18, 25]. 

Both methods are implemented in deMon2k [26] which permit a direct comparison.  

 

The main aim of the comparison presented in this chapter is to validate the 

reliability of approximated density approaches for perturbation calculations, in 

particular the calculation of dipole-dipole polarizabilities, for electronically more 

complicated systems. Because of their technological importance [27-37] we have 

selected azoarenes for this study. They are classical push-pull systems with large 

polarizabilities and hyperpolarizabilities [38-41]. For comparison LDA as well as 

GGA are employed. Thus for the first time ADPT GGA polarizabilities are reported.  

 

2.2 Theory and computational details 
As we discussed in chapter 1 the dipole-dipole polarizability is the second 

derivative of energy with respect to electric field at zero field value. Theoretically 

the response of the electric field perturbation can be obtained in terms of perturbed 

density matrix. A trace of the product of the response density matrix and dipole 

moment integrals give all the components of dipole-dipole polarizability. For our 

calculation the perturbed density matrix is calculated using NIA-CPKS method. It 

can also be calculated with ADPT.  The detail discussion about the NIA-CPKS and 

ADPT implementation has been already presented in Chapter1. The average 

polarizabilities are calculated as normalized trace of the corresponding tensor:   

                                                    𝛼� =
1
3
�𝛼𝑥𝑥 + 𝛼𝑦𝑦 + 𝛼𝑧𝑧�                                   (2.1) 

For our comparative study of azoarene polarizabilities free azoarene and nine of its 

para-disubstituted derivatives are studied. The six different substituents, NH2, OH, 

CHO, CN, OCH3, and NO2 include electron donating as well as withdrawing groups. 

An electron donating group on one side and an electron withdrawing group on the 

other side make azoarene a push-pull system. In order to facilitate comparison with 

the calculations of Hinchliffe et al. [41] the molecular structures were optimized at 

the B3LYP/6-311++G (2d, 1p) level of theory with GAMESS. The polarizability 
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values reported in table 2.1 were calculated using both NIA-CPKS and ADPT 

employing the PBE functional [42] and GEN-A2* auxiliary function sets [43]. In 

order to study the functional dependency of NIA-CPKS and ADPT polarizabilities 

we also employed the local VWN [44] and gradient corrected BLYP [45, 46] 

functional. The AUXIS and BASIS options specified in the tables refer to the type of 

density used for the calculation of the exchange-correlation energy and potential. 

They are calculated either from the auxiliary functions (AUXIS) or the basis 

functions (BASIS). Thus the AUXIS option refers to ADFT and ADPT calculations. 

Independent of the used density the exchange-correlation energies and potentials are 

numerically integrated on an adaptive grid [47] with an accuracy of 10-6 a.u. per 

matrix element. Analytic ADPT polarizabilites are calculated only with the AUXIS 

option, whereas NIA-CPKS polarizabilities are calculated for both options. In both 

cases the Coulomb energy is calculated by the variational fitting procedure proposed 

by Dunlap, Connolly and Sabin [48]. For the density fitting GEN-A2 and GEN-A2* 

auxiliary function sets are employed. Spherical orbitals were used instead of 

Cartesian orbitals, as they possess no linear dependencies. We have used 6-311++G 

(2d, 2p) basis set throughout the calculations of polarizabilities. 

For polarizability calculations employing finite difference methods the SCF 

convergence criterion was tightened to 10-10 a.u. in all cases. In order to allow direct 

comparison the same convergence criterion was used in the ADPT calculations 

reported in table 2.1. The ADPT polarizabilities in table 2.3 were obtained with the 

default SCF convergence criterion of deMon2k (10-6 a.u.). For the finite-field 

perturbation (FFP) calculations the procedure of Kurtz et al. [17] as implemented in 

deMon2k was applied [49]. As field strength the deMon2k default value of 0.032 a.u. 

was used. For the calculation of the perturbed Kohn-Sham matrix in the NIA-CPKS 

framework, field strength of 0.001 a.u. was employed.   

2.3 Results and discussion 

In figure 2.1 the structure of the parent azoarene molecule is depicted. In the 

disubstituted derivatives the substituents X and Y (NH2, OH, CHO, CN, OCH3, and 

NO2) replace the hydrogen atoms at the 15th and 20th position. All disubstituted 

molecules have trans geometry about the azo linkage and they are nearly planar [50-
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52]. At this point it is worth to mention that azoarenes crystallize in non-

centrosymmetric space groups which ensure the nonlinear activity of the crystals 

[53]. The polarizabilities calculated using ADPT, NIA-CPKS and FFP methods with 

PBE and GEN-A2* are presented in table 2.1 for sake of comparison. As this table 

shows all employed perturbation approaches within deMon2k yield essentially the 

same results at this level of theory. In particular, the variation between AUXIS and 

BASIS results, i.e. perturbation calculation with the approximated and the exact 

Kohn-Sham density, are in the same range as between analytic and finite-field 

approaches. This demonstrates the reliability of the analytic, non-iterative, ADPT 

approach. The qualitative order of the azoarene polarizabilities is in all approaches 

the same.  

In table 2.1 we also compare our results with the B3LYP values reported by 

Hinchliffe et al. [39]. In general the B3LYP polarizabilities are smaller than ours. 

We attribute this mainly to the different functionals used and the basis set which is 

optimized for Hartree-Fock based methods. We would like to emphasize that we 

used this basis set to facilitate comparison with other computational approaches. In 

fact DFT optimized basis sets augmented with field induced polarization functions 

are much better suited for the calculation of GGA polarizabilities. However, this is 

not the topic of this report and we refer the interested reader to the corresponding 

literature [54-56]. By and large the qualitative trends of the PBE and B3LYP 

polarizabilities are similar. In detail we have observed that the smallest enhancement 

of polarizability from the parent azoarene molecule is due to the pair OH/CN which 

is consistent with the observation of Hinchliffe et al. [39].  The largest enhancement 

is observed for OCH3/NO2 and NH2/NO2 substitution. But among these two pairs 

Hinchliffe et al. [39] observed largest enhancement in NH2/NO2 where as in our 

calculations we found that OCH3/NO2 shows largest increment. However the 

difference between the increment due to OCH3/NO2 and NH2/NO2 is not very large, 

as observed from table 2.1. For other substituent, only minor discrepancies are 

observed. Unfortunately, experimental values are not available for the here discussed 

systems. 

In table 2.2 NIA-CPKS polarizabilities of the studied azoarenes are listed. 

These calculations were performed with the VWN, BLYP and PBE functional in 



Chapter 2 Calculation of static dipole-dipole polarizabilities 43 
 

combination with the GEN-A2 and GEN-A2* auxiliary function set. As this table 

shows the NIA-CPKS polarizabilities vary little with respect to the different 

functionals and auxiliary function sets. The polarizabilities are slightly enlarged if 

the larger GEN-A2* auxiliary function set is used. With respect to the functional we 

note that VWN and BLYP polarizabilities are usually very similar despite the 

different approximations they represent. On the other hand, PBE polarizabilities are 

usually a little bit smaller. The qualitative ordering of the azoarene polarizabilities in 

table 2.2 is for all methods the same. The only exception is the inversion of the 

NH2/NO2 and OCH3/NO2 substituted azoarene polarizabilities at the BLYP/GEN-

A2* level of theory. 

In table 2.3 ADPT polarizabilities of the studied azoarenes are listed. The 

employed methodologies are the same as in table 2.2. By and large, similar trends as 

for the NIA-CPKS polarizabilities are observed. Again the only exceptions in the 

ordering of table 2.1 are inversions in the order of the NH2/NO2 and OCH3/NO2 

disubstituted azoarenes. These inversions are observed for all functionals with the 

GEN-A2 auxiliary function set in the ADPT calculations. Compared to the NIA-

CPKS results the differences between the ADPT polarizabilities calculated with the 

GEN-A2 and GEN-A2* auxiliary function sets are larger. This is due to the fact that 

in ADPT calculations the approximated density is also used for the calculation of the 

exchange-correlation potential. Obviously, higher angular momentum auxiliary 

functions are needed for the description of the response to the external field. This is 

also underlined by the ADPT/GEN-A2* polarizabilities which are for all employed 

functionals in excellent agreement with their NIA-CPKS/GEN-A2* counterparts. At 

this point it is also worth to mention that the ADPT polarizabilities in table 2.3 are 

obtained with the standard SCF threshold of deMon2k, i.e. no tightening of the SCF 

procedure was employed. The comparison of the ADPT/PBE/GEN-A2* 

polarizabilities from table 2.1 and 2.3 reveals that the SCF tightening is insignificant 

for the analytic ADPT polarizabilities. Of course, this is in sharp contrast to the 

numerical methods. 
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2.4 Conclusions 

In this chapter we presented the polarizabilities of free and disubstituted 

azoarenes calculated with the non-iterative ADPT and NIA-CPKS method. In this 

context ADPT GGA polarizabilities are reported for the first time. The results 

obtained are compared to standard finite-field perturbation polarizabilities. We have 

shown that all three methods give consistent result within a chosen methodology, i.e. 

a given functional and given basis and auxiliary function sets. In particular, the 

qualitative ordering of the polarizabilities of the studied azoarenes is very similar 

with all methodologies. The observed increments in polarizabilities by substituting 

the 15th and 20th hydrogen atom of free azoarene with activating and deactivating 

groups are in accordance with the standard organic chemistry 

‘activating/deactivating’ sequence. Thus push-pull mechanisms are correctly 

reproduced at all studied levels of theory. These results underline the reliability of 

the ADPT approach in which the perturbation calculation is performed only with the 

auxiliary density. The direct comparison of ADPT and NIA-CPKS polarizabilities 

show that the difference between perturbation calculations with the approximated 

and exact KS density is in the same range as the difference between analytic and 

finite-field results. Therefore, the errors associated with the ADPT approach are 

within the intrinsic accuracy of KS perturbation theory.  

Already for medium sized molecules, like the here studied azoarenes, the 

difference in the ADPT polarizabilities obtained with the GEN-A2 and GEN-A2* 

auxiliary function sets are rather small. This fuels the hope that reliable polarizability 

trends for systems in the nanometer regime are predictable with the ADPT/GEN-A2 

level of theory. Our studies also show that NIA-CPKS maybe an interesting 

alternative to the ADPT approach for the calculation of static polarizabilities for very 

large systems. If GEN-A2* auxiliary function sets are used the ADPT polarizabilities 

are in quantitative agreement with the corresponding polarizabilities obtained from 

the exact perturbed KS density. This strongly motivates the extension of the ADPT 

approach to other perturbation parameters. 

The comparison with the results from Hinchliffe et al. indicates that the 

incorporation of exact exchange, as in the B3LYP hybrid functional, changes 
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significantly the polarizability values. For the here studied systems a decrease is 

observed. We believe that range-separated hybrid functionals would be even more 

appropriate for the properties being treated here [8]. This represents an interesting 

avenue to further improve DFT polarizabilities and, thus is a strong motivation for us 

to incorporate exact exchange in the ADPT and NIA-CPKS formulation without 

scarifying the computational advantages of these methods. Work in this direction is 

under way in our laboratories. Fukui functions are other response properties that can 

be calculated using both NIA-CPKS and ADPT. There are already ADPT 

calculations of this response property [57] and NIA-CPKS can also be further 

extended.   
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Figure 2.1.  B3LYP/6-311G (2d, 1p) optimized geometry of parent azoarene 

molecule. 
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Table 2.1: Static polarizabilities [a.u.] of azoarene and disubstituted azoarene 

molecules calculated with the PBE functional and GEN-A2* auxiliary function set 

using ADPT, NIA-CPKS and finite field perturbation (FFP) method. 

 

X,Y 

AUXIS BASIS  

Ref. 39 
ADPT NIA-CPKS FFP NIA-CPKS FFP 

H, H 192.42 192.53 192.91 193.18 193.22 183.82 

OH,CN 242.53 242.26 242.84 242.59 242.53 227.98 

OH, CHO 243.39 243.28 243.90 243.92 244.05 228.07 

OH, NO2 249.41 249.74 249.91 248.49 249.25 230.35 

NH2, CN 261.73 261.70 262.22 261.82 261.84 247.79 

NH2, CHO 263.70 263.50 264.40 264.42 264.20 246.26 

OCH3, CHO 265.27 265.27 265.84 266.22 266.14 247.03 

OCH3, CN 266.75 266.95 267.26 267.06 267.03 246.88 

NH2, NO2 271.89 272.23 272.52 271.34 271.70 256.50 

OCH3, NO2 272.39 272.56 272.95 272.66 272.29 249.86 
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Table 2.2: NIA-CPKS polarizabilities [a.u.] of azoarene and disubstituted azoarene 

molecules calculated with the VWN, BLYP and PBE functional using GEN-A2 and 

GEN-A2* auxiliary function sets. 

 

 GEN-A2 GEN-A2* 

X,Y VWN BLYP PBE VWN BLYP PBE 

H, H 192.68 193.42 192.04 193.8 194.52 193.18 

OH, CN 242.81 242.81 241.81 243.53 243.56 242.59 

OH, CHO 244.08 243.76 242.87 245.15 244.92 243.92 

OH, NO2 249.87 249.90 248.28 250.15 250.16 248.49 

NH2, CN 262.57 262.24 261.15 263.04 262.87 261.82 

NH2, CHO 265.28 264.41 263.29 266.11 265.50 264.42 

OCH3, CHO 266.50 265.36 264.61 267.90 266.91 266.22 

OCH3, CN 267.54 266.87 265.93 268.59 267.86 267.06 

NH2, NO2 272.90 272.44 270.85 273.30 273.56 271.34 

OCH3, NO2 273.35 272.66 271.03 273.65 273.30 272.66 
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Table 2.3:  ADPT polarizabilities [a.u.] of azoarene and disubstituted azoarene 

molecules calculated with the VWN, BLYP and PBE functionl using GEN-A2 and 

GEN-A2* auxiliary function sets. 

 

 GEN-A2 GEN-A2* 

X,Y VWN BLYP PBE VWN BLYP PBE 

H, H 195.51 194.36 192.14 193.50 194.28 192.40 

OH,CN 245.37 244.36 242.21 243.55 244.14 242.36 

OH, CHO 247.27 247.27 243.70 244.88 244.27 243.39 

OH, NO2 252.50 254.14 248.96 250.92 251.85 249.41 

NH2, CN 265.96 266.58 262.41 263.31 263.45 261.73 

NH2, CHO 269.17 266.69 264.96 265.54 266.16 263.71 

OCH3, CHO 270.06 267.85 265.51 267.26 267.25 265.28 

OCH3, CN 270.41 268.20 266.42 268.36 268.15 266.75 

NH2, NO2 277.07 275.88 272.42 273.76 274.19 271.89 

OCH3-NO2 276.49 273.57 271.70 274.34 274.88 272.38 
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CHAPTER 3 
 
 

Technical details of implementation:  

NIA-CPKS version of self consistent 

perturbation theory 
 
 
 
 

Abstract: 
 

In this chapter we present the newer implementation of NIA-CPKS in SCP 

formalism. Here we introduce SCP in short which is followed by elaborate 

discussion of our recent methodology. The advantages of implementing NIA-CPKS 

in perturbation branch of ADPT which has been derived from SCP have been listed 

here. The comparison between NIA-CPKS and ADPT has been presented at the end 

of the chapter.  

 
 
 
 
 
 
 

 



Chapter 3 SCP version of NIA-CPKS 54 
 

3.1 Introduction 
Theoretically the perturbation due to external electric field can be obtained in 

the form of perturbed density matrix. In the KS formalism the first order response of 

the molecular electron density can be calculated analytic by solving CPKS equations 

[1-8]. The CPKS equations involve the evaluation of the functional derivative of the 

exchange-correlation potential for the construction of the KS matrix derivative. The 

straightforward evaluation of second order response equations in DFT scales 

formally as N5. This makes the evaluation of second derivatives in KS methods as 

expensive as in standard SCF methods.  The dependence of the KS matrix on 

perturbed coefficients makes the CPKS procedure iterative. Thus there is a need of 

efficient method for evaluation electric response efficiently with more computational 

ease. NIA-CPKS approach gives single step solution to CPKS equation [9-15]. 

Implementation and methodology of NIA-CPKS have been discussed in chapter1 

and chapter 2. The foremost implementation of NIA-CPKS was done in 1.7 version 

of deMon2k. With the further development of the software the NIA-CPKS has been 

implemented in newer versions and now the method has been implemented in master 

version of the deMon2k. The other non-iterative approach we discussed in chapter1 

is ADPT [16, 17] where the perturbed density matrix is obtained non-iteratively by 

solving a system of inhomogeneous equation with the dimension of the number of 

auxiliary functions used to expand the approximated density. ADPT is derived from 

SCP theory [17-22] in the framework of the ADFT method [16, 17]. The 

implementation of both these methods in same software has facilitated a direct 

comparison of results.  

This has further motivated us to implement NIA-CPKS in framework of SCP 

theory [15]. In this chapter we present the newer implementation of NIA-CPKS 

approach in SCP formalism. The short introduction to the SCP method has been 

presented in next section which follows the technical details of our new implantation. 

We also present here some discussion on comparison of NIA-CPKS with ADPT. 

 

3.2 Self-consistent perturbation method 
For the evaluation of response properties the calculation of the perturbed 

density matrix is obligatory. As we discussed in first chapter this matrix can be 

obtained from the CPKS equations. However, an alternative and more direct 
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approach for the calculation of the perturbed density matrix is SCP theory [18-22] 

proposed by McWeeny and co-workers. In this approach, unlike CPKS, the explicit 

response of the molecular orbitals is not needed. Instead the linear response of the 

density matrix is calculated iteratively [21]. Thus it avoids the intermediate 

calculation of perturbed orbitals and give the substantial computational advantage 

over CPKS. In SCP theory the first order perturbed density matrix in non-

orthonormal set is given as,   

 

   𝑃𝜇𝜈
(𝜆) =

𝜕𝑃𝜇𝜈
𝜕𝜆

= 2��
𝒦𝑖𝑎

(𝜆) − 𝜀𝑖𝑆𝑖𝑎
(𝜆)

𝜀𝑖 − 𝜀𝑎

𝑢𝑛𝑜

𝑎

�𝑐𝜇𝑖𝑐𝜈𝑎 + 𝑐𝜇𝑎𝑐𝜐𝑖�
𝑜𝑐𝑐

𝑖

−
1
2
�𝑃𝜇𝜎𝑆𝜎𝜏

(𝜆)𝑃𝜏𝜈
𝜎,𝜏

   (3.1) 

 

The expressions have been derived with the use of subspace projector matrices to 

treat separately the occupied-occupied, virtual-virtual and occupied-virtual blocks. 

The Löwdin orthogonalised atomic orbitals have been used to simplify the derivation 

[23, 24]. For thorough derivation one can refer to ref [17, 22]. The energy formulae 

have also been generated for calculation of perturbed density for perturbation 

dependent basis set for calculation of perturbation of varies orders and various forms 

[19]. In this work for calculation of electric response properties we focus on 

perturbation independent basis set. Thus for perturbation independent basis set the 

expression simplifies to  

                               𝑃𝜇𝜈
(𝜆) = 2��

𝒦𝑖𝑎
(𝜆)

𝜀𝑖 − 𝜀𝑎

𝑢𝑛𝑜

𝑎

�𝑐𝜇𝑖𝑐𝜈𝑎 + 𝑐𝜇𝑎𝑐𝜐𝑖�
𝑜𝑐𝑐

𝑖

                    (3.2) 

 

The perturbed density matrix is thus determined solely in terms of quantities defined 

in the non-orthogonal basis, without any need for intermediate transformations. The 

construction of the linear response of the Kohn-Sham and density matrices resembles 

the SCF procedure thus the iterative solution of (3.2) is often referred to as 

McWeeny's SCP theory. Since the response density matrix is the quantity of interest 

the McWeeny's formulation appear to be more adequate for DFT methods.  

 

3.3 Implementation of NIA-CPKS in SCP formalism 
In chapter 1, we discussed our former implementation of NIA-CPKS in 1.7 

version of deMon2k [25]. Within NIA-CPKS approach the perturbed KS matrix is 
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calculated numerically by finite-difference at suitably chosen electric field, it can be 

represented as, 

                                      𝐾𝜇𝜈
(𝜆) =

𝐾𝜇𝜈(+Δ𝐹𝜆) − 𝐾𝜇𝜈(−Δ𝐹𝜆)
2Δ𝐹

                                  (3.3) 

 

Substituting this perturbed KS matrix into Eq. (3.2) yields the perturbed 

density matrix. This represents our new implementation of NIA-CPKS in master 

version of deMon2k. Our earlier NIA-CPKS implementation was using the CPKS 

equations for obtaining perturbed molecular orbital coefficients and, thereby, the 

perturbed density matrix. Our new implementation can be seen as a NIA-CPKS 

version of self-consistent perturbation theory. Because ADPT is also based on SCP 

this simplifies considerably the implementation effort in our perturbation branch of 

deMon2k. Once the perturbed density matrix is calculated, dipole-dipole 

polarizability and dipole-quadrupole polarizability tensor elements are obtained 

from, 

                                        𝛼λη =  �Pμν
(λ) �μ � rη ν�

μ,ν

                                                (3.4) 

 

                                    𝐴𝜆,𝜂𝜁 = �𝑃𝜇𝜈
(𝜆)

𝜇,𝜈

〈𝜇|𝑟𝜂𝜁𝜈〉                                                    (3.5) 

Here 𝜆 denotes the Cartesian component of the electric field and 𝜂𝜁 that of the 

quadrupole moment integrals. ADPT and NIA-CPKS approaches are implemented in 

deMon2k. For detailed discussion about the implementation of ADPT and older 

implantation of NIA-CPKS approach for dipole-polarizability, we refer to [16, 17, 9-

14]. 

 

3.4 Comparison between NIA-CPKS and ADPT 
In this section we summarise the points of comparison between two non-

iterative approaches viz. ADPT and NIA-CPKS. As we discussed in earlier chapters 

both approaches are developed to reduce computation efforts and calculate 

reasonably accurate electric properties of large systems. Though both the approaches 

are non-iterative the methodology to calculate electric response is very different 

from one another. ADPT is completely analytical method, however NIA-CPKS is 
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numerical analytical. Within NIA-CPKS, programming of the algebraically 

complicated functional derivatives of the exchange-correlation term in the KS 

operator matrix has been cleverly avoided. This gives the direct solution to CPKS 

equations. In ADPT the perturbed KS matrix is calculated analytically using 

perturbed fitting coefficients as described in chapter 1. In this approach the direct 

calculation of perturbed density matrix is avoided by solving inhomogeneous 

equation systems which gives non-iterative solution.  

The exchange-correlation part of the KS-operator matrix can be evaluated 

using, either the auxiliary basis or the orbital basis, for fitting the density. Since the 

derivative KS operator matrix is constructed numerically within NIA-CPKS; both 

alternatives for obtaining the density are available for the response property 

calculation. This is not possible in ADPT formalism, here fitting is performed with 

auxiliary basis only. In earlier implementation of NIA-CPKS, perturbed coefficients 

were calculated explicitly and thereby perturbed density matrix was calculated. This 

was the marked difference between NIA-CPKS and ADPT. The newer 

implementation facilitates direct calculation of response density matrix by reducing 

computational efforts.   
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CHAPTER 4 
 
Calculation of dipole-quadrupole 

polarizabilities of tetrahedral molecules 

 
 
 
Abstract: 

 

In this chapter, the newer implementation NIA-CPKS has been validated for 

the calculation of dipole-quadrupole polarizabilities. The NIA-CPKS results are 

compared with the dipole-quadrupole polarizabilities calculated using ADPT. The 

calculations are performed on three tetrahedral molecules viz., CH4, P4 and 

adamantane (C10H16). The assessment with higher level methods such as MP2 and 

CCSD results proved the reliability of the methodology used for NIA-CPKS and 

ADPT.  
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4.1 Introduction 
The higher order polarizabilities such as, dipole-quadrupole polarizabilities 

(𝐴) and dipole-octupole polarizabilities (𝐸) have gained attention in recent years [1, 

2]. These polarizabilities are important for the description of surface-enhanced 

Raman scattering and interaction induced light scattering spectra. 𝐴,𝐸 and the 

derivatives of dipole-quadrupole polarizability with respect to Cartesian coordinates 

and vibrational normal coordinates (𝜕𝐴 𝜕𝑄⁄ ) are determined experimentally using 

collision induced light scattering and high resolution infrared absorption 

spectroscopies [3]. Maroulis and Hohm have collaboratively studied dipole-

quadrupole polarizability of some interesting tetrahedral molecules such as OsO4 [4], 

Ge(CH3)4 [5], P4 [6], group IV tetrachlorides [7]. They also performed a careful 

comparison between theory and experiment. However, their theoretical calculations 

are based on the finite-field approach in the framework of many body perturbations 

(MP) and CC methods [8, 9]. An analytic approach was first presented by Amos to 

evaluate static (𝐴) values. This scheme is based on the CPHF method [10]. Quinet 

et. al. have recently developed a procedure based on the time dependent HF scheme 

for evaluating both  frequency dependent electric dipole-quadrupole polarizability 

and  first order derivative of dipole-quadrupole polarizability. The quantity (𝜕𝐴 𝜕𝑄⁄ ) 

[11] is directly relevant to the determination of VROA intensities. VROA 

spectroscopy is receiving increasing attention due to its broad range of applications 

including the characterization of conformational dynamics in proteins [12].  

For studying large molecular systems, DFT is an obvious choice because of 

simplicity in applications. However, response properties using DFT have been 

calculated mainly at the finite-field method. Recently, the non-iterative approaches 

to response properties using DFT i.e. ADPT [13] and NIA-CPKS [14-18] method 

have been developed with application to large molecules in mind.  These methods 

are implemented in deMon2k software [19]. The details of implementation can be 

found in chapter 1 and chapter 3 of this thesis. Both the methods have been tested for 

calculation of dipole-dipole polarizabilities and validated by comparison with higher 

level methods. This has further motivated us to extend these two non-iterative 

approaches to dipole-quadrupole polarizability calculation. In this chapter for 

calculation of dipole-quadrupole polarizabilities we used the newly implemented 

NIA-CPKS version of SCP [20]. This chapter mainly focuses on validation of NIA-
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CPKS and ADPT approach for calculation of dipole-quadrupole polarizability. 

CCSD, (FF) MP2 and experimental results are reported here for the purpose of 

comparison with our method. Calculations are performed on P4, CH4 and 

adamantane(C10H16) molecules of tetrahedral symmetry. 

 

4.2 Theory and computational details 
Energy and multipole moments show explicit dependence on the electric 

field. According to Buckingham [21] and McLean and Yoshimine [22] the energy, 

dipole and quadrupole moment of a molecule in terms of the static electric field can 

be written as, 

                 𝐸(𝐹) = 𝐸0 − 𝜇𝑖0𝐹𝑖 −
1
3
Θ𝑖𝑗0 𝐹𝑖𝑗 −

1
15

Ω𝑖𝑗𝑘0 𝐹𝑖𝑗𝑘 −
1

105
Φ𝑖𝑗𝑘𝑙
0 𝐹𝑖𝑗𝑘𝑙 + ⋯     

     −
1
2
𝛼𝑖𝑗𝐹𝑖𝐹𝑗 −

1
3
𝐴𝑖,𝑗𝑘𝐹𝑖𝐹𝑗𝑘 −

1
6
𝐶𝑖𝑗,𝑘𝑙𝐹𝑖𝑗𝐹𝑘𝑙 

                                          −
1
6
𝛽𝑖𝑗𝑘𝐹𝑖𝐹𝑗𝐹𝑘 −

1
6
𝐵𝑖𝑗,𝑘𝑙𝐹𝑖𝐹𝑗𝐹𝑘𝑙 + ⋯                                    (4.1) 

 

Where 𝐸0, 𝜇0, Θ0, Ω0are the energy and permenant multiple moments of the free 

molecule, 𝛼𝑖𝑗 its dipole polarizability and 𝛽𝑖𝑗𝑘 the corresponding (first) 

hyperpolarizability. 𝐴𝑘,𝑖𝑗 is the dipole-quadrupole polarizability and 𝐵𝑖𝑗,𝑘𝑙 the 

dipole-dipole-quadrupole hyperpolarizability. For a molecule belonging to Td 

symmetry, there exists only one component of the octupole �Ω𝑖𝑗𝑘� and hexadecapole 

�Φ𝑖𝑗𝑘𝑙� moment as well as of the dipole �𝛼𝑖𝑗� and dipole-quadrupole �𝐴𝑘,𝑖𝑗� 

polarizability. In this chapter, we investigate the dipole-quadrupole polarizabilities of 

Td structures for which the only non-vanishing component is 𝐴𝑥,𝑦𝑧.  

In general, all possible components of the dipole-quadrupole polarizability 

𝐴𝑘,𝑖𝑗 can be obtained as a trace of the product of the response density matrix and 

quadrupole integrals. 

                                                          𝐴𝑘,𝑖𝑗 = 𝑇𝑟�𝑃𝑘
(𝜆) ∙ Θ𝑖𝑗�                                             (4.2) 

Where 𝑃𝑘
(𝜆) is the density matrix derivative with respect to the external electric field 

in 𝑥,𝑦 and 𝑧 direction. Θ𝑖𝑗 represents quadrupole moment integrals. As we discussed 

in chapter3 density matrix derivatives are either obtained by ADPT or NIA-CPKS. 
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Choice of proper basis set and geometry is crucial for electric property 

determination. We have used large basis sets along with adequate diffuse and 

polarization functions for dipole-quadrupole polarizability calculation. P4, CH4 and 

adamantane molecules of tetrahedral symmetry are considered here in our study. All 

calculations are performed in the (symmetry adapted) standard orientation of these 

molecules. Fig 4.1 represents the structure of these three molecules. Geometry and 

basis sets for the above mentioned molecules are as follows: 

P4: P4 molecule has a cage like structure. We have used the most recent experimental 

P-P bond length, 2.1958Å [23]. Four different basis sets, P0 [6s5p2d], P1 [6s5p3d], 

P2 [6s5p3d1f], P3 [6s5p4d2f] were constructed on a (14s9p)[5s4p] [24] substrate. 

The detailed construction of the basis set is given in ref [6]. 

CH4: In standard orientation geometry, C is at origin and the four C-H bonds lie 

along the directions defined by the origin and the points (1,1,1),(1,-1,-1), (-1,1,-1) 

and (-1,-1,1). The equilibrium geometrical parameters are used for calculations, C-H 

bond length is set to be 1.08587 Å [25]. We have used four basis sets M1 

[6s4p2d1f/4s2p1d], M2 [6s4p3d1f/4s2p1d], M3 [6s4p4d1f/4s2p1d], M4 

[6s4p4d2f/4s2p1d] for dipole-quadrupole polarizability calculation. All four basis 

sets are constructed on (9sp/4s)/[4s2p/2s]. Details of the construction of basis sets 

are given in ref [7]. All basis sets used are already been proven to be of good quality 

for dipole-quadrupole polarizability calculations.  

Adamantane (C10H16): Adamantane molecule also has a cage structure like P4. C-C 

and C-H bond lengths used were 1.54024 Å and 1.1124 Å, respectively. These 

molecular parameters were obtained experimentally from electron diffraction 

measurements [26]. Here we have used smallest, M1 and largest, M2 basis set which 

was constructed for methane molecule. To study the stability of different functional 

local, VWN [27], and generalized gradient approximated, PBE [28], functional were 

used. For density fitting the GEN-A2 and GEN-A2* [29] auxiliary function sets 

were employed. 

 

4.3 Results and discussions 
We discuss here the results of our calculations for the systems described 

above. For the validation of our methods, we also report finite-field (FF) MP2 and 

(FF) CCSD values of dipole-quadrupole polarizabilities. (FF) MP2 and (FF) CCSD 
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𝐴𝑥,𝑦𝑧 values were calculated by taking a finite difference of quadrupole moments 

obtained from respective (full) MP2 and CCSD calculations at two different field 

values viz. 0.001 and -0.001 a.u. Within the NIA-CPKS approach, we have used the 

same field value for the construction of KS matrix derivatives. Two options, AUXIS 

and BASIS, mentioned in the tables, refer to the type of density used for the 

calculation of the exchange-correlation energy and potential. They can be calculated 

from either the auxiliary functions (AUXIS) or the basis functions (BASIS). Thus 

the AUXIS and BASIS options refer to ADPT and RI-DFT calculations. By 

construction analytical ADPT dipole-quadrupole polarizabilities can only be 

calculated with the AUXIS option, whereas NIA-CPKS dipole-quadrupole 

polarizabilities were calculated for both options. All reported values are in atomic 

units.  

In table 4.1, dipole-quadrupole polarizabilities of P4 for four different basis 

sets are listed. As this table shows, 𝐴𝑥,𝑦𝑧, calculated using PBE/GEN-A2* 

functional, is larger than those from VWN/GENA2* functional and the trend is the 

same for all four basis sets. Whereas, reverse trend is observed in case of GEN-A2 

PBE values are lower than those of VWN. We observed that 𝐴𝑥,𝑦𝑧 is usually 

increasing with the addition of polarization functions. This trend is independent from 

the used functional and methodology from the P0 to the P2 basis set. However, from 

P2 to P3 exceptions are observed.  In case of ADPT, dipole-quadrupole 

polarizabilities calculated with GEN-A2 are consistently larger than calculated with 

GEN-A2* for all basis sets and both functionals. NIA-CPKS also follows the same 

trend except for P4 basis with PBE functional, GEN-A2* values are greater than 

GEN-A2. Quadrupole polarizabilities calculated with BASIS option within NIA-

CPKS are lower than those calculated from GEN-A2 and GEN-A2* except for P0 

and P3 basis with VWN functional. ADPT and NIA-CPKS are in good agreement 

with each other for dipole-quadrupole polarizability. In particular, ADPT/GEN-A2* 

results are in excellent agreement with NIA-CPKS BASIS results. This underlines 

the quality of the ADPT approach. The same was observed in our previous study of 

dipole-dupole polarizabilities [30]. 𝐴𝑥,𝑦𝑧 calculated with (FF) MP2, are within the 

range of our DFT values. CCSD values are larger than MP2. Our DFT results are in 

better agreement with CCSD results than MP2. Both CCSD and MP2 values are 

close to NIA-CPKS/VWN/BASIS and ADPT/VWN/GEN-A2* quadrupole 
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polarizabilities. The reported 𝐴𝑥,𝑦𝑧 values by Maroulis et al. using (FF) MP2 for the 

P0, P1 and P2 basis are 83.6, 85.4 and 85.1, respectively [6]. Their values are 

different from our (FF) MP2 values. This is because our calculations were done with 

a P-P bond length of 2.1958 Å, which is the most recently reported experimental 

bond length and their calculations were performed using an older experimental bond 

length (2.2228 Å). The other reason for this disagreement is that the number of basis 

functions is different even though the basis set is the same. Because we chose a 

Cartesian orbital representation in deMon2k, 6d and 10f functions are used in the 

calculation which results in a larger number of basis functions compared to those 

used by Maroulis et al. Moreover, our calculations are based on full MP2 level of 

theory whereas Maroulis et al. have frozen the 20 inner most MOs in their MP2 

calculation. The experimental 𝐴 obtained from depolarized collision induced light 

scattering a measurement [31] is 77±26 e2a0
2EH -1. Our theoretical 𝐴𝑥,𝑦𝑧  using the 

GEN-A2* auxiliary function set and the VWN functional is closer to this reported 

experimental value.  

Table 4.2 represents the dipole-quadrupole polarizability of CH4 molecule. 

The electric properties of methane molecule are well studied with theory and 

experiments. Maroulis has designed the basis sets which work well for calculation of 

response electric properties [8]. We have used the four of these basis sets for 

calculation. These four basis sets are named as M1 [6s4p2d1f/4s2p1d], M2 

[6s4p3d1f/4s2p1d], M3 [6s4p4d1f/4s2p1d], M4 [6s4p4d2f/4s2p1d].  The basis set is 

built upon (9s5p/4s)/[4s2p/2s] substrate for carbon and hydrogen respectively. 

Suitable polarization and diffuse functions are added on the substrate, further details 

of the basis set are given in corresponding paper [8]. Calculated results are compared 

with finite-field MP2 and CCSD. Going from M1 to M4 MP2 and CCSD results of 

dipole quadrupole polarizability are reducing. Whereas, NIACPKS/BASIS shows 

that M3 gives maximum 𝐴𝑥,𝑦𝑧  and M2 gives minimum value for both the functional. 

Such trend is not observed for GEN-A2 and GEN-A2* for both ADPT and 

NIACPKS. For BASIS option PBE functional shows higher dipole-quadrupole 

polarizability, however, reverse trend is observed in case of NIA-CPKS/GEN-A2*. 

NIA-CPKS/GEN-A2 and ADPT are not showing any such trend. Both the methods 

have given larger GEN-A2* dipole-quadrupole polarizabilities than GEN-A2. 

BASIS results lie between GEN-A2 and GEN-A2* for NIA-CPKS. BASIS results 
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are close to CCSD values. Again ADPT and NIA-CPKS are in good agreement with 

each other and with the CCSD and MP2. The experimentally derived dipole-

quadrupole polarizability is 11.3 e2a0
2EH -1[32]. Our theoretical results are close to 

the experimental result too. This again proves the reliability of both our methods. 

The table 4.3 lists the dipole-quadrupole polarizability for adamantane 

molecule. Adamantine is comparatively larger molecule than the P4 and CH4. M1 to 

M4 basis sets are seen to be working excellent for methane molecule thus we have 

selected the smallest M1 and largest M4 basis for calculation of dipole-quadrupole 

polarizabilities of adamantane. The purpose of choosing this particular molecule and 

basis set was to check the applicability of our methods for large basis set. M1 and 

M4 have 656 and 876 basis functions which are highest among the basis sets used in 

this work. It can be seen from the table 4.3 that both methods are working well for 

the selected basis set. For VWN functional 𝐴𝑥,𝑦𝑧 is increasing with increase in 

number of basis functions. NIA-CPKS/BASIS follows the similar trend for both the 

functional, whereas reverse trend is seen for both the methods when PBE functional 

is used with GEN-A2 and GEN-A2* auxiliary functions. Dipole-quadrupole 

polarizabilities calculated with GEN-A2 auxiliary functions are higher than that of 

GEN-A2* for both the methods and basis sets. Within NIA-CPKS BASIS results lie 

between GEN-A2 and GEN-A2*.  The difference between the NIA-CPKS/GEN-A2 

and ADPT/GEN-A2 is comparatively greater than the NIA-CPKS-GEN-A2* and 

ADPT-GEN-A2*. NIA-CPKS/GEN-A2* and ADPT/GEN-A2* dipole-auadrupole 

polarizabilities are in good agreement with each other. This highlights that both our 

methods works excellent and can be used for large basis sets and large molecules. 

The experimentally derived dipole-quadrupole polarizability is 102±7.7 e2a0
2EH -1 

[33]. All theoretical results are in disagreement with experimental observations. Our 

results for larger basis are quite similar to the results reported by Maroulis et al. [33] 

and the TDHF values reported by Quinet et al. [11] at smaller basis set which 

indicate that the large discrepancy between experiment and theory in adamantane is 

not a basis set problem. This shows that a fault in the electronic structure description 

is unlikely. Therefore, further studies are necessary.  
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4.4 Conclusion and scope of the work 
In this chapter, we have presented the results of dipole-quadrupole 

polarizabilities calculated with two non-iterative approaches viz. ADPT and NIA-

CPKS. These methods are implemented in deMon2k and illustrated for the 

tetrahedral molecules P4, CH4 and adamantane (C10H16). The results obtained are 

compared with (FF) MP2, CCSD and experimental dipole-quadrupole 

polarizabilities. We have shown that both methods provide consistent results within 

a chosen methodology, i.e. given functionals, basis sets and AUXIS or BASIS 

option. Qualitatively the ordering of the dipole-quadrupole polarizabilities of all 

three molecules is same for all methodologies. CCSD and (FF) MP2 have shown 

good agreement with dipole-quarupole polarizabilities calculated from ADPT and 

NIA-CPKS for the P4 and CH4 molecules. The results of our methods are also 

consistent with other theoretical studies reported in the literature. It has been 

observed that GEN-A2* auxiliary function sets are needed for quantitative accurate 

results, at least for small systems. These results highlight the stability of the ADPT 

and NIA-CPKS approach. In this study we have focused on the validation of our 

non-iterative methods for static dipole-quadrupole polarizability calculations. To the 

best of our knowledge this is the first time that non-iterative methods are used for 

dipole-quadrupole polarizability calculations within DFT. These methods will 

facilitate the study of large molecular systems such as clusters and bio-molecules 

without compromising accuracy. The observed discrepancy between experimental 

and theoretical dipole-quadrupole polarizabilities for adamantane raises many 

questions, in particular on the temperature and frequency dependency of these 

values. So far only estimates are available in the literature. The methodology to 

obtain dynamic electric response is already developed within ADPT [34]. Thus it can 

be used for studying the dynamic dipole-quadrupole polarizabilities. The 

temperature effects can be added by first principle BOMD simulations. This was 

already successfully applied to dipole-polarizabilities [35] and can be extended to 

dipole-quadrupole polarizabilities. 
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CHAPTER 5 
 

Ab initio MD simulation of static and 

dynamic dipole-quadrupole polarizability 

 

Abstract: 

 

The frequency and temperature dependence of dipole-quadrupole polarizability of 

tetrahedral P4 and adamantane molecules have been studied using first-principle all-

electron density functional theory calculation. The recently developed time-

dependent auxiliary density functional theory has been extended for the calculation 

of dynamic dipole-quadrupole polarizabilities. Temperature effects are incorporated 

by BOMD simulations recorded up to 100 ps. The dynamic dipole-quadrupole 

polarizabilities are calculated along these trajectories. The analysis of these results 

shows that frequency and temperature effects can be significant for the accurate 

calculation of dipole-quadrupole polarizability. In particular, we identified that the 

adamantane dipole-quadrupole polarizability increase significantly with temperature 

whereas the P4 dipole-quadrupole polarizability varies only marginally with 

temperature. Our analysis indicates that the strong temperature dependence of the 

adamantane dipole-quadrupole polarizability is the main reason for the observed 

discrepancy between experiment and theory. 
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5.1 Introduction  
Plenty of experimental and theoretical studies are available on electric 

properties of atoms and molecules. Most of the work has focused on multipole 

moments, dipole-polarizabilities and first hyperpolarizabilities [1-3]. The 

experimental determinations of these multipole moments and polarizabilities are 

difficult and hence various theoretical methods have been developed for accurate 

calculation of these properties [4-11]. Electric properties are very sensitive to the 

basis set and electron correlation effects. These effects have been addressed well for 

the multipole moments and dipole-dipole polarizabilities [12-14]. However, few 

attempts have been made for accurate estimation of higher moment polarizabilities, 

such as dipole-quadrupole (A) and dipole-octupole polarizabilities (E). These 

polarizabilities dominate some of the spectroscopic measurements such as 

interaction induced spectroscopy [15, 16] and surface-enhanced Raman scattering 

[17]. Hence accurate values of dipole-quadrupole polarizabilities are necessary for 

precise determination of intermolecular interactions [18]. There are few combined 

experimental and theoretical studies in the literature for the determination of static 

dipole-quadrupole polarizabilities of molecules of tetrahedral (Td) symmetry [19-21]. 

In most cases, the theoretical calculations have given fairly good estimates of these 

polarizabilities. However, some of the tetrahedral molecules have shown substantial 

mismatch between the theoretical and experimental results [21-23]. These 

polarizabilities were calculated with finite-field method and absence of frequency 

effects could be one reason for the observed discrepancy.    

 Quinet et al. have proposed the analytical TDHF method for the calculation 

of frequency-dependence of dipole-quadrupole polarizability and its derivatives with 

respect to atomic Cartesian coordinates [24]. Despite the inclusion of frequency 

effects, they have observed large discrepancy between theoretical and experimental 

dipole-quadrupole polarizability for adamantane in Td symmetry. In chapter 4, we 

have analysed the effect of basis sets on the dipole-quadrupole polarizabilty of P4, 

CH4 and adamantane using either ADPT or NIA-CPKS method [25]. While ADPT is 

completely analytical, NIA-CPKS is a mixed numerical analytical approach. Both 

methods are implemented in deMon2k [26]. The details of implementation and 

validation of these two methods for dipole-dipole polarizability and dipole-

quadrupole polarizabilities are presented in our previous papers [25, 27-29]. Similar 
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to former theoretical results for adamantane, our ADPT and NIA-CPKS also 

severely underestimate the experimental results [25]. As per our earlier observations, 

the basis set size effect is negligible and it is not responsible for the observed 

mismatch between the experimental and theoretical dipole-quadrupole polarizability 

of adamantane. Since the experiment involves elevated temperatures the observed 

discrepancy raises the question on the influence of finite-temperatures on dipole-

quadrupole polarizabilities. To the best of our knowledge a systematic study of 

temperature-dependence of dipole-quadrupole polarizability has so far never been 

presented.   

In this chapter, we present a detailed study of frequency and temperature 

dependence of the dipole-quadrupole polarizabilities of P4 and adamantane. We have 

selected P4 as a reference system because its calculated dipole-quadrupole 

polarizability matches well with the depolarized collision induced light scattering 

measurement at 800 K. The time-dependent ADPT variant has been used to calculate 

the dynamic dipole-quadrupole polarizabilities [30]. The temperature effects are 

studied with first-principle BOMD simulations in the framework of ADFT [31]. This 

methodology has been already successfully used for the calculation of the 

temperature dependence of dipole-dipole polarizabilities with deMon2k [32]. Here, 

we present the extension of ADPT method for the calculation of dynamic dipole-

quadrupole polarizabilities and study the effect of temperature on it using BOMD 

simulations. Our results are compared with experimental and other theoretical 

values.  

 

5.2 Theory 
The theoretical definitions of electric moment and polarizability tensors of 

atoms and molecules have been provided by Buckingham [33] and McLean and 

Yoshimine[34]. Detailed discussion has been already presented in Chapter 1. 

Computationally, all components of the dipole-quadrupole polarizability tensor, 

𝐴𝑘,𝑖𝑗, can be obtained as a trace of the product of the response density matrix and 

quadrupole integrals. 

                                                  𝐴𝑘,𝑖𝑗 = 𝑇𝑟�𝑃(𝑘) ∙ Θ𝑖𝑗�                                                      (5.1) 

Here 𝑃(𝑘) denotes the density matrix derivative with respect to the external 

electric field in 𝑥, 𝑦 or 𝑧 direction. Θ𝑖𝑗 represents a quadrupole moment integral 
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matrix. The density matrix derivatives are obtained by ADPT. The working 

equations for the calculation of static and dynamic response properties within ADPT 

are presented in ref 27 and 30. 

When the molecule is strictly in Td symmetry, the only non-vanishing 

component of the dipole-quadrupole polarizability is 𝐴𝑥,𝑦𝑧. However, in BOMD 

simulations the dipole-quadrupole polarizability components are not rotationally 

invariant. Thus it is necessary to use the concept of rotational invariance for 

analysing the properties in terms of quantities that are independent of the coordinate 

systems. This can be achieved by decomposition of tensors of different ranks into 

irreducible parts with respect to the continuous group of rotations. Jerphagnon et al. 

[35, 36], Chemla et al. [37], and Sirotin [38] have introduced irreducible tensors for 

non-linear optics. Here we have followed the same formalism for the calculation of 

our dipole-quadrupole polarizability tensors in BOMD simulations. Cartesian tensors 

of rank n, 𝑇(𝑛) have 3n components, an irreducible rank-n tensor is labelled in 

addition by its weight J [39-41].  

We have considered the case of symmetric 3rd rank tensors here. For the most 

general non-centrosymmetric system, a third rank tensor has 27 components [42]. 

The irreducible tensors of weight 0, 1, 2, 3 corresponding to 3rd rank tensor are called 

pseudo-scalar, vector, pseudo-deviator and septor. The pseudo-scalar vanishes for 

symmetric 3rd rank tensors and, therefore, this component is absent in our 

calculations. 

There are 3 vectors for 3rd rank tensor defined as, 

                                       𝑉𝑖1 = �𝑇𝑖𝑗𝑗
𝑗

,𝑉𝑗2 = �𝑇𝑘𝑗𝑘
𝑘

𝑎𝑛𝑑  𝑉𝑘3 = �𝑇𝑖𝑖𝑘
𝑖

                 (5.2) 

The three vectors are traces and, thus, irreducible under the rotational group. They 

can be recast in an embedded form as third-rank tensor: 

                                        𝑇𝑖𝑗𝑘
(1,1) =

1
10

�4𝑉𝑖1𝛿𝑗𝑘 − 𝛿𝑖𝑘𝑉𝑗1 − 𝛿𝑖𝑗𝑉𝑘1�                                  (5.3) 

 

                                      𝑇𝑖𝑗𝑘
(1,2) =

1
10

�−𝑉𝑖2𝛿𝑗𝑘 + 4 𝛿𝑖𝑘𝑉𝑗2 − 𝛿𝑖𝑗𝑉𝑘2�                              (5.4) 

 

                                        𝑇𝑖𝑗𝑘
(1,3) =

1
10

�−𝑉𝑖3𝛿𝑗𝑘 − 𝛿𝑖𝑘𝑉𝑗3 + 4𝛿𝑖𝑗𝑉𝑘3�                              (5.5) 



Chapter 5 Study of temperature and frequency dependence 78 
 

In our calculations we have defined the square root of the square sum of all these 3 

embedded tensors as dipolar. The two pseudo-deviators are obtained by forming 

rank-2 pseudo-tensors by contraction with 𝜖 (totally anti-symmetric third-rank tensor 

known as Levi-Civitta).  

                             𝐷𝑖𝑗1 = −
1
2
�(𝜖𝑖𝑙𝑚
𝑖,𝑚

𝑇𝑚𝑙𝑗 + 𝜖𝑗𝑙𝑚𝑇𝑚𝑙𝑗) −
1
3
𝑇(0)𝛿𝑖𝑗                             (5.6) 

 

                           𝐷𝑖𝑗2 = −
1
2
�(𝜖𝑚𝑙𝑗
𝑖,𝑚

𝑇𝑖𝑙𝑚 + 𝜖𝑚𝑙𝑖𝑇𝑗𝑙𝑚) −
1
3
𝑇(0)𝛿𝑖𝑗                             (5.7) 

Their embedded form in the rank-3 tensor space is given as, 

                                             𝑇𝑖𝑗𝑘
(2,1) =

1
3
��2𝜖𝑖𝑗𝑙𝐷𝑙𝑘1 + 𝐷𝑖𝑙1𝜖𝑖𝑗𝑘�
𝑙

                                     (5.8) 

 

                                          𝑇𝑖𝑗𝑘
(2,2) =

1
3
��𝜖𝑖𝑗𝑙𝐷𝑙𝑘2 + 2𝐷𝑖𝑙2𝜖𝑖𝑗𝑘�
𝑙

                                        (5.9) 

We have recorded the square root of the square sum of these 2 tensors and defined 

this quantity as deviator.  The septor is the natural form of the of a third-rank tensor. 

It can be obtained as, 

                                         𝑆𝑖𝑗𝑘 =
1
6
�𝑇𝑖𝑗𝑘 + 𝑇𝑗𝑘𝑖 + 𝑇𝑘𝑖𝑗 + 𝑇𝑗𝑖𝑘 + 𝑇𝑖𝑘𝑗 + 𝑇𝑘𝑗𝑖�            (5.10) 

We have recorded the square root of the square sum of this tensor and named it 

septor. For the analysis of dipole-quadrupole polarizabilities along MD trajectories, 

we have recorded the above defined dipolar, deviator and septor components for 

each selected step along the trajectory. We have also recorded the dipole-quadrupole 

polarizability as square root of the square sum of all tensor components. Finally, at 

the end of the simulation, we have calculated average of all these components along 

the BOMD trajectories.  

 

5.3 Computational details 
In last chapter we have justified the appropriate methodology for reliable 

calculations of static dipole-quadruple polarizabilities using deMon2k software [25]. 

The generalized gradient approximated PBE [43] functional along with GEN-A2* 

[44] auxiliary functions gave good results of dipole-quadrupole polarizabilities. 
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Thus, we have followed the same methodology throughout this work. We have 

studied frequency dispersion for P4 and adamantane. Both molecules are of cage like 

structure and possess Td symmetry. The 0 K frequency dependent calculations are 

performed using the experimental geometry of P4 and adamantane. The geometric 

parameters for both the molecules are reported in our earlier work [25]. We have 

used P0 [6s5p2d] [45] basis set for P4 molecule, for both 0 K and higher temperature 

dipole-quadrupole polarizability calculations. All results are reported in atomic units. 

The frequencies (in a.u.) used for frequency dependent dipole-quadrupole 

polarizability of P4 are 0.071981, 0.083831, 0.088558, 0.103158, 0.1200 and 

0.1301389. Some of these frequencies were used by Maroulis et al. [46] for studying 

the frequency dispersion of dipole-dipole polarizabilities of P4. For adamantane, we 

have used the comparatively smaller basis set, DV0 [3s2p/2s][47]. The frequency-

dependent polarizabilities are reported for frequency range of 0.02 a.u. to 0.1 a.u by 

an interval of 0.02 a.u. These results are compared with dynamic dipole-quadrupole 

polarizabilities reported by Quinet et al. [24]  

 The finite temperature BOMD trajectories were calculated with the 

VWN/DZVP/A2 level of theory employing ADFT. For the P4 molecule, 7 

trajectories were recorded in a temperature range from 600-1200 K with an interval 

of 100 K. Each trajectory has a length of 100 ps and was recorded with a time step of 

1fs. For adamantane we have recorded 10 trajectories in a temperature range 

between 300 and 750 K with an interval of 50 K. Again we used a trajectory length 

of 100 ps with time steps of 0.5 fs. The temperature in the canonical BOMD 

simulations was controlled by a Nosé-Hoover chain thermostat [48, 49]. The dipole-

quadrupole polarizabilities were calculated along the recorded trajectories every 100 

fs. for both molecules. Due to the computational demand of dipole-quadrupole 

polarizabilities along the BOMD trajectories, we have chosen smaller basis sets for 

these calculations. The computational levels of dipole-quadrupole polarizability 

calculations along BOMD trajectories for P4 and adamantane were PBE/P0 

[6s5p2d]/GEN-A2* and PBE/DV0/GEN-A2*, respectively. 

 

5.4 Results and discussion 
When the molecule remains strictly in Td symmetry, the only non-zero 

component of dipole-quadrupole polarizability is septor component and the other 
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components vanish. For our 0K calculations, we assume Td symmetry of the 

molecule, thus the only average septor component survives and becomes equal to the 

average dipole-quadrupole polarizabilities. In fig. 5.1, the average septor 

components of P4 molecule calculated at 0K and at 1000 K are plotted against 

corresponding frequencies. As per our knowledge, the effect of frequencies on 

dipole-quadrupole polarizabilities of P4 has not been studied earlier either 

theoretically or experimentally. The rotationally invariant septor component of 

dipole-quadrupole polarizability involves 𝐴𝑥,𝑦𝑧 tensor elements and therefore these 

components can be compared with septor component at 0K. These calculations are 

performed using ADPT in combination with BOMD. MD trajectories are calculated 

at experimental temperature of 1000K. It can be seen from fig. 5.1 that the average 

septor components at 1000K are increasing smoothly with frequency. The static 

septor component at 0K is lower than the corresponding 1000K component nearly by 

7a.u. However, the difference between 0K and 1000K septor component is 

increasing with increase of frequencies. For the experimental frequency, 0.0885584 

a.u., 0K septor component is lower than 1000K component by ~9 a.u. For the highest 

frequency used in these calculations the difference between 0K and 1000K 

component is 18 a.u. The experimental 𝐴 obtained from depolarized collision 

induced light scattering measurement is 77±26 a. u. Theoretical value of average 

septor component of 𝐴𝑥,𝑦𝑧 at  0K is 227.09 a.u and the septor component at 1000K is 

235.859 a.u. The theoretical value of the average polarizability at 1000K is 236.211 

a u. The experimental value of 𝐴 can be converted into average polarizability for 

comparison with our theoretical result. Considering the experimental error bars our 

theoretical value of average polarizability matches well with experimental average 

polarizability component, 188.61±64 a.u. 

 The frequency dispersion results of dipole-quadrupole polarizabilities of 

adamantane molecules are presented in fig 5.2. Our results calculated with ADPT are 

compared with the results of Quinet et al.[24] Their calculations were performed at 

TDHF/DV0[3s2p/2s] level of theory. We have used the same basis set for our 

calculations so that both the methods can be compared for calculation of dynamic 

dipole-quadrupole polarizabilities. These are 0K polarizabilities therefore here we 

have plotted 𝐴𝑥,𝑦𝑧 component of dipole-quadrupole polarizability against the 

corresponding frequencies. A fig. 5.2 shows that the Dipole-quadrupole 
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polarizabilities are increasing with the frequencies. The static component of 𝐴𝑥,𝑦𝑧 is 

9.453175a.u. and at the highest frequency of 0.1 a.u. the component value becomes 

9.9368976a.u. Thus the increment of ~0.5 a.u. is observed which shows that the 

frequency does not affect the dipole-quadrupole polarizabilities of adamantane 

molecule to large extent.  The comparison between curves of ADPT and TDHF 

polarizabilities shows that qualitatively both methods behave identical. However, 

higher increments are observed for the ADPT polarizabilities.  The static dipole-

quadrupole polarizability of ADPT and TDHF differ nearly by 0.3 a. u. Both the 

methods are in excellent agreement with each other at 0.08 and 0.1 a.u. of frequency. 

DFT polarizabilities are lower than TDHF at frequency 0.08 a.u. and reverse is 

observed at 0.1a.u. The experimentally reported dipole-quadrupole polarizability 

component of adamantane is 102±7.8 a.u. Theoretical value of 𝐴𝑥,𝑦𝑧 calculated from 

various studies is one order of magnitude smaller than the experimental 

measurement. Thus our results clarify that the dispersion does not explain the huge 

difference observed between the experimental and theoretical value for adamantane. 

All the experimental polarizabilities are measured at higher temperatures, thus for 

direct comparison between the experimental and theoretical values the finite 

temperature effect has to be accounted in theoretical calculations. By using ADPT in 

combination with canonical BOMD temperature dependent static and dynamic 

polarizabilities can be calculated.   

 We report here the effect of temperature on dynamic dipole-quadrupole 

polarizabilites of P4 and adamantane. In table 5.1 and table 5.2, we report the 

rotationally invariant components of dynamic dipole-quadrupole polarizability of P4 

and adamantane respectively. The averages of deviator, dipolar and septor 

components along with average polarizability and standard deviation of 

polarizability are tabulated in the table. P4 results are calculated for temperature 

ranging from 600K to 1200K by an interval of 100K. Adamantane results are 

reported for 300K to 750K with an increment of 50K. It can be seen from the table 

5.1, that the dipolar and deviator components are increasing with increase of 

temperature. However, septor and average dipole-quadrupole polarizabilities are 

increasing up to 1100K and at 1200K it is giving slightly lower value than reported 

component at 1100K. Similarly, in case of adamantane all these components are 

increasing with temperature. However, compared to P4 higher increment is observed 
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for adamantane molecule. Difference between septor and average polarizability is 

less. Average dipole-quadrupole polarizability includes the effect of all the tensor 

components of at corresponding temperature. Average polarizability is increasing 

nearly by 18 a.u. when the temperature increases from 300 to 750, however, in case 

of P4 the value of this component is increasing by nearly 4 a.u. from 600-1200K. For 

the molecule of Td symmetry the dipolar component must be zero. The table 5.1 

shows that the dipolar contribution for P4 is ~3.4% of its average polarizabilities at 

600K as the temperature increases to 1200K it becomes ~5%. Hence, the assumption 

of Td symmetry for P4 molecule at higher temperature works well. As a result the 

experimental dipole-quadrupole polarizability of P4 molecules matches well with the 

theoretical value. On the other hand for adamantane molecule the dipolar component 

is nearly 40% of its average polarizability at 300K. Compared to P4 the dipolar 

contribution for adamantane is increasing faster with the temperature, it becomes 

50% of its average polarizability at 750 K.  Thus for adamantane the temperature 

effects are much more important than for P4. Our analysis shows that adamantane at 

elevated temperatures cannot be considered in Td symmetry. This might be the main 

source of error in the analysis of the experimental data. For comparison with our 

results calculated by ADPT, we convert this experimental value of 𝐴𝑥,𝑦𝑧 to average 

dipole-quadrupole polarizability and it gives value as 249±19.106 a.u. The 

theoretical value of the average polarizability and the average septor component 

calculated at experimental temperature (605 K) and frequency 0.0885584 a.u. are 

43.239 a.u. and 51.131 a.u. respectively.  The experimental value is very much 

different from our theoretical result. The inclusion of frequency and temperature 

effects do not raise theoretical polarizabilities to match the experimental results. 

Thus the interpretation of the experiment assuming only the 𝐴𝑥,𝑦𝑧 active component 

is not realistic for elevated temperatures.  

 

5.5 Conclusions 

In conclusion we have shown that the time dependent ADPT can be used for 

calculation of dynamic dipole-quadrupole polarizabilities. Using time dependent 

ADPT in combination with BOMD the simultaneous effect of temperature and 

frequency on dipole-quadrupole polarizability can be studied. Thus our 
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implementation facilitates the direct comparison between experimental and 

theoretical polarizabilities at given temperature and frequencies.  The methodology 

has been validated by calculation over the P4 and adamantane molecule. It has been 

seen that the average dipole-quadrupole polarizabilities of P4 increases with increase 

of frequency. Similarly, the frequency dispersion at experimental temperature has 

also shown the same trend. The inclusion of frequency and temperature has not 

affected the polarizabilities values of P4 to large extent. Hence, the dipole-

quadrupole polarizabilities of P4 are not significantly affected by frequency and 

temperature. The theoretical measurements are well within the experimental upper 

bound. The dispersion study of adamantane molecule has shown the similar trend as 

that of P4 molecules. The comparison of time dependent ADPT with TDHF for 

calculation dipole-quadrupole polarizabilities has shown the reliability of our 

approach. The dispersion results of ADPT and TDHF have shown the same 

qualitative behaviour. Even though, dipole-quadrupole polarizabilities of 

adamantane increase with the frequency, they do not increase to the extent to match 

the experimental results. Study of dispersion does not fully explain the reason of 

large discrepancy between experimental and theoretical values for adamantane 

molecule. The calculation of dynamic dipole-quadrupole polarizability at 

experimental frequency and the range of temperature have shown the interesting 

results for P4 and adamantane molecule. For analysing dipole-quadrupole 

polarizabilities along the BOMD simulation we have reported here the rotationally 

invariant tensors of third rank tensor for symmetric case. The analysis of these tensor 

components have shown that the answer for discrepancy lies in the symmetry 

distortion of the molecule at higher temperature. The difference between average 

polarizability and septor component tells about the symmetry distortion. The P4 

molecule remains more or less in Td symmetry at elevated temperature thus the 

assumption of Td symmetry for experimental evaluation of polarizabilities works 

well. However, the adamantane molecule no longer remains in Td symmetry at 

higher temperature. Thus, this might be the main source of error in the analysis of 

the experimental data. Our study clearly reveals the reasons for observed discrepancy 

of experimental and theoretical observations for adamantane molecule. On the other 

hand our calculations have demonstrated the potential of our methodology for 

calculation of dynamic dipole-quadrupole polarizabilities at higher temperatures. 

The ADPT implementation can be further extended for calculation of geometric 
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derivative of dipole-quadrupole polarizabilities. Both these quantities are directly 

involved in determination of vibrational Raman optical activity (VROA) [24, 50].  
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Fig.5.1: Frequency dependence of dipole-quadrupole polarizability (0K values 

converted to match the rotational invariant septor component) calculated at 0K and 

1000K (experimental temperature). Computational level of theory: 

ADPT/PBE/P0[6s5p2d]/GEN-A2*.   
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Fig.5.2: Frequency dependence of dipole-quadrupole polarizability (0K values 

converted to match the rotational invariant septor component) calculated at 0K and 

compared with results reported by Quinet et al.24 Computational level of theory: 

ADPT/PBE/DV0/GEN-A2*.   
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Table 5.1 P4: The rotational invariant components of dipole-quadrupole 

polarizability calculated along BOMD trajectories for various temperatures 

and experimental frequency of 0.0885584 a.u. (514.5 nm). Polariabilities are 

calculated at ADPT/PBE/P0 [6s5p2d]/GEN-A2* level of theory.   

 

T(K) 
Average 

Dipolar 

Average 

Deviator 

Average 

Septor 

Average 

Polarizability 

Standard 

Deviation 

Polarizability 

600 7.935 1.088 233.161 233.339 11.186 

700 8.764 1.139 234.459 234.674 12.847 

800 9.945 1.203 234.733 235.009 13.392 

900 10.040 1.276 235.685 235.962 13.758 

1000 11.354 1.324 235.859 236.211 14.442 

1100 12.151 1.502 236.727 237.150 16.393 

1200 12.217 1.657 236.558 236.970 15.987 
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Table 5.2 Adamantane(C10H16): The rotational invariant components of 

dipole-quadrupole polarizability calculated along BOMD trajectories for 

various temperatures and experimental frequency of 0.0885584 a.u. (514.5 

nm). Polariabilities are calculated at ADPT/PBE/P0 [6s5p2d]/GEN-A2*  

level of theory.   

T(K) 
Average 

Dipolar 

Average 

Deviator 

Average 

Septor 

Average 

Polarizability 

Standard 

Deviation 

Polarizability 

300 15.865 5.176 36.345 40.622 8.730 

350 17.711 5.649 36.903 42.045 9.020 

400 19.687 5.917 37.070 43.233 9.720 

450 20.625 6.277 38.991 45.426 9.894 

500 21.082 6.645 41.040 47.539 10.743 

550 22.902 7.107 41.322 48.775 10.995 

600 24.238 7.733 45.847 53.510 11.974 

650 25.500 7.735 45.353 53.761 12.121 

700 27.121 7.978 45.699 55.069 12.915 

750 29.462 8.363 48.219 58.463 13.725 
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CHAPTER 6 
 
Behaviour of density functional theory for 

electric response properties at distorted 

geometries of molecules 
 
 
Abstract: 

 

The role of exchange-correlation is well known for accurate calculations of electric 

response properties.  The exchange-correlation functional in density functional 

theory (DFT) has been well studied for ground state equilibrium geometry. However, 

the behaviour of these functionals in stretched geometries, where static correlation 

play an important role, has not been studied systematically, particularly for response 

electric properties.  Thus we present here the rigorous calculation of electric 

response properties at distorted geometries of the molecules. We have considered 

dipole polarizability and dipole quadrupole polarizability for description of role of 

static and dynamic correlation for electric response properties. The calculations are 

performed with NIA-CPKS method described in earlier chapters. These DFT results 

are compared with higher level ab initio methods, such as CCSD and fully correlated 

full CI. We have studied single, double and triple bonded systems at different inter-

nuclear separation. We report here the dipole-polarizability and dipole-quadrupole-

polarizability of HF, BH, H2CO, CO and NO+. We also present the effect of basis 

and functional on polarizability and dipole-quadrupole polarizability. 
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6.1 Introduction 
 The recent developments in theoretical and computational chemistry have 

made the study of large molecular systems possible. A lot of interest lies in 

determining structure and properties of systems such as clusters, nano-materials, bio-

molecules and periodic systems. DFT has proved to be a good tool for studying such 

systems efficiently and with reasonable accuracy. The theory is exact in principle for 

ground states and works well at low computational cost. Thus DFT has been applied 

broadly in solid state physics and material chemistry for understanding a wide range 

of phenomenon [1-2]. DFT has also been applied widely for electric and magnetic 

response properties [3-7]. Static and dynamic electric properties have been studied 

extensively during last few years [8-11]. A weak electric perturbation affects the 

electronic distribution of the molecule and it can be analyzed with the study of 

electric response properties. The newly introduced ADPT and NIA-CPKS are the 

two non-iterative methods developed for efficient calculation of response of electric 

perturbation within DFT [14, 15].  These two approaches have been implemented in 

the master version of deMon2k [16] software for dipole-dipole polarizability. Both 

the approaches are well tested for dipole-dipole polarizability calculations [17]. 

Recently, these approaches have been further extended for calculation of dipole-

quadrupole polarizabilities and their reliability has been verified by comparison with 

higher level ab initio methods [18]. Both the approaches have provided reasonably 

accurate and promising results in our earlier studies.  

 Electron correlation plays an important role in accurate description of 

binding energies and electric response properties of molecules and materials. 

Fundamentally DFT gives exact treatment of static and dynamic correlation [19–21]. 

Though DFT is exact in principle for ground state its success in actual calculation 

lies in proper formulation of exchange–correlation functional. For ground state 

equilibrium geometry, a systematic study of exchange-correlation functional has 

been made in recent years. It is well known from systematic ab initio quantum 

chemical theories that the ground state equilibrium geometry is dominated by 

dynamic electron correlation. From this, it can be surmised that there exists reliable 

functional in DFT, which describes dynamic correlation efficiently. However, it is 

not clear whether the same functionals of DFT can describe the degenerate or near-

degenerate states, open-shell systems, breaking of chemical bonds and strongly 
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correlated systems that are dominated by static correlation. Preliminary studies point 

to inadequacy of these functionals in representing static correlation leading to 

incorrect density and energy [22, 23]. The new functional has been developed to 

cover static correlation in DFT, but it is still beyond the practical application [24]. 

The single determinant picture of DFT fails to take into account the static 

correlation. Bally et al. have studied the potential energy curve for 𝐻2+ [25] with 

DFT method. The 𝐻2+ potential has showed local minimum at infinity, which should 

be exactly zero. This wrong behaviour of DFT method is due to the self interaction 

error [26, 27]. Additionally, DFT gives the incorrect description of dissociation limit 

of H2

In present chapter, we have considered single bonded, double bonded, triple 

bonded and charged molecules for our study. The polarizability, quadrupole 

polarizabilities have been calculated with our NIA-CPKS approach. Different 

functionals have been employed to observe the consequences of exchange 

correlation effect on these properties. For comparison the ab initio calculations are 

performed using full CI and CCSD method.  

 [28, 29] molecule and some ionic systems such as LiF [30–32]. However, 

fewer studies are available on behaviour of DFT for response electric properties of 

molecules [12, 33]. Thus, we present here rigorous calculation of dipole-dipole 

polarizability and dipole-quadrupole polarizability for a range of internuclear 

separation and careful analysis of behaviour of DFT for electric properties.  

 

6.2 Theory  
The dipole moment and dipole-dipole polarizability are the first and second 

derivatives of ground state energy with respect to electric field perturbation at zero 

field respectively. Similarly, dipole-quadrupole polarizability is the second 

derivative of energy with respect to electric field perturbation, 𝐹 and field 

gradient, 𝐹′ at their zero values. 

                                                                     𝜇𝑖 = −�
𝜕𝐸
𝜕𝐹𝑖

�
𝐹=0

                                            (6.1) 

                                                                  𝛼𝑖𝑗 = −�
𝜕2𝐸
𝜕𝐹𝑖𝜕𝐹𝑗

�
𝐹=0

                                      (6.2) 

                                                                𝐴𝑖,𝑗𝑘 = −�
𝜕2𝐸

𝜕𝐹𝑖𝜕𝐹𝑗𝑘
�
𝐹=0,𝐹′=0

                           (6.3) 



Chapter 6 DQ polarizabilties at distorted geometries of molecule 95 
 

According to Helmann-Feynman theorem, for the exact wavefunction and 

variational method, the first derivative of energy with respect to electric field is 

equal to the expectation value of the derivative of the Hamiltonian. For electric 

properties, derivative of energy is equal to expectation value of dipole moment 

operator. When the respective method used for the calculation is variational, then 

according to Wigner’s (2n+1) rule response up to 3rd order can be calculated from 

the 1st

 

 order response of wave function or density. The response properties can be 

calculated using various methods, such as perturbative method and field-dependent 

methods. The perturbative methods involve coupling of the excited states for 

example sum-over states (SOS), whereas field-dependent approaches involve the 

finite-field and coupled schemes which include CPHF method. In CPHF, 

Hamiltonian has field-dependence and coupled equations have an implicit 

dependence on the first-order response thus they need to be solved iteratively. When 

this approach is implemented in DFT it is known as coupled CPKS. This is the 

conventional approach used for calculation of first order response of the electric field 

perturbation. The bottleneck of this approach is the calculation of exchange-

correlation kernel derivative which makes it practically difficult to apply for large 

systems. In NIA-CPKS [12, 13], the derivative of KS matrix is calculated 

numerically, thus the calculation of functional derivative of Coulomb and exchange 

correlation is avoided and solution is obtained in single step. Once the perturbed 

coefficients are calculated from CPKS equation, the response density can be 

calculated. The components of dipole-dipole polarizability or dipole-quadrupole 

polarizability can be calculated by taking a trace of the perturbed density matrix and 

dipole or quadrupole integrals respectively. For the detailed discussion of the 

implementation of dipole-polarizability and dipole-quadrupole-polarizability, one 

can refer to previous chapters of this thesis.  

6.3 Computational details 

We present here the dipole-dipole polarizabilities and dipole-quadrupole 

polarizabilities of HF, BH, H2CO, CO and NO+ molecules for different internuclear 

separation. For HF and BH, polarizabilities are studied from 0.25Re to 2.5Re. In case 

of formaldehyde, bond is stretched up to 1.75Re and for triple bonded systems CO 

and NO+, values are reported up to 1.5Re. Here for diatomic molecule Re is the inter-
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nuclear distance at equilibrium geometry and for H2CO we defined Re as 

equilibrium bond length of double bond between carbon and oxygen. For H2CO, Re 

was taken to be 2.27334 a.u [34].  The inter-nuclear distance of single boned HF and 

BH have been taken as 1.7328 a.u.[35] and 2.3289 a.u. [36] respectively, whereas Re 

for triple bonded NO+ and CO was used as 2.132242 a.u.[37] and 2.00919 a.u. [38] 

respectively. All calculations have been done using centre of mass coordinate 

representation. Polarizabilities of BH calculated within DFT have been compared 

with finite-field (FF) full CI results and for other molecules comparisons have been 

made with results calculated through (FF) coupled perturbed singles and doubles 

(CCSD). Here, by finite-field full CI we mean polarizabilities calculated with full CI 

using finite difference of dipole moments at +0.001 a.u and -0.001 a.u. field values. 

Similar definition holds for (FF) CCSD. All DFT calculations have been carried out 

using NIA-CPKS implemented within deMn2k software. The benchmark full CI and 

CCSD calculations were performed using GAMESS [39]. Three different functionals 

and three different basis sets were used for the calculation. The functional chosen 

were local functional, VWN [40] and nonlocal PBE [41] and BLYP [42, 43]. We 

report here the polarizabilities of HF calculated with aug-cc-pVDZ, Sadlej and DZP 

basis set. Polarizabilities of BH molecule are calculated with cc-pVDZ basis. We 

have used Sadlej basis set for calculating polarizabilities of H2CO molecule. 

Polarizabilities of CO and NO+ are reported with cc-pVDZ and aug-cc-pVDZ basis 

respectively. Chosen basis sets are seen to be working well for the respective 

molecules. We have employed GEN-A2* [44] auxiliary basis for calculation along 

with all three functional. In our earlier work it has been observed that PBE functional 

with GEN-A2* basis works well for polarizability calculation [17].  Atomic units 

(a.u.) are used to define dipole-dipole polarizability and dipole-quadrupole 

polarizability throughout this chapter. Diatomic molecules were kept along z axis. 

For the formaldehyde molecule double bond was aligned along z axis and the 

molecule was kept in xz plane. Diatomic molecules are of C∞v symmetry and H2CO 

belongs to C2v point group symmetry. According to Buckingham [45] for molecules 

of C∞v symmetry there are two independent components of dipole-quadrupole 

polarizability viz Axzx and Azzz. Molecules of C2v symmetry have four independent 

components. Thus, we report here Ax,xz Ay,yz, Az,xx, Az,yy components for 

formaldehyde. The reported components of dipole-quadrupole polaizabilities are 

traceless quantities.  
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6.4 Results and discussion 

HF and BH molecule are studied thoroughly to understand the effects of 

exchange and correlation functional in determining dipole-dipole polarizability and 

dipole-quadrupole polarizability at different inter-nuclear separation. For these two 

small systems, we have compared the results with extensive ab initio calculations in 

different basis sets. Formaldehyde molecule has double bond between carbon and 

oxygen atom. It is an interesting molecule for spectroscopic studies and hence the 

study of electric properties of this molecule is of interest.  CO and NO+ are the 

simplest triple bonded molecules. CO is significant molecule in astrophysical studies 

of interstellar molecular clouds [48]. The effect of electron correlation plays key role 

in determining exact polarizabilities of CO. NO+

The DFT calculations are done with our recently developed NIA-CPKS 

approach. As stated in the introduction, this approach has been already validated for 

calculation of dipole-dipole polarizabilities and dipole-quadrupole polarizabilities 

[12,18]. The considered set of molecules has been studied enormously with different 

methods for equilibrium and distorted geometries. However, very few of these 

studies are on the behaviour of DFT for calculation of polarizability at different 

geometries. In fact, this study represents the first case of dipole-quadrupole 

polarizability of molecules at different inter-nuclear distances. As pointed out earlier, 

the static correlation becomes dominant in such cases.  

 is iso-electronic with CO, yet the 

electric polarizabilities of the two molecules are markedly different.  

Table 6.1 reports the dipole-quadrupole polarizability of HF molecule with 

aug-cc-pVDZ basis set. For both HF and BH we report the polarizabilities from 0.25 

Re to 2.5Re. The benchmarking of the DFT results of HF is done with CCSD results. 

It is seen from the table 6.1 that from 0.25Re to 1.75Re, dipole quadrupole 

polarizability components of HF, calculated from DFT, are in reasonable agreement 

with the CCSD values. The difference between CCSD and DFT polarizability 

increases progressively with increasing inter-nuclear distance from 2Re to 2.5Re. 

The CCSD absolute values of Axzx and Azzz components are generally lower than the 

DFT absolute value up to 1.5Re and 1.25Re respectively. Beyond this, the absolute 

values of both these components at CCSD level are larger than those at DFT level. 

However, we find interestingly for Azzz component, that at 2.5Re absolute value at 

CCSD level is again lower than DFT level. Similarly, at 0.25Re the trend of CCSD 
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and DFT for these two components is different. However, for 0.5Re values of CCSD 

and DFT are of opposite sign, showing the sensitivity of results to the nature of 

electron correlation. Within DFT, all the functionals behave more or less the same 

way. We have also reported the trend of Azzz component of dipole-quadrupole 

polarizability in Sadlej and DZP basis set. The qualitative results of Azzz component 

are given in fig. 6.1a and 6.1b. The CCSD results with Sadlej basis confirm the same 

type of nature observed for aug-cc-pVDZ basis set. For the DZP basis minima is 

observed for at 2.25Re which was not very clear in Sadlej and aug-cc-pVDZ basis 

sets. In case of DFT results, such nature is absent for Azzz

Dipole-dipole polarizabilities of HF and BH molecule were studied earlier 

with DZ, DZP and Sadlej basis set only up to 2R

 component.   

e [12, 34]. However, we have 

presented in this chapter the results beyond 2Re. The qualitative results of αxx and 

αzz component are plotted as a function of internuclear distance up to 2.5 Re, in fig. 

6.2a and fig. 6.2b respectively. These results were obtained using aug-cc-pVDZ 

basis set. The fig. 6.2a for αxx component shows that the DFT results are higher than 

the CCSD values from 0.25Re to 1.75Re. Around 2Re, these tend to get closer to 

CCSD results. Among the DFT functionals, BLYP functional is behaving better for 

αxx component at stretched internuclear distance of HF molecule. It is known from 

earlier ab initio results that between 2Re to 2.5Re αzz component of dipole-dipole 

polarizability shows a maximum. The same is observed in fig. 6.2b for CCSD results 

for αzz with maxima at 2.25Re. However, such maximum is missing for DFT results 

of αzz component. In table 6.2, we report αzz component of HF molecule calculated 

with Sadlej and DZP basis. For these basis sets relaxed extended (ECCSD) results 

were available in literature [49] and thus the benchmarking of DFT results is done 

with the ab initio results. DFT results are in agreement with the ECCSD results up to 

1.25Re, whereas, from 1.5Re to 2.5Re the discrepancy between DFT and ECCSD 

has been increased. DFT results are almost double the ECCSD at 2.5Re. The ECCSD 

results also show maxima between 2Re and 2.5Re

We have selected BH molecule for examining the trend of DFT 

polarizabilities with fully correlated method i.e. full CI. The calculations were 

 for Sadlej and DZP basis sets, 

however, for DFT results such maxima is absent even for Sadlej and DZP basis sets. 

This is due to the missing multireference effects in DFT, which are important at 

stretched geometry of the molecule. All three functionals are behaving relatively in 

same manner.  
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performed with cc-pVDZ basis set. The plots of Axzx and Azzz component of dipole-

quadrupole as a function of internuclear distance are given in fig. 6.3a and 6.3b 

respectively. It is observed from fig. 6.3a and fig 6.3b, that full CI result of Axzx 

component shows minima at 0.75Re and Azzz component shows maxima at 2Re. The 

minimum observed for Axzx component of compressed internuclear distance is 

generated correctly by DFT. For all stretched bond length, Axzx component using 

DFT is in closer agreement with CCSD results. From fig. 6.3b, it is seen that Azzz 

components calculated with full CI and DFT are overlapping perfectly up to 1.25Re. 

However, from 1.5Re to 2.5Re DFT and full CI results are extremely different from 

each other. Full CI results show maxima at 2Re. However, DFT values are 

monotonically increasing from 0.5Re to 2Re. fig. 6.4a and 6.4b gives αxx and αzz 

component of dipole-dipole polarizability respectively, as a function of internuclear 

separation. The dipole-dipole polarizability shows maxima at 0.5Re for αxx and at 

2Re for αzz. Among the three functionals, BLYP results for Axzx and αxx are closer to 

full CI polarizabilities and VWN is most away and this is observed clearly for 0.5Re 

to Re

  Tables 6.3 and 6.4 report four different components of dipole-quadrupole 

polarizabilities of formaldehyde molecule, viz. A

.  

xzx, Ayzy, Azxx, Azyy. All four 

components were calculated up to 1.75Re. For equilibrium bond distance, Re, DFT 

results are in good agreement with CCSD. In, for compressed and stretched C-O 

bond length, the agreement between DFT and CCSD results is poor. Exceptionally, 

for Axzx component DFT results are closer to the CCSD values from 1.25Re 

onwards.  Dipole-dipole polarizabilities of H2CO are reported in table 6.5. The DFT 

results of dipole-dipole polarizabilities are also in good agreement with CCSD at Re. 

At stretched bond length DFT results are seen to be in closer agreement with CCSD 

for αxx and αyy components. However, αzz component of polarizability DFT values 

are in poor agreement with CCSD at 0.25Re, 0.5Re and 1.5Re

Dipole-quadrupole polarizabilities and dipole-dipole polarizabilities of CO 

are reported in table 6.6 and table 6.7 respectively. We chose cc-pVDZ basis set for 

CO molecule. Our DFT results are compared with CCSD. Dipole-quadrupole 

. Choice of functionals 

does not have any significant effect on polarizabilities. All functionals provide 

similar trends. For dipole-dipole polarizabilities, PBE functional is giving better 

results than the other two functionals. The same is true for dipole-quadrupole 

polarizabilities. We had observed same in our earlier work.  
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polarizabilities do not show any kind of maxima or minima for CCSD as well as 

DFT. Axzx component is getting close to CCSD results at 1.5Re. The Azzz component 

from DFT studies is matching well with CCSD results for 0.75Re to 1.25Re. 

However, at 0.25Re and 1.5Re, DFT results are nearly 1.5 a.u. higher than CCSD. 

Dipole-dipole polarizabilities are also calculated with the same basis. The αxx 

calculated from CCSD is lower than of DFT, except for 0.5Re.  For 1.5Re DFT 

results are close to CCSD results for CO molecule. The αzz component calculated 

with DFT is very close to CCSD value for 0.5 Re to Re, whereas the difference 

between DFT and CCSD results increases gradually from 1.25Re onwards. The 

difference between CCSD and DFT polarizability is the highest at 1.5Re, which is 

roughly around 2.2 a. u. For NO+ molecule, we have chosen aug-cc-pVDZ basis set, 

which is known to be a good basis set for the charged systems. The dipole-

quadrupole polarizabilities and dipole dipole polarizabilities of NO+ are reported in 

table 6.8 and table 6.9 respectively.  Analogous to earlier observations dipole-

quadrupole polarizabilities from DFT are in good agreement with CCSD at 

equilibrium distance. The agreement between DFT and CCSD results is poor for 

Axzx component at compressed and stretched bond lengths. However, Azzz 

component is matching well up to Re and beyond Re at stretched bond lengths the 

difference between DFT and CCSD results is progressively increasing. Similarly, it 

is noted from table 6.9, that dipole-dipole polarizability results of DFT are matching 

well with CCSD at Re. PBE results are in better agreement with CCSD. For αxx 

component, DFT results are higher than CCSD for compressed internuclear 

distances, whereas at 1.25Re and 1.5Re CCSD and DFT results are showing much 

closer agreement. The DFT results of αzz component are higher than CCSD for 

0.5Re and 0.75Re. Re onwards CCSD results are higher than DFT. The difference 

between DFT and CCSD result increases from Re to 1.5Re, highest difference is 

observed at 1.5Re. In general higher level ab initio methods and DFT results of 

dipole-quadrupole and dipole-dipole polarizabilities are in good agreement with each 

other equilibrium bond distance, Re

 

, for all molecules. However for stretched 

internuclear distances, DFT failed to produce correct trend of dipole-quadrupole and 

dipole-dipole polarizabilities.  
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6.5 Conclusions 

In this chapter, we have presented a comprehensive study of the dipole-

quadrupole polarizability and dipole-dipole polarizability as a function of 

internuclear distance of the molecule. The polarizabilities calculated with DFT for 

all selected molecules are compared with ab initio results. In general for all 

molecules DFT results are in good agreement with higher level ab initio results near 

equilibrium distance. In case of HF molecule DFT results failed to produce the trend 

shown by CCSD results for dipole-quadrupole polarizabilities at stretched geometry. 

Dipole-dipole polarizabilities have shown the characteristic maxima along stretched 

bond length from CCSD calculations.  Such trend is absent in DFT calculations. The 

same is noticed from the comparison between ECCSD and DFT for dipole-dipole 

polarizability. Variation of the basis does not change the trend remarkably. It merely 

leads to shift of polarizability values. For BH molecule, our comparison between 

fully correlated full CI polarizabilities and DFT highlights the significance of 

electron correlation for determining electric properties. Similarly, for double bonded 

and triple bonded systems, the correlation effects play important role and this is clear 

from our observations for H2CO, CO and NO+

We have also studied the effect of different functionals. Among the three 

functionals i.e. VWN, PBE and BLYP, PBE shows closer agreement with CCSD and 

full CI results. This is in general true for all molecules. However, at stretched 

internuclear distance no functional is showing satisfactory results. These results 

indicate that while the existing DFT functionals describe dynamic correlation 

appropriately, these are unable to consider static correlation effects. Thus, DFT is 

unable to account the multireference effects which are significant for strongly 

correlated systems. Recently, efforts have been done to include the missing 

correlation by combining DFT with ab initio methods such as multi reference (MR) 

and CI [48-52]. Such method has been proved to be working excellent for describing 

energy and density of systems where static correlation effects are important [52-54]. 

To the best of our knowledge, such combined implementation of multi-reference and 

DFT methods has not been done for calculation of electric response properties. In 

near future, we aim to study the behaviour of such combined method for electric 

property calculation. We expect such implementation would lead to correct 

 molecule.  
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description of electric charge distribution of low lying excited states and open shell 

systems as well as breaking of chemical bond.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

Fig. 6.1: Dipole-quadrupole polarizabilities Azzz

 

 component (in a.u.) of HF molecule calculated with Sadlej and DZP basis. 
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Fig 6.2: Dipole-dipole polarizability (αxx and αzz

 

 components in a.u.) of HF molecule calculated with aug-cc-pVDZ basis set. 
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Fig 6.3: Dipole-quadrupole polarizability (Axzx and Azzz

 

 component in a.u.) of BH molecule calculated with cc-pVDZ basis. 
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Fig 6.4: Dipole-dipole polarizability (αxx and αzz

 

 component in a.u.) of BH molecule calculated with cc-pVDZ basis. 
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Table 6.5: Dipole-dipole polarizability (αxx, , αyy, and αzz components in a.u.) of 

H2

 

CO calculated with Sadlej basis set. 

 

R CCSD PBE BLYP VWN 

αxx 

0.5R 39.0835 e 45.1711 45.5139 46.3509 

0.75R 21.4087 e 24.4389 25.0645 24.8203 

R 17.6397 e 18.6775 19.0055 18.9713 

1.25R 18.1913 e 19.1347 19.3387 19.2501 

1.5R 19.5864 e 20.4541 20.6378 20.6467 

1.75R 20.7258 e 21.5436 21.8873 21.7621 

α

0.5R
yy 

12.9961 e 14.7552 14.7501 15.0376 

0.75R 10.9896 e 11.9052 12.0091 11.9825 

R 12.6302 e 13.1869 13.0977 13.1946 

1.25R 15.2292 e 15.6796 15.8382 15.6594 

1.5R 17.6122 e 17.8411 18.0592 17.7919 

1.75R 18.7842 e 19.3913 20.0983 19.3205 

α

0.5R

zz 

14.3390 e 16.1506 16.1796 16.3944 

0.75R 18.0182 e 19.5760 19.7552 19.7753 

R 22.2218 e 23.2344 23.6541 23.4099 

1.25R 29.3833 e 29.5416 30.1213 29.7370 

1.5R 40.3062 e 38.0035 37.8495 37.9803 

1.75R 51.1393 e 46.5293 47.6017 47.7805 
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CHAPTER 7 
 
 
Future work and the conclusions 
 
 
 
 
Abstract: 

 

This chapter focuses mainly on the future scope of the NIA-CPKS method. The 

methodology and the implementation of the NIA-CPKS, discussed so far were 

limited to the closed shell molecules only. The newer implementation of the NIA-

CPKS in SCP formalism facilitates further development of the method for open shell 

molecules. This implementation will make the NIA-CPKS more inclusive for 

calculation of static response properties. Further the derivative of dipole-dipole 

polarizabilities, dipole-quadrupole polarizabilities and electric–magnetic dipole 

polarizability with respect to normal coordinates can be calculated within deMon2k. 

In this chapter we have discussed the methodology for implementation of 

polarizability derivatives. We finally concluded the work presented in this thesis.  
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7.1 NIA-CPKS for open shell systems 
The open shell systems can be studied within DFT either with unrestricted Kohn-

Sham (UKS) or with restricted open shell Kohn-Sham (ROKS) approach. For UKS 

the total electronic density is represented as a sum of 𝛼 spin density and 𝛽 spin 

density.  

 

                                                           𝜌(𝑟) = 𝜌𝛼(𝑟) + 𝜌𝛽(𝑟)                                           (7.1) 

 

Both UKS and ROKS had been implemented in dMon2k. We mainly discuss here 

the way ROKS and UKS have been implemented in deMon2k.  As discussed in 

chapter1, within ADFT the auxiliary functions are used to fit the charge density. The 

auxiliary density is also separated into two spin densities contributions as above and 

from equation (1.36) of auxiliary density we get the following equation, 

  

                                        𝜌�(𝑟) = 𝜌�𝛼(𝑟) + 𝜌�𝛽(𝑟) = ��𝑥𝑘�
𝛼 + 𝑥𝑘�

𝛽�
𝑘�

𝑘�(𝑟)                     (7.2) 

Here 𝑥𝑘�
𝛼  and 𝑥𝑘�

𝛽 are spin polarized fitting coefficients which are obtained from 

separate fitting equations for 𝛼 𝑎𝑛𝑑 𝛽 densities. The spin polarized KS matrix is 

given as, 

                                 𝐾𝜇𝜈𝜎 = 𝐻𝜇𝜈 + �〈𝜇𝜈�𝑘��〉
𝑘�

�𝑥𝑘�
𝛼 + 𝑥𝑘�

𝛽 + 𝑧𝑘�
𝜎�                                  (7.3) 

The symbol 𝜎 represents the spin, either 𝛼 or 𝛽. In UKS, the two decoupled sets of 

KS equations are solved similar to unrestricted HF (UHF) method [1]. The 𝛼 and 𝛽 

Fock matrices are individually diagonalized and the solutions iterated until self-

consistency is achieved.  

For calculation of response properties within SCP theory for open shell case, 

the response of the spin polarized density matrix has to be calculated [2-8]. The spin 

polarised perturbed density is given as: 

                                           (𝑃𝜎)𝜆 = �
(𝒦𝜎)𝑖𝑎𝜆

𝜀𝑖𝜎 − 𝜀𝑎𝜎𝑖,𝑎

�𝑐𝑖𝜎𝑐𝑎𝜎
† + 𝑐𝑎𝜎𝑐𝑖𝜎

†
�                              (7.4) 

The perturbed KS matrix (𝒦𝜎)𝑖𝑎
(𝜆) is given in the molecular orbital representation 

as,                          
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                                                         𝒦𝜎
𝑖𝑎
(𝜆) = �𝑐𝜇𝑖𝜎  𝑐𝜇𝑖𝜎  𝐾𝜎

𝜇𝜈
(𝜆)

𝜇,𝜈

                                  (7.5) 

Within NIA-CPKS for UKS the perturbed KS matrix for each spin is calculated 

by finite difference method. Under this approximation the perturbed KS matrix in 

atomic orbitals is given as,  

                                       𝐾𝜎
𝜇𝜈
(𝜆) =  

𝐾𝜎
𝜇𝜈(+𝛥𝐹𝜆) −  𝐾𝜎

𝜇𝜈(−𝛥𝐹𝜆)
2 𝛥𝐹

                         (7.6) 

 

This perturbed KS matrix calculated from eq. (7.6) can be substituted in eq.  (7.5) to 

calculate the corresponding perturbed densities. The final perturbed density is 

obtained by adding corresponding perturbed densities of 𝛼 and 𝛽 spin. Once the total 

perturbed density matrix is calculated the dipole-dipole polarizability and dipole 

quadrupole polarizability components can be obtained from the trace of product of 

perturbed density matrix and respective moment integrals as shown in formula (3.4) 

and (3.5).  

The other method to deal with open shell systems is ROKS [6, 9, 10]. This is 

a DFT analogue of Roothaan's open-shell method for Hartree-Fock theory [11]. For 

ROKS implementation in deMon2k the 𝛼 and 𝛽 density matrices (and densities) are 

used as in the case of UKS case. However, these are built from only one set of MO 

coefficients. Thus the differences of these two matrices arise solely from the 

different occupation numbers. As a result, 𝛼 and 𝛽 Coulomb and exchange-

correlation fitting coefficients are calculated as for UKS. However, in contrast to 

UKS, only one KS matrix is diagonalized. This KS matrix is built from the 𝛼 and 𝛽 

Kohn-Sham matrices which are both generated in ROKS [12]. Thus only one set of 

coefficients is generated using this KS matrix. These coefficients are used to build 

the density matrix (and density) as described above. Thus for electric properties 

calculation only one perturbed KS matrix can be generated by finite-field method 

and thereby the perturbed density can be built for calculation of polarizabilities. The 

polarizabilities are calculated as per the trace formula. We can follow the same 

perturbation branch for NIA-CPKS scheme in which the ADPT [8] has been 

implemented for open-shell case except that the KS matrix is calculated directly by 

finite-field method. 
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7.2 Implementation and simulation of VROA in 

deMon2k 
The vibrational Raman optical activity is an important field of research due 

to its application in determination of the absolute configuration of chiral molecules 

and the enantiomeric excess of stereoisomer in a given enantiomeric mixture [13-

20]. Experimentally, the presence of enantiomer and enantiomeric excess in a 

mixture can be identified with optical rotation and circular dichroism [21]. These 

conventional techniques have practical difficulties and these methods are time 

consuming. Thus ROA has gained attention among all other spectroscopic 

techniques of studying the structural characteristics of molecule. Compared to NMR, 

ROA has a significant advantage in structural studies of biomolecules as the much 

shorter time scale is accessible here due to which short-lived conformers can also be 

investigated. In contrast to crystallographic methods, it is possible to study the 

molecules in an aqueous environment with the ROA technique. The first evidence of 

the scattering mechanism responsible for ROA was observed by Atkins and Barron 

[22]. In 1971, Barron and Buckingham presented the theoretical background for 

ROA phenomenon [23]. They defined the dimensionless circular intensity difference 

(CIDi) to describe the effect of scattering in VROA, which is given as,  

 

                                                              Δ =
𝐼𝑅 − 𝐼𝐿

𝐼𝑅 + 𝐼𝐿
                                                               (7.7) 

 

where 𝐼𝑅 𝑎𝑛𝑑 𝐼𝐿 are the scattered intensities in right- and left-circularly polarized 

incident light respectively. For a sample of randomly oriented molecules, the 

expressions for CIDi of forward and backward Rayleigh (elastic) scattering are  
 

                                 Δ(0°) =
4[45𝛼𝐺′ + 𝛽(𝐺′)2 − 𝛽(𝐴)2]

𝑐[45𝛼2 + 7𝛽(𝛼)2]                                        (7.8) 

and 

                                    Δ(180°) =
24 �𝛽(𝐺′)2 + 1

3𝛽(𝐴)2�
𝑐[45𝛼2 + 7𝛽(𝛼)2]                                           (7.9) 

 
The isotropic and anisotropic invariants defined in above equations are given as, 
 

                                        𝛼 =
1
3
𝛼𝛼𝛼 𝑎𝑛𝑑 𝐺′ =

1
3
𝐺𝛼𝛼′                                                    (7.10) 
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                                𝛽(𝛼)2 =
1
2
�3𝛼𝛼𝛽𝛼𝛼𝛽 − 𝛼𝛼𝛼𝛼𝛽𝛽�                                                (7.11) 

 

                                  𝛽(𝐺′)2 =
1
2
�3𝛼𝛼𝛽𝐺𝛼𝛽′ − 𝛼𝛼𝛼𝐺𝛽𝛽′ �,                                            (7.12) 

 

                                   𝛽(𝐴)2 =
1
2
𝜔𝛼𝛼𝛽𝜀𝛼𝛾𝛿𝐴𝛾,𝛿𝛽                                                         (7.13) 

 

where 𝜀𝛼𝛾𝛿 is the Levi–Civita tensor (the unit third-rank antisymmetric tensor). In 

the above equations, 𝛼 is the electric dipole–dipole polarizability, 𝐺 ′ is the linear 

polarization of the electric dipole moment by the magnetic field component of the 

incident light (the electric dipole–magnetic dipole polarizability), and A is the 

electric dipole–quadrupole polarizability. The definition and the formula to evaluate 

𝛼 𝑎𝑛𝑑 𝐴 have been already specified in earlier chapters of this thesis. The elements 

of the electric dipole–magnetic dipole polarizability tensor can be defined either with 

respect to the electric dipole moment or the magnetic dipole moment as [24], 

                                                𝐺𝑖,𝑗′ (−𝜔,𝜔) =
𝜕𝜇𝑖

𝜕𝐵𝑗(𝜔)
                                                    (7.14) 

 

                                                                     =
𝜕𝑚𝑖

𝜕𝐹𝑗(𝜔)
                                                      (7.15) 

And it can be calculated by the trace formula, 

                                   𝐺𝑖,𝑗′ (−𝜔,𝜔) = −𝑇𝑟 �𝑃𝑖
(𝜆)(−𝜔) ∙ 𝒎𝑗�                                        (7.16) 

                                   𝐺𝑖,𝑗′ (−𝜔,𝜔) = −𝑇𝑟�𝝁𝑖 ∙ 𝑃𝑗
(𝜅)(𝜔)�                                             (7.17) 

where  𝑃𝑖
(𝜆)𝑎𝑛𝑑 𝑃𝑗

(𝜅)  is the first order derivative of the density matrix with respect to 

electric field and magnetic field respectively. 𝒎𝑗 represents the component of 

magnetic dipole moment integrals  and electric 𝝁𝑖 the electric dipole moment 

integrals.  

The CIDi mentioned in equation (7.8 and 7.9) account for the Rayleigh 

scattering of the incident light. The CIDi arising from the Raman scattering, are 

determined by the vibrational transition moments. These transition moments are 

generated due to the interaction of scattered light with molecular vibrations, inducing 

excitations or de-excitations in the different vibrational modes of the molecule. The 

transition moments can be represented as follows,  
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                   �𝜈0𝑝�𝛼𝛼𝛽�𝜈1𝑝��𝜈1𝑝�𝛼𝛼𝛽�𝜈0𝑝� =
1

2𝜔𝑝
�
𝜕𝛼𝛼𝛽
𝜕𝒬𝑝

��
𝜕𝛼𝛼𝛽
𝜕𝒬𝑝

�                          (7.18) 

 

                    �𝜈0𝑝�𝛼𝛼𝛽�𝜈1𝑝��𝜈1𝑝�𝐺𝛼𝛽′ �𝜈0𝑝� =
1

2𝜔𝑝
�
𝜕𝛼𝛼𝛽
𝜕𝒬𝑝

��
𝜕𝐺𝛼𝛽′

𝜕𝒬𝑝
�                         (7.19) 

 

              �𝜈0𝑝�𝛼𝛼𝛽�𝜈1𝑝��𝜈1𝑝�𝜀𝛼𝛾𝛿𝐴𝛾𝛿𝛽�𝜈0𝑝� =
1

2𝜔𝑝
�
𝜕𝛼𝛼𝛽
𝜕𝒬𝑝

� 𝜀𝛼𝛾𝛿 �
𝜕𝐴𝛾𝛿𝛽
𝜕𝒬𝑝

�          (7.20) 

 

Where, 𝜈0𝑝𝑎𝑛𝑑 𝜈1𝑝are the vibrational ground and excited-state wave functions 

respectively, for mode 𝑝 and the corresponding normal coordinate 𝒬𝑝. 𝜔𝑝is the 

harmonic frequency.  Thus the transition moments can be calculated from the 

geometric derivatives of the three tensors 𝛼,𝐴 𝑎𝑛𝑑 𝐺 ′. [25, 26], 

 The above discussion highlights the importance of the electric dipole-dipole 

and dipole-quadrupole polarizabilities for the study of VROA spectra. In recent 

years, attempts are made to investigate VROA with ab initio techniques. The first 

HF level calculations of molecular tensors significant in determining ROA 

intensities were carried out by Amos et al. [27]. Using the static approximation of 

Amos et al. CIDis observed in ROA spectra were reported by Polavarapu [28]. This 

was the first complete theoretical study of ROA. Some studies have reported results 

calculated with correlated methods such as MCSCF wave functions [29]. An 

analytical method for evaluating the derivatives of polarizabilities at TDHF level 

was presented by Quinet and Champagne [30]. The methods have also been 

developed using TDDFT for calculation of ROA intensities for some small 

molecules [31, 32]. The theoretical simulation of VROA spectra is time consuming 

and the calculations demand reasonable accuracy. Thus there is a need for efficient 

methodology for calculation of ROA CIDi for realistic molecules which overcome 

the practical difficulties of experimental methods. The main challenge in simulation 

of the VROA spectra is efficient and accurate calculation of polarizabilities and their 

geometric derivatives. We have already discussed the implementation NIA-CPKS 

method for calculation of static dipole-dipole polarizabilities and dipole-quadrupole 

polarizabilities. It has been observed that the method is reasonably accurate and 

efficient and hence can be applied for large molecules. However, calculation of 
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VROA spectra requires the dynamic polarizabilities, which can be calculated with 

ADPT method. Thus the VROA spectra can be calculated by implementing the 

methodology to calculate the geometric derivatives of these polarizabilities within 

deMon2k. The components of the dipole-dipole and dipole-quadrupole 

polarizabilities can be calculated with ADPT method at given experimental 

frequency. Similarly, it is possible to calculate the electric dipole–magnetic dipole 

polarizability using equation (7.16). The first order perturbed density matrix is 

generated for calculation of dipole-dipole and dipole-quadrupole polarizabilities and 

magnetic dipole integrals are available in deMon2k. Hence, it is easy to implement 

electric-magnetic dipole polarizability with ADPT. For calculation of geometric 

derivatives of these polarizabilities, it is more convenient to calculate the derivatives 

with respect to Cartesian coordinates first and then transform them into normal 

coordinates. The derivative of 𝛼,𝐴 𝑎𝑛𝑑 𝐺′ with respect to atomic Cartesian 

coordinate 𝑎 is given as, 

 

                                                         𝛼𝑖𝑗𝑎 (−𝜔,𝜔) =
𝜕𝛼𝑖𝑗(−𝜔,𝜔)

𝜕𝑎
                                 (7.21) 

                                                     𝐴𝑖,𝑗𝑘𝑎 (−𝜔,𝜔) =
𝜕𝐴𝑖,𝑗𝑘(−𝜔,𝜔)

𝜕𝑎
                               (7.22) 

                                                   𝐺′𝑖,𝑗𝑘
𝑎 (−𝜔,𝜔) =

𝜕𝐺′𝑖,𝑗𝑘(−𝜔,𝜔)
𝜕𝑎

                              (7.23) 

The geometric derivative of these polarizabilities can be calculated numerically by 

small geometric distortion. The central difference formula with suitable step size can 

be used for derivative calculation of each component of polarizability. 

 

                                              𝛼𝑖𝑗𝑎 (−𝜔,𝜔) =
𝛼𝑖𝑗(+𝛥𝑎) −  𝛼𝑖𝑗(−𝛥𝑎)

2 𝛥𝑎
                         (7.24) 

The values +𝛥𝑎 and −𝛥𝑎 in the parentheses denote the symmetrically chosen 

coordinate value and 𝛥𝑎 is the magnitude of the geometric displacement. Other two 

derivatives given in equation (7.22) and (7.23) can be obtained using same formula. 

Similarly, the derivatives of static polarizabilities obtained from NIA-CPKS can be 

calculated. The static polarizability derivatives calculated from NIA-CPKS and 

ADPT can be compared to test the exactness of the implementation. The method can 

be validated by the assessment of these results with higher level results. Thus 

progressively we can develop a methodology for simulation of VROA spectra. 
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7.3 Conclusions 
 In this thesis we discussed the electric repose properties in detail. We 

presented here the new method for efficient calculation of dipole-dipole and dipole-

quadrupole polarizabilities. This approach can be further extended for calculation of 

non-linear response properties such as hyperpolarizability. Our method can be 

applied to lager systems; hence, it is possible to study the NLO properties of some 

experimentally important molecules. The results of polarizabilities presented here 

have validated our method for calculation of reasonably accurate values. In first 

chapter we have defineded the electric response properties and a brief overview of 

the literature have been presented. We have also discussed various electronic 

structure methods available for calculation of various properties. In chapter 1, we 

have focussed on the methods which have been used for this work. In our discussion 

we have emphasised mainly on DFT. The structure of the deMon2k program and the 

LC-GTO approach has been discussed in detail. The earlier implementation of NIA-

CPKS and ADPT formalism for calculation of electric response properties have been 

presented in this chapter. The chapter ends with the short discussion on MD 

simulation and property calculation within MD. In chapter 2 we have reported 

dipole-polarizabilities for azoarene molecule and its di-substituted derivatives. The 

aim of this chapter is to validate our implementation and compare the NIA-CPKS 

and ADPT method. We have successfully produced the trend of the polarizabilities 

supposed to be observed for these push-pull systems, hence both the methods have 

been validated. Chapter3 is more technical chapter where the newer implementation 

of the NIA-CPKS version of SCP for calculation of dipole-dipole and dipole-

quadrupole polarizabilities has been given described. The newer implementation of 

the NIA-CPKS has been validated by calculation of dipole-quadrupole 

polarizabilities of tetrahedral molecules, these results are reported in chapter 4. In 

chapter 5, we have presented thorough study of temperature and frequency effects on 

dipole-quadrupole polarizabilities of the P4 and admantane molecule. The effect of 

temperature for accurate calculation of dipole-quadrupole polarizability of 

adamantane molecule has been highlighted by our calculation. In chapter 6, we have 

discussed results of the dipole-dipole polarizabilities and dipole-quadrupole 

polarizabilities at distorted geometries calculated using various functionals. We have 

argued here the need of better functional or the new methodology such as MR-DFT 
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to take into account the static correlation for calculation of electric response 

properties of the molecules at distorted geometries. In present chapter we have 

discussed the methodology for extending our NIA-CPKS implementation for open-

shell molecules. The implementation of polarizability derivatives using ADPT 

method will facilitate the simulation of VROA spectra within deMon2k. 
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Appendix A 

 
 

 

Input I : Calculation of dipole-quadrupole polarizability using NIA-

CPKS within deMon2k. 
 

TITLE Dipole-quadrupole polarizability componenents of P4 
# 
GRID FIXED 
AUXIS (GEN-A2*) 
VXCTYPE PBE 
POLARIZABILITY NIACPKS DQ FFS=0.001 
SCFTYPE CDF=1.E-7 TOL=1.E-9 
MATINV ANALYTICAL DIA TOL=1.E-12 
# 
BASIS (aug-cc-pVDZ) 
# 
END 
GEOMETRY  ANGSTROM 
P  -0.776334   0.776334  -0.776334 
P   0.776334  -0.776334  -0.776334 
P  -0.776334  -0.776334   0.776334 
P   0.776334   0.776334   0.776334 

 

 

Note: For calculation dipole-dipole polarizability keyword DQ should be replaced 

by DD.  
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Input II : Calculation of dipole-quadrupole polarizability using ADPT 

within deMon2k. 
 
 
 
TITLE Dipole-quadrupole polarizability componenents of P4 
# 
GRID FIXED 
AUXIS (GEN-A2*) 
VXCTYPE PBE 
POLARIZABILITY DQ w=0.088558 
SCFTYPE CDF=1.E-7 TOL=1.E-9 
MATINV ANALYTICAL DIA TOL=1.E-12 
# 
BASIS (aug-cc-pVDZ) 
# 
END 
GEOMETRY  ANGSTROM 
P  -0.776334   0.776334  -0.776334 
P   0.776334  -0.776334  -0.776334 
P  -0.776334  -0.776334   0.776334 
P   0.776334   0.776334   0.776334 
 

 

Note: Frequency value (w) is in atomic unit. 
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Input III : Calculation of MD trajectories within deMon2k. 

 

 
Title P4 BOMD with VWN  
# 
LPCONSERVE ON 
VISUALIZE MOLDEN MD 
VELOCITIES RANDOM LP=0 T=1000 
BATH NOSE NHC=3 FREQ=1500 T=1000 
DYNAMICS STEP=1.0 MAX=100000 INT=10 
# 
# Optimized Z-Matrix coordinates 
# 
END 
GEOMETRY  ANGSTROM 
P  -0.776334   0.776334  -0.776334 
P   0.776334  -0.776334  -0.776334 
P  -0.776334  -0.776334   0.776334 
P   0.776334   0.776334   0.776334 
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Input IV: Calculation of dynamic dipole-quadrupole polarizabilities 

along MD trajectories using ADPT within deMon2k. 
 
 
 
 
TITLE pole-quadrupole polarizability along MD trajectory for 
P4 
# 
GRID FIXED 
AUXIS (GEN-A2*) 
POLARIZABILITY DQ w=0.088558 
SCFTYPE CDF=1.E-7 TOL=1.E-9 
VXCTYPE PBE 
MATINV ANALYTICAL DIA TOL=1.E-12 
SIMULATION CALCULATE POLARIZABILITY INT=100 
# 
BASIS (aug-cc-pVDZ) 
# 
# 
END 
GEOMETRY  ANGSTROM 
P  -0.776334   0.776334  -0.776334 
P   0.776334  -0.776334  -0.776334 
P  -0.776334  -0.776334   0.776334 
P   0.776334   0.776334   0.776334 
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