
HOW DO IONIC LIQUIDS

AND AQUEOUS MEDIA

PROMOTE ORGANIC REACTIONS?

A THESIS SUBMITTED TO THE

UNIVERISTY OF PUNE

FOR THE DEGREE OF

DOCTOR OF PHILOSOPHY

(IN CHEMISTRY)

BY

SHRAEDDHA S. TIWARI

PHYSICAL CHEMISTRY DIVISION

NATIONAL CHEMICAL LABORATORY

PUNE - 411008

INDIA

Dr. ANIL KUMAR
(RESEARCH GUIDE)

FEBRUARY 2009



DECLARATION

I hereby declare that the work incorporated in the thesis entitled “How do

Ionic Liquids and Aqueous Media Promote Organic Reactions?” sub-

mitted for the degree of Doctor of Philosophy to the University of Pune, has been

carried out by me at the Physical Chemistry Division, National Chemical Labo-

ratory, Pune from August, 2004 to February, 2009 under the supervision of Dr.

Anil Kumar (Research Guide). The work is original and has not, in full or in part,

formed the basis for the award of any degree, diploma, associateship, fellowship,

titles in this or any other University or other institution of higher learning. I fur-

ther declare that the results presented in the thesis and the considerations made

therein contribute to the advancement of knowledge in the field of Chemistry, in

general and to the field of solvent effects, in particular.

Shraeddha Tiwari

Date:

Place: Physical Chemistry Division,

National Chemical Laboratory

Pune - 411008



.

CERTIFICATE

Certified that the work incorporated in the thesis entitled “How do Ionic

Liquids and Aqueous Media Promote Organic Reactions?” submitted by

Ms. Shraeddha Tiwari for the degree of Doctor of Philosophy to the University

of Pune, was carried out by the candidate under my supervision in Physical

Chemistry Division, National Chemical Laboratory, Pune. Such material as has

been obtained from other sources has been duly acknowledged in the thesis.

Dr. Anil Kumar

(Research Guide)

Date:

Place: Physical Chemistry Division,

National Chemical Laboratory

Pune - 411008





Contents

Acknowledgements iv

Abstract vi

List of Abbreviations xiii

List of Symbols xiv

1 Introduction 1

1.1 The quest for the “ideal solvent” . . . . . . . . . . . . . . . . . . 2

1.2 Definitions of solvation and solvent effect . . . . . . . . . . . . . . 4

1.3 Origin of solvent effect . . . . . . . . . . . . . . . . . . . . . . . . 5

1.4 Thermodynamic representation of solvent effects . . . . . . . . . . 7

1.5 Modeling solvent effects . . . . . . . . . . . . . . . . . . . . . . . 8

1.5.1 Modeling with physical properties of solvent . . . . . . . . 9

1.5.2 Modeling with empirical properties of solvent . . . . . . . 10

1.5.3 Computational modeling . . . . . . . . . . . . . . . . . . . 10

1.6 Solvent effects in “green” solvents . . . . . . . . . . . . . . . . . . 11

1.6.1 Water and aqueous solutions . . . . . . . . . . . . . . . . . 11

1.6.2 Ionic liquids . . . . . . . . . . . . . . . . . . . . . . . . . . 16

1.7 Solvent effects on Diels–Alder reaction . . . . . . . . . . . . . . . 19

1.8 Solvent effects on Wittig reaction . . . . . . . . . . . . . . . . . . 23

1.9 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2 Aims and Objectives 26

i



CONTENTS

3 Solvent Friction in Ionic Liquids as a Rate–Controlling Factor 29

3.1 Water or ionic liquids: which is better? . . . . . . . . . . . . . . . 30

3.1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.1.2 Experimental section . . . . . . . . . . . . . . . . . . . . . 31

3.1.3 Results and discussion . . . . . . . . . . . . . . . . . . . . 31

3.1.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.2 Viscosity depedence of an intramolecular Diels–Alder reaction . . 36

3.2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.2.2 Experimental section . . . . . . . . . . . . . . . . . . . . . 37

3.2.3 Results and discussion . . . . . . . . . . . . . . . . . . . . 39

3.2.4 Theoretical discussion - Kramers theory . . . . . . . . . . 45

3.2.5 Effective friction or microviscosity . . . . . . . . . . . . . . 48

3.2.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . 54

3.3 Viscosity dependence of bimolecular reactions . . . . . . . . . . . 55

3.3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.3.2 Experimental section . . . . . . . . . . . . . . . . . . . . . 55

3.3.3 Results and discussion . . . . . . . . . . . . . . . . . . . . 56

3.3.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . 65

4 Salting Effects for the “on water” Wittig reaction: Hydropho-

bicity at the Interface 68

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4.2 Experimental section . . . . . . . . . . . . . . . . . . . . . . . . . 70

4.3 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . 71

4.3.1 Temperature dependence of salting effect . . . . . . . . . . 71

4.3.2 Reaction in homogeneous bulk or “on water” . . . . . . . . 78

4.4 Role of solubility . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

4.4.1 Ion effects at the interface . . . . . . . . . . . . . . . . . . 86

4.4.2 Urea at the interface . . . . . . . . . . . . . . . . . . . . . 90

4.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

5 Interfacial Reactivity and Stereoselectivity of “on water” Reac-

tions in the Presence of Alcoholic Cosolvents 92

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

5.2 Experimental section . . . . . . . . . . . . . . . . . . . . . . . . . 95

ii



CONTENTS

5.3 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . 96

5.3.1 Theoretical framework . . . . . . . . . . . . . . . . . . . . 96

5.3.2 Interfacial reactivity of “on water” reactions . . . . . . . . 100

5.3.3 Selectivity at the interface . . . . . . . . . . . . . . . . . . 108

5.3.4 Macrokinetic analysis of interfacial selectivity . . . . . . . 111

5.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

6 Conclusions 115

Appendices 118

A NMR Spectra of Ionic Liquids 118

B NMR and GC data 121

C Literature for physicochemical properties of binary mixtures 125

D List of Publications 127

E Posters and Oral Presentations 129

References 130

iii



Acknowledgements

“Gratitude is the least articulate of the emotions, especially when it

is deep.” - Felix Frankfurter

Any human accomplishment is the culmination of numerous contributions and

endeavors. The present thesis is no exception. I take this opportunity to thank

the special people whose kind support was the reason I could complete the task

with confidence.

I express my heartfelt gratitude for my research guide, Dr. Anil Kumar for

his constant advice and encouragement. He taught his students to develop an eye

for technical details, an open mind for analyzing the problem from novel perspec-

tives and the skill to organize and present the results in a meticulous manner.

His friendly demeanor coupled with his high expectations from his students incul-

cated a healthy professional attitude in us. His expertise in the subject, energetic

presence and ambitious approach is and will always continue to be a source of

inspiration for me.

I sincerely acknowledge Dr. Sourav Pal (Head, Physical Chemistry Division)

and Dr S. Sivaram, (Director, NCL) for providing the infrastructure and facilities

for my research. Valuable suggestions ad encouragement from Dr. Sourav Pal,

Dr. S. B. Halligudi, Dr. C. S. Gopinath, Dr. Vijaymohanan and Prof. D.

D. Dhavale are gratefully acknowledged. Thanks are also due to our divisional

staff Shri Dipak Jori and Shri S. F. Punekar for their willing cooperation. I am

grateful to Dr. B. M. Khanna and Shri Vivek Rane (CMET) for their technical

support with the compound characterization.

I have learnt a lot about the experimental techniques and theoretical aspects of

the subject from Diganta Sarma, Suvarna Deshpande and Sanjay Pawar. I shall

always cherish the comforting and jovial presence of Suvarna, Diganta, Nagesh

and Saritha in the lab, even during the lean phases of my work. I am fortunate to

have cheerful labmates like Geetanjali, Shabana, Sumit and Satpute. I had very

few but extremely enriching interactions with my seniors Rohini and Pramod, who

were the source of invaluable experience and inspiration.

On the personal front, I owe more than words can express to my teachers Dr.

S. Mashraqui, Dr. V. Karnik, Dr. V. Ajgaonkar and Dr. Sushama Lele, who

iv



Acknowledgements

taught me the subject and the right philosophy of life. There have been other teach-

ers, too who have influenced me profoundly and molded my personality. Although

I do not mention their names explicitly, I will be forever indebted to them.

My stay in NCL would not have been so heartening and special without the

presence of my friends. Over the years, we shared our joys and disappointments,

hopes and anxieties. The times I spent with Suman, Manaswini, Roopa, Divya,

Dibyadarshini, Ashwini, Anu, Ankur, Bibhasda, Bibhuti (who encouraged me to

use LATEXfor writing this thesis), Dipti, Anie, Sivaram, Rahul, Meera, Debashish

G., Nazrul, Sofia, and Sridevi will always evoke fond memories in my heart.

My friends Kannan, Niranjan, Mandar, Sneha, Bhalchandra, Mahima, Nagrajan

and Bhaskar recreated the amicable atmosphere in our division and were always

a pleasure to interact with. I am also grateful to my friends Arun Agarwal, Arun

Sharma, Anthea, Padma, Meenakshi, Prachi, Amrita, Deepa and Pawan, who

not only kept in touch despite the geographical distances, but also helped me to

see the positive side of things.

Finally, I thank my family, which has been the pillar of my strength and

determination. The unflinching faith of my grandparents Dada, Amma and my

mother in my abilities and their generous patience kept me going through the most

difficult times. I am fortunate to have Mausi, Mausaji and Sameer as my home-

away-from-home in Pune. My sister Shweta has always been a friend, confidante

and source of joy.

I conclude in complete agreement with J. F. Kennedy when he said that ‘As

we express our gratitude, we must never forget that the highest appreciation is

not to utter words, but to live by them.’

v



Abstract

HOW DO IONIC LIQUIDS AND AQUEOUS MEDIA
PROMOTE ORGANIC REACTIONS?

The present thesis is an attempt to understand the origin of the remarkable

rate accelerations and enhanced stereoselectivities in water, aqueous salt solu-

tions and ionic liquids. The results have been analyzed from a physical–organic

perspective to delineate the contributions from the different solvent properties to

the observed variations in reactivity and selectivity. The observations and the

conclusions derived from such analyses have highlighted some important correla-

tions between the physicochemical properties of the medium and the quantita-

tive/qualitative outcome of the reactions. The thesis consists of six chapters.

A critical literature survey of the physical–organic studies on the solvent ef-

fects in carbon-carbon bond forming reactions, in particular the Diels–Alder re-

action and the Wittig reaction, is described in Chapter 1. A brief introduction

to the terminology of solvent effects is followed by the detailed discussion of the

various methods used to study and quantify the solvent effects. The various

aspects of hydrophobicity, including hydrogen-bonding and cohesive forces have

been discussed. Particular attention has been paid to the length–scale depen-

dence of hydrophobicity and the resulting thermodynamic signatures have been

noted in brief. The history, evolution and the scope of applications of ionic liq-

uids has been briefly reviewed. The current status of the molecular picture of

ionic liquids is also discussed critically. The attempts to quantitatively study

the influence of ionic liquids on the reactivity or selectivity have been discussed

critically. The literature survey thus helped in identifying the potential areas of

investigation which would lead to important and interesting outcomes.

The objectives of the planned research, based on the literature survey of the

solvent effects, have been ennumerated in Chapter 2. The principal approach

employed for studying the solvent effects has also been described in brief.

The role of solvent friction in determining the rate of organic reactions is the

focus of the work described in Chapter 3. The chapter is further divided into

three sections, on the basis of the reactions and the solvent media studied.
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Abstract

A comparative kinetic study of three simple Diels–Alder reactions involving

cyclopentadiene 1 with methyl acrylate 2a, ethyl acrylate 2b and butyl acrylate

2c both in water and imidazolium-based ionic liquids under identical conditions

has been studied in Section 3.1 (Scheme 1). The experimental data presented

clear evidence that water can act as a more powerful solvent than the ionic liquids,

as far as Diels–Alder reactions are concerned. This preliminary investigation

suggested that the role of viscosity of the ionic liquids was crucial since the rate

constants for all three reactions decreased with the increase in the viscosity of

ionic liquids. Most importantly, the reults proved that water was definitely the

solvent of choice for carrying out Diels–Alder reactions, as compared to ionic

liquids.

The work presented in Section 3.2 was aimed at understanding the role

of viscosity or solvent friction in ionic liquids for an intramolecular Diels-Alder

(IMDA) reaction of (E)-1-phenyl-4-[2-(3-methyl-2-butenyloxy) benzylidene] -5-

pyrazolone (6) in a series of pyridinium - based ionic liquids (Scheme 2). The

rates of the reaction decreased with the increasing viscosity of the ionic liquids.

The lower viscosities of the bis(trifluoromethylsulfonyl)imide [NTf2]
− based ionic

liquids as compared to those based on tetrafluoroborate [BF4]
− anion failed to

induce a corresponding acceleration in the rates of the IMDA reaction. The

results were analyzed on the basis of the current theoretical models and their

failure to account for the observed trends was discussed in terms of ‘effective’

viscosity or microviscosity. As evident from the anionic effect, the solute–solvent

specific interactions also played an important role in governing the kinetics of the

reaction. These contradictory results indicated that solvent microviscosity, rather
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than the bulk macroscopic viscosity, should be the criteria for selecting the ionic

liquids as reaction media.

The comparison of the effect of solvent friction on a bimolecular reaction with

that on the intramolecular reaction was reported in Section 3.3. The bimolecular

reaction chosen for the comparison was the Diels–Alder reaction of anthracene-

9-carbinol (8) with N -ethyl maleimide (9) in a series of pyridinium-based ionic

liquids (Scheme 3). The experimental results were compared with those predicted

on the basis of the existing theoretical models.

An unusual variation with temperature of the salt effects for “on water” Wit-

tig reaction is discussed in Chapter 4, proving that hydrophobic acceleration of

reactions comprising of “on water” reactants is fundamentally different from that

for reactions with small non-polar solutes. The Wittig reactions of benzaldehyde

(11a) and (carboethoxymethylene)triphenylphosphorane (12) were carried out in
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water and different aqueous salt solutions (Scheme 4). An optimum temperature

of 338 K was chosen in addition to room temperature (298 K). The contrasting

effect of salt additives on the rates observed in water and aqueous salt solutions

could not be explained by an extension of current notion of “salting-out” and

“salting-in” behaviour. The medium effects for “on water” reactions were then

explained on the basis of such size-dependent hydration thermodynamics. The

resultant salting effects on the kinetics of “on water” reactions differed signifi-

cantly from those observed for homogeneous aqueous reactions. The temperature

dependent studies were also carried out at different intermediate temperatures.

The kinetic evidence was supported by experiments with ylide samples hav-

ing different surface areas and with polymer-bound ylides. The study brought

out the need of modifying the conventional approach towards salting effects on

hydrophobic hydration and organic reactions. The important conclusion drawn

from the results was that rate acceleration by prohydrophobic additives in it-

self is not a sufficient evidence of the presence of a “hydrophobic effect” for a

process/reaction occurring at a given length scale because the phenomenon of

hydrophobic hydration itself is known to be length-scale dependent.

The study of how addition of increasing amounts of a cosolvent affects the

reactivity and selectivity of C–C bond-forming reactions carried out in aqueous

suspensions is reported in Chapter 5. Two important reactions were studied —

the Wittig reaction of 11a with 12 (Scheme 5) and the Diels–Alder cycloaddition
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of 1 with 2a (Scheme 6). The solvent composition was varied from that of pure

water to pure organic cosolvent composition. The presence of cosolvent altered

the “local” solute- solvent interactions, while gradually leading to “homogeniza-

tion” of the reaction medium. The systematic kinetic investigation served as a

benchmark for testing the prevalent understanding of “on water” mechanism.

A simple model was set up as a guiding framework to compare the experimen-

tal results. The model was then used to bridge the localized kinetic mechanism

with the macroscopic picture of solvent properties and thus enabled a discussion

of the experimental observations on the reactivity/selectivity with reference to

changing composition of the reaction medium. The possibility of employing bulk

solvent parameters to identify the dominating interactions determining interfacial

reactivity and selectivity was also briefly explored.

The apparent pseudo-first order rate constants, kapp, for the Wittig reaction

of 11a with 12 plotted as a function of the solvent composition for the reaction

carried out in water + 1-propanol mixtures at different temperatures showed a

sharp increase when a small amount of 1-propanol was added initially. Interest-

ingly, the rates thus reached a maximum before decreasing with further addition

of the cosolvent. The sensitivity of the kapp to the composition of the medium

increased with increasing temperature.

A similar behaviour was also observed for the Diels–Alder cycloaddition re-

action of 1 with 2a studied in water–methanol mixtures at 298 K. The rate

constants increased initially with the addition of methanol. However, further in-

crease in the amount of methanol led to a decrease in the apparent rate of the

reaction.
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The variation in the endo/exo selectivity for the reaction of 1 with 2a was also

examined in a number of water–organic cosolvent binary mixtures. The results

indicated that kendo (the rate of formation of the endo isomer) is more sensitive to

the change in solvent composition as compared to the kexo (the rate of formation

of the exo isomer). The change in stereoselectivity observed results from a greater

stabilization of the endo transition state.

The results and principal conclusions of the research work are summarized in

Chapter 6, along with an examination of the future prospects of the studies.

Principal conclusions and significance:

The following are the significant contributions from the present work:

1. The superiority of the “universal solvent” water over ionic liquids was ex-

perimentally demonstrated for the first time. This observation was ascribed

to the high viscosity of ionic liquids as compared to water.

2. The studies for the intra- and bimolecular reactions in ionic liquids have

brought out the importance of microviscosity as a true indicator of the

solvent friction experienced by a reactant in an ionic liquid.

3. The anomalous temperature dependence of the salting effects indicated the

importance of the length-scale dependence of the hydrophobicity.

4. In addition, the possibility of employing cosolvents to enhance the reactivity

and selectivity for heterogeneous reactions was also explored.
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The work assumes special significance due to the emphasis on environmen-

tally benign solvent systems. The attempt to address the shortcomings of the

potential alternatives like ionic liquids for use as solvent systems is bound to lead

to substantial developments in solvent designing.
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Introduction

“. . . the development of our knowledge

of solutions reflects to some extent the

development of chemistry itself” 1

A comprehensive literature survey

of the study of solvent effects is exam-

ined in the present chapter. A dis-

cussion of the relevance of the sub-

ject area, with special emphasis on the

study of the ‘green’ solvent systems

like water, aqueous mixtures and ionic

liquids is followed by the brief definitions of terminology used for describing the

solvent effects. The various methods employed to study the solvent effect like

modeling with empirical parameters, computational approaches, experimental

studies, etc. are discussed. The potential areas for further investigations, with

special reference to the Diels–Alder reaction and Wittig reaction have been em-

phasized.

1



1. Introduction

1.1 The quest for the “ideal solvent”

The study of solvents, solutions and solvent effects has indeed been one of the

oldest fascinations for mankind. The alchemists in the medieval ages were infa-

mous for their obsession for the “menstruum universale” (the universal solvent)

or the “Alkahest”. The alkahest did not materialize but the experiments led to

the discovery of the earliest rule of “like dissolves like”. The science of chemistry

has come a long way from the days of alchemy. The quest for the perfect solvent

persists, albeit in a very different form. One of the prime concerns for a modern

chemist is the designing of the “ideal” solvents or solvent systems as reaction

media, which fulfill the desired standards of efficiency and economy. A third and

equally important criterion of ‘environmental safety’ for selecting the solvents as

reaction media is fast emerging and with good reasons, too.

Water and aqueous systems were the only solvents known to man for cen-

turies. Then ancient civilizations discovered the methods of producing ethanol

by fermenting grapes or sugar cane. Rapid developments in the area of organic

solvents took place only in the later half of the 20th century, after the discovery

of the petroleum refining process. Large-scale industrialization ensured that the

organic solvents like alcohols, hydrocarbons, ketones etc. were produced in huge

quantities in a cost effective manner and their application grew in both, the de-

veloped and the developing economies. Reports on toxicity soon followed in the

1920s after the introduction of chlorinated solvents. Nevertheless, the popularity

of organic solvents continued to increase. According to an estimate by National

Institute for Occupational Safety and Health (NIOSH), 22 million kg of organic

solvents were produced in the United States in 1984.2 Although an accurate fig-

ure is not available, estimates show that the total environmental release of five

organic solvents (methanol, toluene, styrene, n-hexane and xylene) in 2007 was

approximately 166,292,627 kg in the United States alone. Table 1.1 lists the esti-

mated air emission of the 10 most commonly used volatile solvents in the United

States in 2007-08, based on the toxicity release index (TRI) supplied by the in-

dustries. It also provides the estimated contribution from the chemical industry

and it’s ranking as compared to the other industries.3

It is hardly surprising to see that the chemical and allied industries are among

the leading contributors of organic pollutants among the industrial sectors. Ad-

2



1. Introduction

Table 1.1: Estimated annual emissions of the volatile organic solvents in the air

and the contribution from the chemical industry in USA for 2007-08.

Solvents Estimated annual emissions(kg) Chemical and allied

Total Chemical and industries’ ranking

allied industries

Methanol 66,360,751 11,055,477 2

Toluene 28,823,337 4,046,006 3

Styrene 21,454,795 1,370,182 3

Hexane 20,279,180 4,127,340 2

Xylene 19,157,876 1,730,631 4

Carbondisulphide 13,492,823 9,418,850 1

Butanone 7,12,184,587 1,111,163 3

n-butyl alcohol 7,480,386 597,243 6

Acetaldehyde 58,09,320 808,398 3

Dichloromethane 5,025,624 2,323,008 1

ditionally, the E-factor rating of the fine chemicals industry is much higher than

that of the bulk chemicals industry.4 Due to the realization of the alarming haz-

ards, the emphasis has shifted to the substitution of organic solvents by “green

solvents” like water and aqueous media, ionic liquids, supercritical fluids, fluo-

rous biphasic media, polyethylene glycol, etc. in the synthetic processes. Any

such solvent substitution, however, should have to be based on thorough studies

related to efficiency (in terms of effect of solvent on the yield and selectivity of

the process) and economy (in terms of cost effective solvent systems and related

technology). Hence, the study of solvent effects on organic reactions, particularly

for the “green” solvents, has assumed great importance.

This thesis is an effort to understand the solvent effects of the “green” reac-

tion media, namely ionic liquids and aqueous solutions from a physical-organic

perspective. Knowledge of the solute–solvent interactions in these interesting

and environment–friendly media will contribute in designing better solvents giv-

ing better yields and higher selectivities without compromising the interests of

our environment. It is, thus, an endeavor towards the goal ‘benign by design’

embodied in the twelve principles of “green chemistry”.5

3



1. Introduction

The present chapter aims to define the important terms, outline the experi-

mental and theoretical framework available for the study of solvent effects and

briefly review the current literature related to physical-organic chemistry of ionic

liquids and aqueous media. The chapter will conclude with a brief discussion on

the solvent effects studied for the Diels–Alder and Wittig reactions — the two

important C–C bond forming reactions which have been studied throughout the

present work.

1.2 Definitions of solvation and solvent effect

Berthelot and Péan de Saint-Gilles made one of the earliest observations of sol-

vent effect on the rates of esterification of acetic acid with ethanol in 1862.6

However, the general realization of significance of the solute–solvent interactions

in determining the course of a reaction came in the later half of the 20th cen-

tury.7,8 “Solvation” is the formation of a solvent shell — of tightly bound solvent

molecules — around the solute molecule or ion as a result of the intermolecular

forces between solute and solvent.1

The term “solvent effect” encompasses a broad spectrum of solute–solvent

interactions and the resulting manifestations on chemical processes. Convention-

ally, the focus was on modeling the solvent effects in terms of dielectric constants,

diffusion and cohesion parameters. It is now evident that the other properties like

acidity, basicity, hydrogen bonding, polarity and specific solvation interactions

cannot be ignored.8 Not all of these factors can be subjected, at our present level

of understanding and computational capacity, to a rigorous theoretical treatment.

Some of these factors are subject to theoretical explanation, but even when the-

oretically explained or mathematically formulated, they may not be sufficiently

dominant to justify the application of theory. Other effects like the polarity ef-

fects are generally discussed on the basis of empirical correlations that are widely

applicable. Despite numerous breakthroughs, many aspects of solvent effects like

microviscosity, microscopic dielectric constant, preferential solvation, etc. still

demand further exploration.
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1.3 Origin of solvent effect

The key to understanding the origin of solvent effects on chemical equilibria and

reactions is to separate the static and dynamic solute–solvent interactions.9 The

terms ‘equilibrium’ and ‘nonequilibrim’ interactions are often used for them, but

this terminology will be avoided for the sake of clarity. The static solute–solvent

interactions encompass electrostatic interactions as well as intermolecular van-

der-Waals forces10 by virtue of which the solvent can affect the energy of the

solute species. The important contributions to the intermolecular solute–solvent

forces arise from dipole-dipole interactions, induction forces, dispersion forces,

hydrogen bonding, electron donor–electron acceptor interactions and solvophobic

interaction (i.e. the aggregation of solute molecules with the expulsion of solvent

molecules as a result of thermodynamically unfavorable solute–solvent energet-

ics).11 The term — solvophobic interaction, when applied in context of nonpolar

solutes in water, is known as hydrophobic interaction.

The interactions like induction and dispersion forces are non-specific and can-

not be completely saturated, while those like hydrogen bonding and electron

donor–electron acceptor pair are specific and highly directional in nature. The

sum of all the aforementioned interactions possible between a given solvent and

the solute molecules is termed as polarity of the solvent. The polarity of a solvent

represents its overall solvating ability. As a result of the failure of any individ-

ual physical parameter to successfully describe polarity in quantitative terms, it

is often defined in terms of empirical parameters. Some examples of such em-

pirical scales include the α-scale of hydrogen-bond donor acidity, the β-scale of

hydrogen-bond acceptor basicities, the π∗-scale for polarizability, Dimroth’s EN
T

scale etc.12

In addition to such static solute–solvent forces, it is also important to consider

the dynamical influence of the condensed phase when dynamical processes such

as chemical reactions are being studied. Such dynamical influences come to the

fore when the solvent molecules are capable of participating in the reaction as

a reactant or a catalyst. An interesting manifestation of dynamical influences is

the “solvent cage effect”.13 For very fast reactions (energy of activation, Ea < 20

kJ/mol), the diffusion of the reactants through the solvent (activation energy for

viscos flow, Eη >20 kJ/mol, which is related to the rate of diffusion) becomes
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the rate determining step and such reactions are known as “diffusion-controlled”

reactions. In such cases, the reactants undergo several collisions before they sep-

arate — thus appearing to be engulfed by a cage of solvent molecules. Solvent

cage effects have been observed for radical reactions, electron transport reactions

and ion molecules recombination reactions, etc.14 Kochi demonstrated that the

solvent cage effect was related to the viscosity of the solvent,15 albeit in a compli-

cated manner; while Martin et al. could correlate the cage effect to the internal

pressure (Pi) and cohesive energy density (ced) of the solvent.16

The dynamical effect of solvent friction or viscosity is not limited to the rates

of very fast reactions alone. The viscosity of the solvents also affects the ki-

netics of the slower reactions having a considerable activation barrier. For ex-

ample, many bimolecular processes like photocyclization reaction, cycloaddition

reactions, protein-ligand binding reactions and even unimolecular reactions like

isomerization and conformational transitions of polymers have been studied for

their viscosity dependence.17

Scheme 1.1:

As a result of the variety of solute–solvent interactions possible, the solvent

can influence a system in numerous ways simultaneously. The choice of solvent

can have a dramatic influence on the positions of chemical equilibria, on the rates

and stereoselectivties of reactions and even in some rare cases, on the mechanism

of the reaction. An interesting example is provided by the reaction of the oxyanion
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with benzyl bromide to give a substituted naphthol as the major product when

water is used as the solvent (Scheme 1.1).18 This is because solvation of the

oxyanion by the water molecules through hydrogen-bonding prevents the direct

attack from the O atom site. The use of dimethyl sulfoxide (DMSO) as a solvent,

however, prevents the formation of the hydrogen bonds leading to the formation

of ether as the major product.

Numerous examples of drastic solvent effects on chemical equilibria, rates,

selectivities and mechanisms of reactions are well documented in literature.1,7,8,19

1.4 Thermodynamic representation of solvent ef-

fects

An appropriate and widely applicable system of notations is required to assess the

solvent effects on varied chemical processes in a quantitative manner. Adopting

the thermodynamic formalism involving the free energy criterion facilitated a

more quantitative approach.

The effect of a solvent on the position of a chemical equilibrium can thus

be expressed in terms of the change in the free energy of solvation (∆Gsolv).

The influence of a solvent on the rate and/or selectivity of a chemical reaction

is similarly represented by the thermodynamic formalism of the Transition State

Theory (TST) in condensed phases.20 The difference in rates of a reaction between

a pair of solvents is quantified in terms of contribution of solvation free energy

to the free energy of activation (∆G‡). The calculation of solvent effects on a

reaction (A + B −→ AB‡ −→ C + D) is essentially reduced to the calculation of

the difference between the differential solvation of the activated complex (AB‡)

and the initial reactants.

ln k − ln k0 =
1

RT
(∆∆G‡) (1.1)

ln k = ln k0 +
1

RT
(∆GA,solv + ∆GB,solv −∆GAB‡,solv) (1.2)

where k0 is the rate constant of the reaction in a standard solvent or gas phase,

while k is the rate constant in the solvent under consideration.
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Figure 1.1: Thermodynamic formalism of the relative stabilization of the ini-

tial and transition state on going from a nonpolar solvent (red lines) to a polar

solvent (blue lines) in the reactions representing (a) reaction with separation of

charges in the transition state, increase in rate with increasing solvent polarity

and (b) reaction with destruction of charge in transition state, decrease in rate

with increasing solvent polarity.

1.5 Modeling solvent effects

A quantitative allowance for the solvent effect on the rate constants k for elemen-

tary reactions consists in establishing the following functions:

k = f(a, b, c, . . . m, n, o . . .)

where a, b and c are the parameters characterizing the properties of the reactants

and m, n, and o are the parameters characterizing the properties of the medium.

If all possible solute-solvent interactions are taken into account, then attempts

to correlate and predict the rate constant with the medium will tend to lead to

such complicated results that experimental verification is impossible. Therefore,

equations correlating rate constants with medium properties are usually derived

from more or less theoretically justified models. Consequently, the modeling of

solvent effects has resulted from two different approaches to the problem: the

empirical approach and the theoretical approach. The theoretical approach relies
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on the guidelines provided by broad principles from which detailed properties of

matter may be computed. The method is thorough but the limited computational

prowess tends to limit the general applicability of such studies at present. The

empirical approach, on the other hand, relies on experimental generalizations

and approximations to rationalize the solvent effects. Such methods have a wide

applicability but they lack the insight offered through rigorous calculations.

1.5.1 Modeling with physical properties of solvent

The earliest attempts to devise a general model for solvent effects were made by

Hughes and Ingold based on purely electrostatic interactions between the solute

and the solvent molecules.21 The model classifies the solvent effects on different

reactions in terms of the charge on the reaction species and the extent of solvation

expected for these reaction species. These approaches lacked the general appli-

cability in that they could be applied to explain the solvent effects on a range of

reactions. Some of the most general empirical correlations involving the influence

of solvents on the rates of reactions are often based on the linear free energy rela-

tionships(LFER).22 The LFERs are “extrathermodynamic” relationships, which

lack the rigor of thermodynamics but provide information that would be inacces-

sible otherwise. Alternatively, LFERs can be defined as the substituent/solvent

parameters obtained from the substituent/solvent dependent processes.1 For ex-

ample, Hammett proposed an equation to account for the substituent effect on

the rate or equilibrium constant of a general reaction for a number of a class of

aromatic compounds.23 Hammett then expressed the reaction constant, ρ as a

function of the dielectric constant, ε of the medium in order to reflect its sol-

vent dependence. Hine has observed that ρ commonly increases with decrease in

ion–solvating power and dielectric constant of the medium.24 Taft’s ρ∗ parameter

and Grunwald and Winstein’s “ionizing power” Y are a few more examples where

LFERs were used as a measure of solvent effects.25

In order to explain the role of cohesion of the solvent molecules in determining

the kinetic profile of a given reaction, Richardson and Soper proposed the empiri-

cal generalization that solvents of high cohesion accelerate reactions in which the

products are substances of higher cohesion than the reactants.26 Internal pressure
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has been used to analyze the rate data for racemization of optically active 1,1’-

binaphthyl in various organic solvents.27 The rate constants for the racemization

of 1,1’-binaphthyl were analyzed in terms of the Hildebrand solubility parame-

ter, δ. The authors assumed that the ced of the solvent was equivalent to its Pi

and compared the rates of racemization with ced of the solvent. The conforma-

tional equilibria of 4,4-dimethyl-2-silapentane and 2,3-dimethyl-2-silabutane has

been investigated within the framework of internal pressure to suggest that Pi

increases the population of gauche-butane conformations with respect to trans-

butane conformations.28

1.5.2 Modeling with empirical properties of solvent

Since the polarity of a solvent is too complicated to be expressed in terms of

a single property, chemists have resorted to the use of empirical polarity based

on properly selected model processes. Most popular polarity scales are based

on spectroscopic properties, chemical equilibria or kinetic measurements.29 For

example, Grunwald and Winstein25 studied the solvolysis reactions following the

SN1 mechanism in different solvents in order to establish a correlation with the

“ionizing power” of the solvent, which is one of the oldest scales of polarity.

Since the solvent polarity scale is based on a selected process, it is not univer-

sal. Satisfactory correlations can only be expected for solvent effects on processes

closely related to those used to define the polarity scale. In addition, it is not

always clear which of the many types of solute–solvent interactions is expressed

by a certain parameter. In order to circumvent this problem, models like the

Abboud - Abraham - Kamlet - Taft (AAKT) model,30 based on multiparameter

linear regression analysis were devised. However, the theoretical background and

predictive capability of such approaches is difficult to justify.

1.5.3 Computational modeling

In order to calculate the static influence of the condensed phase, the free energy

of solvation of a rigid solute complex is computed from model solute–solvent and

solvent–solvent potentials using classical ensemble averaging and/or statistical

perturbation theory, which is then added to the gas-phase potential energy profile

obtained from electronic structure calculations.31 Alternatively, the solvent can
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be modeled as a three dimensional continuum, where the electrostatic equations

are treated by solving the Poisson equation for a dielectric medium.32

The continuum solvation models have been applied for the dynamic effects of

the medium.33 In some reports, the solvent molecules are treated explicitly and

their motion included in the reaction coordinate.34 Such models are appropriate

for describing the caging effect or systems where the solvent itself is the reactant

or the catalyst. However, it is difficult to model collective long-range dynamic

effects (such as effects of solvent viscosity or long-range electric polarization of

the solvent dielectric) by explicit few body methods because of the large size of

the system required. The method of reduced dimensionality, based on an original

contribution by Kramers,35 is the most widely accepted tool for such problems.

In the Kramers approach, the reaction is treated in terms of a single reac-

tion coordinate while the rest of the system is treated as a bath. Grote–Hynes

retained the one-dimensional reaction coordinate while obtaining a more general

result for the transmission coefficient via a more realistic treatment of the bath

using a generalized Langevin equation.36 The approach confirms the fact that

“friction/microscopic viscosity” and “nonequilibrium solvation” are equivalent in

nature. The Kramers theory and its modifications have been tested for numer-

ous systems of reactions.37 Marcus focused on solvent reorganization as the rate

limiting process in the electron transfer reactions and accordingly treated it as a

reaction coordinate.38 The experimental verification of the computational models

is difficult, since it is hard to manipulate the experimental conditions so as to

change only one solvent parameter.

1.6 Solvent effects in “green” solvents

1.6.1 Water and aqueous solutions

Water is rightly known as the “matrix of life”.39 In its many different functions,

water is essential to the life on earth, as we know it. It is the medium of cells and

is essential for the structure of proteins, cell membranes and DNA. Apart from its

central role in biological systems, water is also one of the most intriguing solvents.

The deceptively simple molecular structure of water embodies a complicated and
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elusive three-dimensional structure and intermolecular interactions, which means

that many characteristic properties of water are poorly understood.

One of the most striking and relevant examples regarding the effect of water

on the rates of Diels–Alder reactions was observed by Breslow and coworkers.40

The Diels–Alder reaction between cyclopentadiene and butenone (Scheme 1.2)

showed a 700-fold increase in rate when carried out in water as compared to

2,2,4-trimethylpentane. The observation led to resurgence in the popularity of

water and aqueous systems as reaction media and generated considerable interest

into the physicochemical aspects of the phenomenon of “hydrophobic effect”.41

Scheme 1.2:

An increasing number of investigations related to synthesis in aqueous media

have been reported water-induced acceleration for a variety of reactions including

allylation reactions, the aldol condensation, the Michael addition, the Mannich

reaction, Grignard-type additions and the benzoin condensation.42 A more de-

tailed overview of synthetic organic chemistry in water is given in the recent

review articles43 and textbooks by Grieco44 and Li.45 Not only does water pro-

vide excellent chelation control, but also unique solvating properties that make

it a promising reaction medium for stereoselective reactions.

The most commonly invoked explanations for the dramatic rate acceleration

induced by aqueous media include the terms like “hydrophobic effect”, “hy-

drophobic hydration” and “enforced hydrophobic hydration”. The terms are

often, loosely defined. Dill recommends the operational definition of hydropho-

bic effect, which refers to “transfers of nonpolar solutes into aqueous solution

when particular characteristic temperature dependence is observed”.46 The char-

acteristic temperature dependence of hydration of nonpolar solutes, as observed

by Butler,47 is entropy-driven at 298 K. However, the large positive change in

heat capacity with temperature implies that the process becomes increasingly

enthalpy dominated at higher temperatures. The behavior is typical of water
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and distinguishes it from other organic solvents. Since the definition is primarily

an operational one, it does not reveal any information on the molecular origin

of the effect. In fact, the molecular forces responsible for the hydrophobic ef-

fect have been the subject of numerous experimental and theoretical studies.48

Hydrophobic hydration, on the other hand, refers to the “the process of cavity

formation in liquid water, the insertion of an apolar solute particle, the onset of

solute-solvent interactions, and the concomitant reordering of the water molecules

in close proximity to the solute”.

Frank and Evans provided one of earliest molecular pictures for the hydropho-

bic hydration through their “iceberg model”, which postulates a quasi-solid order-

ing of water molecules around a nonpolar solute.49 Numerous theoretical studies

have been attempted to explain all the anomalous properties of water, an exhaus-

tive account of which would not be possible here. However the theoretical studies

can be classified broadly as follows:

• Models focused on computation of the thermodynamic properties like the

mixture models,50 liquid hydrocarbon model,51 compensation model,52 etc.

• Models based on statistical thermodynamics - describing hydrophobic hy-

dration in terms of radial distribution of water molecules. The virial co-

efficients required for the purpose were estimated using semi-empirical ap-

proaches like the Savage and Wood model53 of pairwise additivity of func-

tional group interactions or statistical mechanical approaches like the inter-

action site approach adopted by Pratt and Chandler.54

• Models based on scaled particle theory e.g. the model by Stillinger,55 which

incorporated the strongly directional nature of water–water interactions.

• Computational studies based on Monte Carlo (MC) or Molecular Mechanics

(MM) simulations. These employ semi-empirical potential models for liquid

water such as the simple point charge (SPC) model56 and the transferable

intermolecular potential functions (TIPS/TIPS2/TIP4P).57

The problem of the “structure of water” and its manifestation into the hy-

drophobic phenomena is still far from being solved. Different structural features

are implicated to explain the typical physical properties of water as a solvent.
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Basically, the highly structured molecular arrangement (due to the hydrogen

bonding network) and the high cohesive energy are believed to be responsible for

the hydrophobicity. In addition, the small size of an individual water molecule is

believed to exaggerate the characteristic change in the entropy due the excluded

volume effect. Recent computational studies have unearthed additional peculiar-

ities of water that demand further investigation. The length-scale dependence of

hydrophobicity, for example, was first predicted by Stillinger55 but its plausibil-

ity was demonstrated only recently by the Lum-Chandler-Weeks(LCW) model.
58 The complete implications of the characteristic “dewetting” thermodynamics

have yet to be explored.59

The experimental techniques required to provide crucial data substantiating

the theoretical calculations are rapidly evolving. The structure of water and aque-

ous solutions has been probed in the bulk and at the interface using techniques

like NMR studies, IR studies, Raman spectroscopy, ultrasound spectroscopy, vi-

brational sum frequency spectroscopy (VSFS) experiments etc.60 For example,

comparison between the hydrophobic interactions expressed in H2O vs. D2O is

another experimental tool to understand the phenomenon.61 The recent studies

from Poynor and from Mezger et al. have provided irrefutable evidence for the

“dewetting” behavior at mesoscopic sufaces.62

The complexity of the quantitative description and experimental verification

of hydrophobic effects is reflected in the physical-organic studies of reactions car-

ried out in water and aqueous systems. It is extremely difficult to delineate the

different types of solvent interactions (hydrogen bonding, ced or dipole–dipole

interactions) and the extent of their contribution to affect the rates or stereos-

electivity. Nevertheless the effect of the aqueous medium is too dramatic to be

ignored.40 Hence, chemical reactivity has been used as a tool to study hydrophobic

interactions.63 In a complementary approach, the study of hydrophobic effects on

a reaction is used as a mechanistic tool to determine the transition state geome-

tries.64 In either case, prohydrophobic and antihydrophobic additives like salts

and cosolvents were utilized to modify the hydrophobic interactions.

Engberts and coworkers have studied the kinetics of a number of organic and

inorganic ‘probe’ reactions. In one instance, the Kirkwood-Buff integrals derived

from the kinetic studies of hydrolysis of 4-methoxyphenyl-2,2-dichloropropionate

and for the alkaline hydrolysis of [Fe(MeN=CHCH=NMe)p]2+, a low-spin iron(II)
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complex in water + 2-methyl-2-propanol (t-butyl alcohol) mixtures, were used

to describe the preferential solvation of nonpolar solutes in the mixed aqueous

systems.65 The emerging structural model indicated that addition of a small

amount of cosolvent initially leads to an increase in the strength of water–water

interaction, while the composition of the solute solvation sphere becomes identical

to that of the bulk solvent beyond a particular mole fraction of the cosolvent.

Breslow and coworkers used the effect phenol substituents and of antihy-

drophobic cosolvents (ethanol and DMSO) on the rates of the competing C-

and O- alkylation processes to distinguish hydrophobic effects from other effects

on these reactions, and to confirm the suggested transition states for phenoxide

alkylations at oxygen and at carbon.66 The para C-alkylation is slowed by the

addition of cosolvents while rate of O-alkylation increases on addition of 20%

DMSO. The results indicate that in water the C-alkylation involves a transition

state with hydrophobic packing of the benzyl group onto the phenol ring. No

para alkylation was observed for unsubstituted phenoxide as opposed to all of

the alkyl substituted phenoxides, attributed to the packing of alkyl substituents

against the aromatic ring of a benzylic electrophile. The results also indicated

that O-alkylation uses the n electrons of the phenoxide oxygen as the nucleophile

and does not have hydrophobic overlap in the transition state.

The “on water” protocol developed by Sharpless and coworkers has unlocked

greater possibilities for the utilization of aqueous mixtures as reaction media.67

(The term “reaction medium” is deemed more accurate in this context given the

limited solubility of the reactants in the aqueous phase throughout the reaction.)

The heterogeneity of the aqueous reaction medium was shown to be the driv-

ing force behind the reactions, rather than retarding them. The breakthrough

was instrumental in disproving the major inhibition among the organic chemists

regarding the insolubility of most substrates in water. Despite the fact that nu-

merous workers have exploited the methodology with excellent results since the

first report about the “on water” acceleration of organic reactions appeared in

2005,68 very little is known about the mechanism of such rate accelerations in-

duced by the aqueous–organic interface. Jung and Marcus proposed that the

rate accelerations observed at the interface were due to the ‘dangling OH group’

capable of stabilizing the transition state of a reaction.69 Such coordination was
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absent in completely homogeneous medium where the hydrating water molecules

tried to retain their hydrogen-bonding network.

Figure 1.2: Schematic representation of the hydration of a) a small nonpolar

molecule (with the retention of hydrogen bonded network around the solute), b)

a mesoscopic surface with a dewetted region and dangling ‘OH’ bonds around the

surface.

Further research related to the study of hydrophobic interactions and “on

water” conditions is required for facilitating the design of substrates, catalysts

and reaction conditions to fully exploit the potential of water and the aqueous

mixtures as reaction media.

1.6.2 Ionic liquids

Ionic liquids are a class of “neoteric solvents” which are defined as ionic salts

composed of an organic cation and an organic/inorganic anion and which exist

in the liquid state below 100 ◦C.70 These novel class of solvents have also been

described as liquid compounds that display ionic–covalent crystalline structure.
71 Ionic liquids are thought to be promising alternatives to organic solvents due

to their nonvolatlity, nonflammability, thermal and electrochemical stability and

flexible miscibility. Apart from being employed as solvents for organic and bioor-

ganic reactions,72,73 these compounds have been used as catalysts,74 cocatalysts,
75 ligand sources76 and as supports for catalytic reactions.77 The unlimited flex-

ibility of manipulating the properties by changing the cation and anion is an

added advantage not available in any other class of solvents.78 For example, the

number of possible cation–anion combinations is estimated to be as high as 1018.

16



1. Introduction

Scheme 1.3:

The present generation of air- and water-stable ionic liquids has come a long

way from the initial haloaluminates synthesized in 1970s.79 However, there are

still some hurdles in the evolution of ionic liquids from laboratory curiosities to

economically viable technology. These are non-availability of physicochemical and

thermodynamic data, recyclability data, toxicity data and a lack of understanding

of how can ionic liquids affect the course of a reaction.80 The problem of lack of

physicochemical information is being tackled through public databases such as

ILThermo81 managed by the US National Institute of Standards and Technology

(NIST). More and more information has been collected on the physical properties

and toxicity of ionic liquids in the past few years.82,83 Since the large number of

combinations available makes it tedious to measure the properties of each and

every ionic liquid with sufficient accuracy, efforts have also been undertaken,

with moderate success, to predict the properties of a given ionic liquid before

synthesizing it.84 A general picture of the solvent effects of ionic liquids still

continues to be contentious, due to numerous reasons.

Firstly, ionic liquids represent one of the most structurally complex solvent

systems. The “liquid structure” of ionic liquids at the local and mesoscopic scales

in far from resolved. At the local level, neutron scattering experiments85 and

computer simulations86 on the extent of hydrogen bonding between the cations

and anions have yielded controversial results. While some workers have proposed

the existence of a three-dimensional network of hydrogen bonds and their role in

the mesoscopic structure,87 others believe that the evidence is still inconclusive.
88 Experiments89 and theoretical calculations have led to the general acceptance

of structural anisotropy as an integral part of the mesoscopic structure of ionic

liquids. In fact, their structural inhomogeneity at the mesoscopic levels has led
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to the term “mesophase”.90 The typical structural characteristics of ionic liquids

affect the different properties like vaporization, liquid-liquid mixing/demixing,

viscosity and non-Newtonian behavior.91

Secondly, ionic liquids are capable of exhibiting a large variety of solute-solvent

interactions as opposed to the interactions found in conventional solvents, which

are dominated by a limited number of factors. The net charges on the ions may

lead to partial charge ordering and screening of dipole–dipole interactions require

a fundamentally different environment of solvation as compared to molecular

liquids. A number of studies have focused on the ‘preferential solvation’92 in

ionic liquids in addition to conventional polarity studies.93 Sarkar et al. have

reported interesting “hyperpolarity” behavior in binary mixture of ionic liquid

1-butyl-3-methylimidazolium hexafluorophosphate [BMIM][PF6] with the solvent

tetraethylene glycol.94 Ionic liquids are also capable of acting as polar solvents in

organic reactions containing polar molecules and as relatively nonpolar solvents

in the presence of less polar molecules.95

Not surprising, the number of physical–organic studies attempting to correlate

such complicated properties of ionic liquids to the kinetic and stereochemical

outcome of the reactions have been relatively few in number. Some researchers

have postulated that due to their characteristic hydrogen bonding ability, ionic

liquids can act as a catalyst96 or as an organocatalyst.97 In a recent review, Scott

et al. have compiled evidences of the non-innocent nature of ionic liquids in

terms of altered reactivity of dissolved substrates, unexpected catalytic activity

and unforeseen product formation.98

Since the interactions of the cation/anion with the solute have to compete

with those between the counterions, it is important to understand the nature of

bonding between the cation and the anion. The impact of mesoscopic structures

on the solvation and the resulting dynamic processes should also be considered

carefully. The continuum models equating the molecular properties with those

observed at the macroscopic phase tend to collapse in such cases. For example,

the diffusion-controlled reactions in ionic liquids are faster than those in organic

solvents,99 probably due to the channelised mesoscopic domains, which make the

diffusion of small species easier. The presence of voids or channels is also used

to explain the reactivity of H (hydrogen radical atoms) with aromatic solutes in
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ionic liquids.100 The nucleophilicity of the I− anion in the SN2 reaction of methyl-

4-nitrobenzenesulfonate to form 4-nitrobenzenesulfonate and iodomethane was

found to be independent of the nature of the cation.101 The Cl− ion, on the other

hand, showed a nucleophilicity sensitive to the nature of the ionic liquid cation.

The enormous promises of controlled product distribution, enhanced reactivity

and recycling of reagents or catalysts by using ionic liquids, have just begun to be

explored.102 Further investigation is necessary to identify the most efficient and

economical ionic liquid with minimum toxicity, maximum lifetime and increased

contaminant tolerability for any given process.

1.7 Solvent effects on Diels–Alder reaction

Diels–Alder reaction103 has occupied important place in synthetic organic chem-

istry for constructing highly stereoselective six-membered ring systems. The re-

markable efficiency of the Diels-Alder reaction in the synthesis of natural products

and physiologically active molecules led to an upsurge in research activities aimed

at developing newer methods to improve yields and selectivities of this reaction.

A large number of original papers, reviews and monographs have been written on

this subject.104 Detailed mechanistic investigations by Woodward and Hoffmann,

Fukui and Houk have contributed significantly to the mechanistic understanding

of the reactivity and selectivity of these processes.105 The most widely accepted

mechanism consists of a concerted [4π + 2π] pericyclic transition state, which

may exhibit some degree of asynchronicity.

The rate and stereoselectivity of Diels–Alder reaction were assumed to be un-

affected by the solvents, due to the isopolar transition state, until the studies by

Berson et al.106 The variation of the endo/exo ratio was explained on the basis

of the polarity of the solvent. The special role of water and aqueous mixtures

containing salt or cosolvent additives as a medium for Diels–Alder reactions was

established by contributions from Breslow et al.,40,107 Grieco and coworkers ex-

tended the study to micellar systems and proposed that micellar catalysis might

be the reason for the acceleration of Diels–Alder reactions in aqueous media.108

Cativella and coworkers have published a comprehensive report on how different

solvent parameters (for example, polarity, Gutmann’ acceptor number, solvopho-

bicity, cohesive energy density, etc.) influence kinetics of several Diels–Alder
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reactions in organic solvents.109 In the case of water, the rate enhancement has

been ascribed due to solvent polarity,1 hydrophobic packing,40 hydrophobic hy-

dration,110 hydrogen bonding,111 surface cohesive pressure,112 etc.

Breslow interpreted the rate acceleration of Diels–Alder reactions in terms of

“hydrophobic packing”.107 He supported the explanation by demonstrating that

prohydrophobic salts further accelerated the reaction while antihydrophobic ad-

ditives led to retardation. However, the preassociation implied by “hydrophobic

packing” was found to be too shortlived to be of any practical importance. Al-

ternatively, authors have repeatedly invoked the internal pressure of water as an

explanation of the rate enhancements of Diels–Alder reactions in this solvent.113

In a complementary approach, the ced has been successfully used by Gajewski in

a multiparameter equation describing the solvent effect on a Diels–Alder reaction

where one of the solvents was water.114 The importance of the ced (along with

the hydrogen-bond donating capacity) in this study underlines the importance

of hydrophobic interactions in rationalising the effect of water on Diels–Alder

reactions. In a remarkable development, Kumar used Pi as a non-adjustable

parameter, normalized by the polarity parameter to correlate the raes and stere-

oselectivities of Diels–Alder reaction with the solvent properties.115 An analysis of

the relative rates of different Diels–Alder reactions in this manner yielded a good

correlation (correlation with about 280 points of log(krel) yielded 0954 and 0080

values for r and σ, respectively. ). The results thus obtained showed that the

internal pressure can explain the variations in rates and selectivites on addition

of electrolytes to the reaction medium.

Engberts and coworkers introduced the “enforced hydrophobic interactions”

to describe the activation of Diels–Alder reactions in water.110 The term “en-

forced” is used to stress the fact that the association of the nonpolar reagents is

driven by the reaction and only enhanced by water. The reduction of hydropho-

bic surface and hydrated volume during the activation process leads to a large

gain of the entropy and a large loss of the enthalpy of water molecules.

Schneider and Sangwan correlated the rate of some Diels–Alder reactions in

aqueous mixtures with the solvophobicity parameter Sp.116 Desimoni et al. ini-

tially advocated the Acceptor Number (AN) as the dominant solvent parame-

ter.117 Further work based on Diels–Alder reactions in a series of organic and
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aqueous–organic solvents led to the development of a model based on the influ-

ence of both, solvophobicity and polarity of the medium on the stereochemical

outcome of the reaction.118 When water was not included, the rate constants

could be correlated with the solvent hydrogen-bond donating ability α. Upon in-

clusion of water the solvophobicity parameter, Sp, contributed significantly in the

LFER. The interpretation of the results was hampered by the fact that both Sp

and EN
T are intrinsically correlated parameters — the highly solvophobic solvents

have higher polarity as well. The earlier work of Breslow107 and followed by that

Scheme 1.4:

of Kumar119 showed that aqueous salt solutions have pronounced effect on the

endo/exo ratios of simple Diels–Alder reactions. For example, higher endo/exo

ratios for the reaction of cyclopentadiene with methyl acrylate (Scheme 1.4a)

were obtained in LiCl, NaCl, NaBr, CaCl2 and MgCl2, while the lower ratios

were observed in LiClO4 and GnCl. The effect on selectivities increased with

increase in the salt concentration. The reaction of cyclopentadiene with methyl

methacrylate (Scheme 1.4b), a exo-selective reaction also displayed the similar

salt effect, though the salt effect was weaker as compared to one noted for the pre-

vious reaction with methyl acrylate. Very recently, Sarma and Kumar noted that

the salting effect on the reaction of cyclopentadiene with methyl-trans-crotonate

(Scheme 1.4c) provided strong experimental evidence that hydrophobic interac-

tions can be dominant over the secondary orbital interactions in a Diels–Alder

reaction.120

A combined approach of quantum and statistical mechanics was employed

by Jorgensen and workers111 to suggest the significant role of hydrogen bonding.
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Their computations for the reactions of cyclopentadiene with butenone and with

acrylonitrile (Schemes 1.2, 1.4) yielded the estimation of optimal interaction en-

ergies to be 15−2 kcal mol−1 more favorable for hydrogen bonding to the oxygen

or nitrogen in the transition states. The results have also been supported by

experimental kinetic data.121 In fact, a combined role of hydrogen bonding and

enforced hydrophobic interactions in stabilizing transition state can be used to

explain rate enhancement of Diels–Alder reactions in water.

Conventionally, both intermolecular (bimolecular) and intramolecular Diels–

Alder reactions are known to show strong viscosity dependence in molecular sol-

vents.122,123 Interestingly, Firestone and coworkers reported an initial increase in

rates with increasing viscosity, contrary to the general expectation of decelera-

tion due to viscosity. For example, the rates of dimerisation of cyclopentadiene

(Scheme 1.5) and 1,3-dipolar cycloaddition of diphenyldiazomethane with ethyl

phenylpropionate (Scheme 1.6) initially rise with an increase in viscosity before

falling off at higher viscosities (> 1.3 cP). The observation was explained on the

basis of vibrational activation of bond-making reactions.124 Accordingly, bond

formation is favored in systems with high vibrational and low translational en-

ergy. Up to a certain limit, an increase in viscosity should lead to an increase

in the rates by increasing the vibrational energy of the molecule at the cost of

the translational energy. Beyond that limit, the increasing viscosity would lead

to encounter control of the reaction kinetics wherein the reactants cannot “see”

each other due to high viscosities, causing retardation in the rates of reactions.

Scheme 1.5:

van Eldik tried to extend the available rate data for the dimerisation reaction

by measuring the monomer concentration over a wider range of conversion but

came to the conclusion that there was no viscosity dependence.125 The results

by Firestone were also severely criticized by le Noble et al. who questioned the

accuracy of the data and validity of the inferences.126 le Noble states that reaction

rates should necessarily be suppressed by increasing viscosity. A study by Kumar
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Scheme 1.6:

et al. compared the rates of numerous Diels–Alder reactions with the solvent

viscosity and demonstrated that the effect of viscosity was not restricted to a few

substrates.127 The reaction rates increased with the rise in viscosity, leveled off

at 1.2 - 1.3 cP before dropping with increasing viscosity beyond 1.3 cP.

In contrast, there are very few reports studying the effect of ionic liquids on

the rate and endo/exo selectivity of ionic liquids. High endo selectivity in ionic

liquids is explained considering the ability of the cation to act as a hydrogen bond

donor.128 Semiempirical computational analysis of the Diels–Alder reactions in

protic imidazolium ionic liquids supported the view and concluded that hydrogen

bonding of the protic ionic liquids to the dienophile could provide a rationale

for the observed Bronsted catalysis.129 Vidǐs et al. employed the NMR based

δ solvent scale to predict the stereoselectivity of Diels–Alder reactions in ionic

liquids.130

1.8 Solvent effects on Wittig reaction

The inception of Wittig reaction by Wittig and co-workers131 in the 1950s is con-

sidered to be one of the major breakthroughs in organic synthesis. The reaction

of phosphonium ylides with aldehydes and ketones provides a route to synthesize

substituted olefins with high degree of chemo- and stereoselectivity. The impor-

tance of this discovery was duly recognized when Wittig was awarded the Nobel

Prize in Chemistry in 1979 for his contribution in the field. The scope, progress

and application of this reaction have been well documented since, through several

reviews.132 The stereochemistry and mechanism of the reaction have also been

studied extensively.133 The mechanism of Wittig reaction was an issue of much

contention until recent past (Scheme 1.7). Initially, the betaine mechanism was

proposed on the basis of limited mechanistic experimental data.134 The observed
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Scheme 1.7:

solvent effects were rationalized on the basis of the betaine mechanism. For exam-

ple, the increase in rates of the reactions between stabilized ylides and aldehydes

with increasing solvent polarity were interpreted as an evidence in favor of the

charged intermediate.135 Subsequent experimental and theoretical studies led to

the emergence of the [2+2] asynchronous oxaphosphetane mechanism as the more

probable mechanism.136 Vedejs and coworkers concluded that the insubstantial

solvent effects in the reactions of non-stabilized ylides were “incompatible with the

two step betaine mechanism”.137 The solvent effects thus, indicated a nonpolar

transition state for the reaction. The cycloaddition leading to the oxaphosphetane

intermediate followed by pseudorotation at the phosphorus and decompostion to

the alkene product is now the established mechanism. The ambiguity about the

mechanism of the reaction prevented extensive and quantitative studies of the

solvent effects on the rates and selectivities. The use of aqueous reaction medium

for accelerating the rate of the reaction was first reported recently for stabi-

lized and semistabilized phosphonium ylides.138,139 These were the first reports

of conducting the Wittig reaction in heterogeneous aqueous medium, without

the addition of any co-solvent. Wu and coworkers not only carried out the het-

erogeneous Wittig reaction in stabilized ylides but also demonstrated that the

aqueous reactions are faster than the same reactions carried out in homogeneous

organic solvent medium at comparable reaction temperature. They also car-

ried out aqueous Wittig reaction of semistabilized phosphorus ylides generated in

situ from the corresponding phosphonium salts with aromatic aldehydes.140 They

later extended the methodology to the one-pot synthesis of α, β-unsaturated car-
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boxylic esters and nitriles through the Wittig reaction of aromatic aldehydes with

stabilized ylides generated in situ.141

Bergdahl and coworkers, as an extension of their initial report, have used the

one-pot approach to demonstrate the efficiency of water as a medium for Wittig

reaction as compared to conventional organic solvents. They observed that the

reactions in water were faster that all the scrutinized organic solvents except

methanol. The heterogeneity of the reaction medium was a consistent feature of

all the aqueous reactions conducted without addition of cosolvents. The fact that

the reactants are insoluble in water implies that water is a “medium” and not a

“solvent”.141

1.9 Conclusions

The vast literature and extensive studies dedicated to solvent effects are proofs

of the importance of this area in terms of fundamental understanding and po-

tential applications. The dynamical and complex nature of the condensed phase

interactions does impose considerable demands on the theory and experiments.

A detailed analysis of the solvent effects of the “green” solvents is particularly

necessary for developing economically viable and chemically efficient reaction me-

dia.
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Aims and Objectives

A brief outline of the aims and objec-

tives of the proposed research topic as

well as the methodolgies to be used for

such studies is provided in the present

chapter.

A thorough study of the previous

literature on the solvent effects in ionic

liquids and aqueous media highlighted

the importance of the field. It could be

safely inferred that despite the numer-

ous attempts to understand the effect of aqueous media, the “on water” method-

ology was not studied from a physical–organic perspective. Detailed studies of

the effect of ionic liquids as reaction media, too, were very few. The subject of

research was deemed to be challenging and immensely relevant at the same time.
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Physical–organic studies of the organic reactions in aqueous media had been

extensively carried out to varying degrees of qualitative and quantitative details.

Reactions in aqueous media thus studied were greatly influenced by the proper-

ties of the reaction medium. The numerous types of interactions possible between

the solvent and solute molecules in an aqueous system had proved to be promis-

ing opportunities disguised by the challenge of our limited understanding. The

physical-organic studies for reactions in ionic liquids were comparatively lesser

in number. Nevertheless, the flexibility of designing ionic liquids combined with

the characteristic properties (like microscopic structural inhomogeneities, non-

Newtonian rheological characteristics, dual polarity etc.) had the potential to

improve the yields and selectivities of chemical processes. The following were

some salient features that merited further investigation:

• Very little experimental data had been reported to compare and evaluate

the performance of the different classes of green solvents like water, aqueous

solutions and ionic liquids as reaction media under identical conditions.

• A thorough quantitative analysis of the different molecular level interac-

tions in aqueous media, delineating the extent of contribution to reaction

acceleration hydrophobicity, hydrogen bonding and preferential solvation,

had been elusive.

• The role of solvent friction or viscosity had been widely debated and hence,

should have been analyzed in greater detail. The viscosity of ionic liquids

had been suspected to influence the outcome of the reaction on logical

grounds but was not backed by comprehensive experimental findings.

• Despite the increasing popularity of the “on water” approach, very little

quantitative data was available about the reactivity and selectivity at the

organic-water interface, which is required for further optimization of the

reaction conditions.

In view of the aforementioned general inferences from the literature survey,

the following were the objectives for the work, aimed to provide a broad outline

for the future course of research:
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• To experimentally compare the efficiency of the two different classes of

environmentally benign reaction media - ionic liquids and aqueous solutions.

The information thus gained would be useful in identifying the thrust areas

for further investigation in each of the solvent systems.

• To investigate the role of solvent viscosity in determining the course of chem-

ical processes. The experimental observations should be further analyzed on

the basis of the theoretical models to gain a molecular-level understanding.

• To discern the manifestation of the hydrophobic forces and hydrogen bond-

ing in addition to the other interactions possible for “on water” conditions

in comparison to their role in homogeneous aqueous reactions.

• To explore the possibility of modeling the reactivity and/or selectivity at

the aqueous–organic interface as a function of the macroscopic properties

of the reaction medium in presence of different cosolvents or salt additives.

Kinetic analysis of typical C–C bond forming organic reactions was intended to

be the dominant experimental technique for achieving the aforementioned objec-

tives. The reactions chosen for the kinetic studies were those having considerable

synthetic significance and well-established mechanism. Reactions requiring am-

bient conditions of temperature and pressure were preferred because this ensured

that further correlation with physicochemical properties of the reaction medium

were not obstructed due to paucity of data.
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Solvent Friction in Ionic Liquids

as a Rate–Controlling Factor

The effect of viscosity of the reaction

medium on the rates of unimolecular

and bimolecular Diels–Alder reactions

has been studied in the present chap-

ter. The chapter is divided into three

sections. A comparison of the effi-

ciency of ionic liquids and water as re-

action media for Diels–Alder reactions

is presented in Section 3.1 — the sub-

sequent observations being the ground-

work for further studies on the contribution of viscosity. The role of viscosity and

microviscosity in determining the rate of an intramolecular Diels-Alder reaction

carried out in ionic liquids is examined, in context of the different theoretical per-

spectives, in Section 3.2. An extension of the study to bimolecular Diels–Alder

reaction to bring out the similarities and differences concerning the effect of the

viscosity of the reaction medium is discussed in Section 3.3.
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3. Microviscosity of Ionic Liquids

3.1 Water or ionic liquids: which is better?

3.1.1 Introduction

The dramatic rate accelerations and enhanced selectivities of Diels–Alder reac-

tions in aqueous media have been used in many synthetic applications in the last

three decades.44,45 The increasing popularity of ionic liquids, in the meantime,

led to numerous reports about their use as reaction media for Diels–Alder re-

actions and the scientific community arrived at a general consensus about their

efficiency.128,142 For the synthetic chemist interested in employing green solvents,

it is important to know which of the two — ionic liquids or aqueous solutions

— would be a better choice. The kinetics of three simple Diels–Alder reactions

involving cyclopentadiene (1) with methyl acrylate (2a), ethyl acrylate (2b) and

butyl acrylate (2c) were studied both in water and ionic liquids under identical

conditions for the purpose of comparison (Scheme 3.1).

Scheme 3.1:

Scheme 3.2:
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3.1.2 Experimental section

Materials: 1 was freshly cracked from dicyclopentadiene prior to use. 2a,

2b (low pressure distillation) and 2c were distilled prior to their use. 1-butyl-

3-methyl imidazolium tetrafluoroborate [BMIM][BF4], 1-butyl-3-methyl imida-

zolium hexafluorophosphate [BMIM][PF6], 1-butyl-3-methyl imidazolium iodide

[BMIM]I, 1-octyl-3-imidazolium hexafluorophosphate [OMIM][PF6] and 1-ethyl-

3-methyl tetrafluoroborate [EMIM][BF4] were synthesized by the reported pro-

cedure (Scheme 3.2).143 The ionic liquids were thoroughly dried by heating at

70 ◦C (343 K) under high vacuum for several hours before each kinetic run. All

experimental procedures involving the ionic liquids were carried out under an

atmosphere of dry nitrogen to exclude moisture (NMR spectra of the pure and

dried ionic liquids listed in Appendix A).

Kinetic Analysis: For a standard kinetic run, the dienophile was added to the

ionic liquid (1 mmol in 1mL of ionic liquid) and was allowed to equilibrate at the

desired temperature. The temperature was controlled using a Julabo constant

temperature bath with an accuracy of ±0.01 K. The reaction was initiated by

addition of 1 (1 mmol in 1 mL of reaction mixture). The reaction progress

was monitored at appropriate time intervals by extraction of aliquots with ether,

followed by appropriate dilution and GC analysis using a Varian CP–3800 gas

chromatograph (Detailed GC settings, retention times and NMR spectra for the

products 3 to 5 described in Appendix B.1 and B.2). The rate constants thus

determined were reproducible to within ± 6%.

3.1.3 Results and discussion

An examination of the second order rate constants, k2 for the above referred

reactions studied in water and many ionic liquids showed that the reactions were

faster in water as compared to those in the ionic liquids investigated. (Table 3.1)

The reaction of 1 with 2a was 10-times faster in water as compared to [BMIM]I.

Similarly, rates of the reactions of 1 with 2b and 2c were at least 3 to 4 times

higher in water as compared to [BMIM]I.

The above experimental data presented clear evidence that water was a more

powerful solvent than the ionic liquids, as far as Diels–Alder reactions were con-

cerned. In the case of water, the rate enhancement could be better interpreted in
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Table 3.1: Second order rate constants, k2 for Diels–Alder reactions in water and

ionic liquids.[a]

Reaction k2 (M−1 s−1)[b]

media 1 + 2a 1+2b 1+2c

Water 24.07 7.89 9.71

[EMIM] [BF4] 5.86 5.71 5.22

[BMIM] [BF4] 4.52 3.93 3.41

[BMIM] [PF6] 3.92 3.28 3.10

[OMIM] [PF6] 3.11 2.46[c] 2.44

[BMIM] [I] 2.46 2.53[c] 2.05

[a] Reactions were carried out in a 1 mmol scale in 1 mL of solvent with a 1:1

equivalence of the diene and dienophile at 298 K. [b] An average of triplicate

data. [c] Values equal within experimental error.

terms of enforced hydrophobic hydration and hydrogen bonding as revealed from

the contributions of Engberts and Jorgensen, respectively.110,111 The absence of

hydrophobic interactions and weaker hydrogen bonding in ionic liquids might

have been the important reasons for the observed difference in the rates.

Amongst the ionic liquids, the rates dropped down by a factor of two on go-

ing from [EMIM][BF4] to [BMIM]I. The trend was consistent for all the three

dienophiles studied, irrespective of the change in cation or anion. Thus the

observed rate deceleration had to originate due to a property that varied in a

non-specific fashion for all the ionic liquids used. An extensive examination of

the different properties was undertaken. Surface tensions or densities of the ionic

liquids did not show any correlation with the reaction rates. The solvophobicity,

measured in terms of the 1H NMR proton shift signal at the 2-position of the

imidazolium ring, δH(H2) also turned out to be a weak correlating property.128

The rate constants of a Diels–Alder reaction carried out in different ionic liquids

had been correlated with the H-bonding ability, expressed in terms of EN
T param-

eter. The present results supported this correlation with the k2 values of these

reactions decreasing with the decrease in EN
T values.

The literature reports143 suggested that the viscosities of different ionic liquids

used in this investigation follow the order: water < [EMIM][BF4] < [BMIM][BF4]
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< [BMIM][PF6] < [OMIM][PF6] < [BMIM]I. The k2 values for the Diels–Alder

reactions decreased with the drastic increase in the viscosity of ionic liquids. (Fig-

ure 3.1) This implied that the viscosity, η of an ionic liquid could be an important

parameter to correlate kinetic data of Diels–Alder reactions. The inference was in

contrast to another study which showed that a Diels–Alder reaction was fastest

in an ionic liquid possessing highest viscosity.128

Figure 3.1: Second order rate constants, k2 as a function of viscosity, η of the

ionic liquids 1) [EMIM][BF4], 2)[BMIM][BF4], 3) [BMIM][PF6], 4)[OMIM][PF6]

and 5) [BMIM]I for the Diels–Alder reaction of 1 + 2a

In order to test the validity of the argument concerning the role of viscos-

ity, the kinetics of the reaction of 1 with 2a in binary ionic liquid mixtures of

[EMIM][BF4] and [BMIM][BF4] were studied (Table 3.2). As the proportion of

[EMIM][BF4] increased, the magnitude of the rate constant also increased. This

observation could be explained by considering the fact that the viscosity of the bi-

nary mixture decreases with an increasing fraction of the less viscous component,

[EMIM][BF4], thus causing a rise in the rates. This observation implied that any

factor causing a reduction in η of ionic liquids would lead to a rise in the k2 of
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Table 3.2: Second order rate constants, k2 for reaction of 1 + 2a in a binary

mixture of ionic liquids ([EMIM][BF4] + [BMIM][BF4])

% v/v [EMIM] [BF4] k2 (M−1 s−1)[a]

0 4.52

25 5.11

50 5.32

75 5.23

100 5.85

[a] Reactions were carried out in a 1 mmol scale in 1 mL of solvent with a 1:1

ratio of 1 and 2a at 298 K.

the reactions. The reaction of 1 with 2a was carried out at 298 K in a mixture

of [BMIM][BF4] with dichloromethane (DCM) (45 mol % of [BMIM][BF4] in 55

mol % of DCM) where DCM was used as a “viscosity reducer”. The viscosity of

the resulting mixture was 18 cP144 as compared to η = 233 cP for [BMIM][BF4].

The resulting rate constant k2 = 5.79× 10−5 M−1s−1 was much higher than that

in pure [BMIM][BF4] or DCM alone.

The activation parameters of the reaction of 1 with 2a were determined from

the temperature dependence of rate constants in [BMIM][PF4] and [EMIM][BF4]

(Figure 3.2). The activation energy, Ea thus calculated is 63.4 kJ mol−1 for the

reaction of 1 and 2a in [BMIM][PF6] and 57.7 kJ mol−1 for the same reaction

in [EMIM][BF4]. These values were in agreement with the qualitative prediction

that the reactants will have to overcome a “higher barrier” in a more viscous

medium, leading to a decrease in the rate of the reaction. Nevertheless, it is

important to mention that the data can provide only limited information. Any

change in temperature is bound to alter both, the H-bonding ability and the

viscosity of ionic liquids along with the height of the activation barrier of the

reaciton. The observed temperature effect may be due to the change in either of

these parameters.
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Figure 3.2: Arrhenius plots of Diels–Alder reaction of 1 + 2a in [EMIM][BF4]

(�) (r2 = 0.99) and [BMIM][PF6] (N) (r2 = 0.99).

3.1.4 Conclusions

The results proved that water was definitely the solvent of choice for carrying

out Diels–Alder reactions, as compared to ionic liquids. The high viscosity of

ionic liquids was the detrimental factor, slowing down the Diels–Alder reactions.

The results underlined the need for further exploration of the correlation between

the rates of unimolecular and bimolecular reactions with other properties of ionic

liquids. Also designing new ionic liquids or using ionic liquid mixtures with better

properties was shown to give better results in terms of rates. Accordingly, further

investigations were planned to throw light on the role of viscosity in the reaction

kinetics.
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3.2 Viscosity depedence of an intramolecular Diels–

Alder reaction

3.2.1 Introduction

As concluded from the work carried out in the previous section, the highly viscous

nature of a conventional ionic liquid can slow down the rate of a bimolecular Diels–

Alder reaction by an order of magnitude as compared to that in water. In order to

design novel ionic liquids, which are capable of overcoming the limitations of the

current generation of ionic liquids,72 it is important to understand the structure-

property correlations with reference to their effects on the chemical processes.

However, there have been very few attempts to correlate the physico-chemical

properties of ionic liquids with the kinetic and stereochemical outcome of the

reactions.128,130,145 To achieve this end, an extensive collection of kinetic data for

a variety of organic reactions carried out in a range of ionic liquids and subsequent

comparison of the results with theoretical models is essential.

Neta and coworkers investigated the rates of several elementary radical re-

actions in ionic liquids146 and observed that the rates in ionic liquids were, in

general, lower that those in water and organic solvents. For diffusion-controlled

reactions, the lower rate constants were attributed to the high viscosity of ionic

liquids. Similar observations for the diffusion-controlled quenching of triplet ben-

zophenone by naphthalene and reaction of solvated electrons with aromatic com-

pounds ruled out the proposed “electron hopping” mechanism.147 The kinetics

of thermal Z to E isomerization of azobenzene (AB) and 4-Dimethylamine-4’-

nitroazobenzene (DNAB) were studied in the imidazolium-based ionic liquids.148

The isomerization of AB was not much influenced by the viscosity and the po-

larity of the ionic liquids while the DNAB isomerization rates showed very large

viscosity dependence. The role of viscosity in determining the kinetic profile of

bromination of alkynes in ionic liquids was also examined.149 Spinelli and cowork-

ers have investigated the mononuclear rearrangement of Z -phenylhydrazone of 3-

benzoyl-5-phenyl-1,2,4-oxadiazole induced by amines.150 The polarity parameters

like EN
T or π∗ were insufficient to account for the observed trends in reactivity.

The experimental data failed to show a complete agreement between viscosity

and reactivity either.
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In comparison, there is a paucity of data on the viscosity dependence of Diels–

Alder reactions in ionic liquids. Welton had inferred, on the basis of limited data,

that an increase in viscosity accelerated the Diels–Alder reactions.128 Conven-

tionally, both bimolecular and intramolecular Diels–Alder reactions are known to

show strong viscosity dependence in molecular solvents.122,123 For example, the

rate of cyclization of N -propargyl-9-anthramide initially rises with an increase in

viscosity before falling off at higher viscosities. Firestone and coworkers observed

that the slope of the relative rates versus the relative viscosities for the above

intramolecular Diels–Alder reaction was much higher than that observed for the

Claisen rearrangement under similar conditions. The observation was explained

on the basis of vibrational activation of bond-making reactions.

A quantitative theoretical explanation for the observed viscosity dependence

of Diels–Alder reactions had also not been reported. At present, the Kramers

theory35 is the most widely used stochastic model to explain the role of viscosity

in determining the rates of reactions. The theory has been experimentally tested

for a wide variety of reactions,9,151 including the isomerization ones.152 However,

there was no report, which applied these stochastic theories to the kinetics of

Diels–Alder reactions, either in ionic liquids or in molecular solvents. Basilevsky

et al. modeled the bimolecular Diels–Alder reaction as a pair of coordinates -

one for the reaction coordinate and the other for the contraction of the solvent

cavity surrounding the medium.153 The corresponding kinetics covered both, the

equilibrium and the non-equilibrium behavior and was applied to explain the

observations for high-pressure kinetics. In this context, the kinetic studies of

an intramolecular Diels–Alder (IMDA) reaction of (E )-1-phenyl-4-[2-(3-methyl-2-

butenyloxy) benzylidene]-5-pyrazolone (6) were studied in a series of pyridinium-

based ionic liquids. (Scheme 3.3).

3.2.2 Experimental section

Materials: Pyridine, 3-picolene and 4-picolene were distilled prior to use. NaBF4

and Li(NTf2) (> 99.5%) were used as obtained, without further purification. The

ionic liquids were synthesized as per the standard procedures.154 The ionic liquids

were thoroughly dried over vacuum for 8-10 h at 70 ◦C (343 K). The purity of the
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Scheme 3.3:

resulting sample was confirmed using NMR spectroscopy (NMR spectra of pure

and dried ionic liquids listed in Appendix A).

Viscosity of ionic liquids: The viscosity was measured using a Brookfield

LVDV-III cone and plate viscometer. The temperature was controlled using a

constant temperature water bath with an accuracy of ± 0.01 K. The viscosities

thus measured were reproducible within ± 1 %. The viscosity measurements were

done with the same sample of ionic liquids as used for the kinetic runs, in order

to eliminate undesirable discrepancies.

Temperature-dependent polarity measurements: All the dyes used for the

measurements were of ultrahigh purity. The stock solution of the required dye

was freshly prepared in dichloromethane prior to use. The stock solution was

added dropwise to the ionic liquid and the solvent evaporated under vacuum.

The ionic liquid was then transferred to the cuvette under nitrogen atmosphere

and sealed with a septum.155 The λmax was measured at different temperatures

using Cary 50 UV-visible spectrophotometer. The temperature of the cell was

controlled using the Peltier single cell accessory having accuracy of ± 0.01 K.

Kinetic analysis: The organic solvents used for the kinetic analysis were of

spectroscopy grade. The substrate was synthesized with a slight modification of

the procedure reported (A detailed procedure and NMR spectrum of the sub-

strate 6 and the intermediates given in Appendix B.3). The orange crystals of

the substrate were stored at sub-zero temperatures. 0.15 g (43.35 mol) of the

substrate 6 was dissolved in 10 mL DCM to prepare a 4.33 mM stock solution.

20 µL of the stock solution was added to 1 mL of the ionic liquid and the DCM

evaporated under vacuum to give a 0.08 mM solution of the substrate in the ionic
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liquid, which was equilibrated for 20 min at the desired temperature using the

Peltier single cell temperature control accessory. The decay of the absorbance at

λ = 400 nm due to the substrate 6 was monitored with respect to time using the

UV-visible spectrophotometer to give the first order rate constant, k. The rate

constants were an average of at least three kinetic runs on different samples and

were reproducible within ± 6%.

3.2.3 Results and discussion

The kinetic studies of the IMDA reaction of 6 were carried out in different pyri-

dinium based ionic liquids. The alkyl substituents on the pyridinium cation were

varied to give different cations — 1-butyl pyridinium [BP]+, 1-hexyl pyridinium

[HP]+, 3-methyl-1-butyl pyridinium [3MBP]+, 3-methyl-1-hexyl pyridinium [3MHP]+,

3-methyl-1-octyl pyridinium [3MOP]+ and 4-methyl-1-butyl pyridinium [4MBP]+.

The anions used were tetrafluoroborate [BF4]
− and bis(triflouromethylsulphonyl)

imide [NTf2]
−. The use of two different anions resulted in two homologous series

of ionic liquids, differing only with respect to the alkyl substituent on the pyri-

dinium cations. Changing the alkyl subtituents, the anion or the temperature,

could thus vary the viscosity of the ionic liquids.

Table 3.3: First order rate constants, k for the IMDA reaction of 6 at 308 K in

different pyridinium ionic liquids

Ionic liquids Viscosity, η (cP) 105k (s−1)[a]

[BP] [BF4] 66.1 4.45

[HP] [BF4] 164.2 2.23

[3MBP] [BF4] 86.3 3.67

[3MHP] [BF4] 129.6 2.43

[3MOP] [BF4] 175.4 1.68

[4MBP] [BF4] 95.6 3.12

[BP] [NTf2] 35.0 2.17

[HP] [NTf2] 48.3 0.37

[OP] [NTf2] 63.0 0.94

[a] The rate constants are an average of three runs. The data agrees to within

± 6%.
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The rate constants, k within the [BF4]
− series of ionic liquids showed a definite

correlation with the viscosity of the medium.(Table 3.3) The rate of reaction fell

down from 4.45× 10−5 s−1 in [BP][BF4] to 1.68× 10−5 s−1 in [3MOP][BF4] for a

corresponding change in viscosity from 175.4 cP to 66.1 cP at 308 K. The corre-

lation between k and η was not very obvious for the [NTf2]
− series. Surprisingly,

the magnitude of k in the [NTf2]
− ionic liquids was very close to that in [BF4]

−

based ionic liquids. If the rate constants are indeed dependent on the viscosity

of the medium, then the lower viscosity of the [NTf2]
− based ionic liquids should

have led to higher rates of the IMDA reaction.

Figure 3.3: Plot of ln k for the IMDA reaction of 6 against the viscosity, η of

pyridinium ionic liquids with [BF4]
− anion (�) and [NTf2]

− anion (©) at different

temperatures. (The vertical lines serve as a visual guide for comparing the rates

in [BF4]
− and [NTf2]

− ionic liquids at identical viscosities).

In order to access the correlation between the rates and viscosity in greater

detail, temperature dependent studies were carried out in different ionic liquids

(Figure 3.3). The variation in temperature served to control the viscosity of

the medium and the results plotted are a compilation of the rates in different
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ionic liquids at different temperatures. For the [BF4]
− series of ionic liquids, the

uniform variation in the experimental data showed that the rate constants at

the same viscosity were nearly equal — independent of the means by which that

viscosity value was attained — changing the alkyl substituent or the temperature.

The rate constants decreased uniformly with increasing viscosity, thus indicating

a “universal” viscosity dependence. It was obvious however, that this “universal”

trend failed to extend to the [NTf2]
− series. The [NTf2]

− based ionic liquids also

showed a similar but independent trend with the changing viscosity — in fact, the

decrease in rates was sharper for [NTf2]
− ionic liquids for a similar magnitude

of increase in viscosity. At a given value of viscosity, the rate of the IMDA

reaction of 6 in [NTf2]
− was much lower than that in the [BF4]

− ionic liquid.

The projected rate constant fell from ∼ 13 × 10−5 s−1 to ∼ 3 × 10−5 s−1 when

the viscosity increased from 50 cP to 100 cP for the [BF4]
− ionic liquids i.e. a

decrease to nearly one-fourth of the original rate constant. For a viscosity of 100

cP for [NTf2]
− ionic liquids, the rate decreased to one-tenth of its value at 50 cP

i.e. from ∼ 2.10× 10−5 s−1 to ∼ 0.21× 10−5 s−1.

The results indicate that in addition to viscosity, the rates are also influenced

by a solvent property that varied independently of viscosity on changing from

one anion series to another. Within the homologous series, this effect might still

be operative but was either masked by a greater competing influence of viscosity

or it changed in proportion to the viscosity. The origin of such “specific anion

effects” could have been explained by one of the following possibilities:

• The change in anion from [BF4]
− to [NTf2]

− may affect the equilibrium

solvation i.e. lead to static modification of the potential energy surface of

the reaction. In thermodynamic formulations of the TST, the effect can be

quantified in terms of the difference in the free energy of solvation of the

reactants and the transition state and is hence, reflected in the magnitude

of the activation energy, Ea.

• The change in anion from [BF4]
− to [NTf2]

− may affect the strength of

frictional coupling of the solvent to the reaction coordinate. It is a dynamic

or non-equilibrium effect, since it implies that the solvent molecules are

unable to instantaneously equilibrate with the changing configurations of

the reacting molecule/s. Non-equilibrium solvation causes a breakdown of
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the quasi-equilibrium assumption of the TST and is manifested in terms of

the friction (or viscosity) of the medium.

However, it was difficult to delineate the equilibrium and the non-equilibrium

solvent effects in any experimental data. For example, changing any parameter

like temperature to affect the viscosity would also affect the potential energy sur-

face of the system. The rate constants obtained by varying the reaction medium

and the temperature were a function of both — temperature and viscosity i.e.

k(T, η). Thus ln k was represented as a surface on the three-dimensional plot

with T and η as the independent variables (Figure 3.4).

Figure 3.4: A 3-D representation of ln k for the IMDA reaction of 6 in a series

of pyridinium ionic liquids as a function of viscosity, η and temperature, T .

The activation parameters were evaluated from the slope and intercept of the

Arrhenius plot (representative plot in Figure 3.5) of the IMDA reaction of 6 in the

ionic liquids and two other organic solvents (Table 3.4). The activation energies,

Ea were higher in ionic liquids as compared to those in organic solvents. The

values of Ea were almost twice the values of activation energy for viscous flow Eη

of the ionic liquids. No clear trend emerged from the comparison of the Ea and
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the Eη values. A closer observation of the Ea values revealed some interesting

details about the effect of the solvent properties on the rate of the reaction.

Figure 3.5: Arrhenius plot for the IMDA reaction of 6 in [3MBP][BF4] (r2 =

0.992).

Firstly, the Ea values for all the ionic liquids in the [BF4]
− series did not show

much variation (80.99 kJ mol−1 to 85.75 kJ mol−1) indicating that the nature of

the transition state is more or less retained in all these ionic liquids. The viscos-

ity increases on going from butyl-substituted ionic liquids to hexyl-substituted

ionic liquids, leading to a decrease in the rates of reactions. The increase in the

viscosity was represented by the Eη values but the corresponding Ea values for

the reaction did not reflect the change. For example, the Eη value increased

from 31.85 kJ mol−1 for [BP][NTf2] to 35.01 kJ mol−1 for [HP][NTf2]. The Ea

value for the IMDA reaction of 6, on the contrary, decreased from 85.13 kJ mol−1

in [BP][NTf2] to 66.04 kJ mol−1 in [HP][NTf2]. The observed decrease in the

rates could then be attributed to the decrease in the transmission coefficient (ln

A decreased from 22.52 in [BP][NTf2] to 13.23 in [HP][NTf2]). The anomaly

was observed for other pairs of butyl- and hexyl-substituted ionic liquids too —

[BP][BF4] against [HP][BF4] and [3MBP][BF4] against [3MHP][BF4], although
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Table 3.4: Activation parameters (ln A and Ea) for the IMDA reaction of 6 in

different ionic liquids and organic solvents along with the activation energy for

viscous flow, Eη of the ionic liquids

Solvents ln A Ea (kJ mol−1) Eη (kJ mol−1)[a]

Ethylene glycol 17.81± 0.64 66.12± 1.63 -

Formamide 21.50± 0.29 75.64± 0.76 -

[BP] [BF4] 22.97± 0.38 84.60± 1.01 40.88± 1.98

[HP] [BF4] 17.89± 3.09 80.99± 8.43 51.73± 2.45

[3MBP] [BF4] 23.26± 0.75 85.75± 1.99 45.78± 1.97

[3MHP] [BF4] 21.23± 0.58 81.52± 1.54 46.35± 2.00

[3MOP] [BF4] 22.14± 0.67 85.06± 1.83 47.22± 2.02

[4MBP] [BF4] 21.53± 0.96 81.42± 2.54 48.11± 2.32

[BP] [NTf2] 22.52± 0.32 85.13± 0.84 31.85± 1.04

[HP] [NTf2] 13.23± 2.63 66.04± 7.16 35.01± 1.09

[OP] [NTf2] 27.34± 1.78 100.29± 4.69 36.65± 1.04

[a] The values for Eη are approximate since they are obtained by applying the

Arrhenius equation to typically non-Arrhenius ionic liquids. All the resulting

plots had r2 > 0.90.

the variation in activation parameters was not very drastic. Further increase in

the length of the alkyl substituent led to an increase in the Ea values, as expected

from the rate constants.

Another remarkable fact is that the Ea was more sensitive to the chain length

of the alkyl substituent in [NTf2]
− based ionic liquids as compared to the [BF4]

−

ionic liquids. The results proved that the viscosity of ionic liquids is a domi-

nating factor but it affects the kinetic profile of the IMDA reaction of 6 in an

extremely complex manner, which can either be due to static or dynamic effects

or a combination of both. However, a definite conclusion in this regard needed

more extensive data on the rates of different organic reactions and a thorough

analysis based on a theoretical model.

44



3. Microviscosity of Ionic Liquids

3.2.4 Theoretical discussion - Kramers theory

Numerous reports have established the role of viscosity for diffusion-controlled

processes extensively in the form of an inverse relationship between the diffusion

coefficient and the viscosity. In contrast, there is no in-depth theoretical model

for the effects of viscosity on “activation-controlled” reactions like the Diels–

Alder reaction. Rate constants of such activation-controlled reactions may be

analyzed using the Kramers approach. The Kramers theory studies the effect of

non-equilibrium forces or “friction” on the rate of the reaction by modeling the

reaction progress as the passage of a single reaction coordinate over a frictional

potential barrier. The rest of the system is treated as a bath in terms of a

Langevin equation of motion. It is an approximate expression for the flux of

population across a barrier, given by:

k =
ω0

2πω′τυ

[
(1 + (2ω′τυ)2)1/2 − 1

]
e−E0/RT (3.1)

where ω0 is the frequency of the potential well of the initial minimum, E0 is the

barrier height, ω′ is the frequency of the barrier height and τυ is the velocity

relaxation time of the coordinate. τυ is a function of the friction coefficient, ζ

and the effective mass, m.

τυ = m/ζ (3.2)

For general applications, the friction coefficient ζ is replaced by the viscosity η

of the medium, according to the hydrodynamic model. The rate constant is also

replaced by the reduced rate consant, k∗ defined as:

k∗ = k eE0/RT (3.3)

where E0 is the intrinsic activation energy. The parameter E0 can be determined

from the isoviscosity plots. This would entail the delineation of the effects of

temperature and viscosity from k(T, η). The hydrodynamic Kramers expression

is then:

k∗ =
A

B/η

[
(1 + (B/η)2)1/2 − 1

]
(3.4)

where A = ω0/2π and B/η = 2ω′τυ. For any practical application, the expres-

sion can be simplified so as to express the observed rate constant as a function

of temperature and viscosity.

k = F (η) e−E0/RT (3.5)
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With the above definition of k, the effect of barrier height upon the IMDA rate

may be isolated from the effect of the solvent and other characteristics of the po-

tential surface. For reactions carried out in highly viscous medium, the resultant

friction ζ is very large. In such cases, τυ exceeds the characteristic time scale

for solvent relaxation. This is known as the high friction limit or the Smolu-

chowski limit wherein the Kramers theory predicts an inverse relation between

the reduced rate constant, k∗ and η:

k∗ ∝ 1/η (3.6)

However, it is only for reactions with a small barrier of activation (0 – 5

kJ mol−1 approximately) that the simple inverse viscosity dependence can be

observed. In practice, for majority of the isomerization reactions studied, the

effect of viscosity on the rates is lower than that predicted by the theory. The

experimental results for such reactions are fitted to the empirical expression:

k∗ = (B/ηa) (3.7)

The value of ‘a’ is taken as a measure of the deviation of the experimental data

from the Smoluchowski limit behavior. Typically, the value of ‘a’ falls between

zero and unity. The Smoluchowski limit is also known as the diffusion-controlled

limit. However, the term ‘diffusion’ does not refer to the spatial diffusion of the

molecules in 3-dimensional space but the ‘diffusion’ of the reacting system over the

energy barrier in a one-dimensional motion. Hence, the diffusion-control in the

Smoluchowski limit implies that the friction with the solvent molecules causes

dissipation of energy to such an extent that it becomes the rate-determining

factor. This is essentially distinct from the diffusion-control in the conventional

sense, which implies that the ‘encounter’ of the reacting species is hindered by the

solvent friction and thus, becomes the rate determining entity. This justifies the

application of the Kramers model to unimolecular processes where the reacting

functional groups are present in close spatial proximity.

If the effect of viscosity is indeed dominant, then the E0 thus determined from

the isoviscosity plots should be independent of the ionic liquid or the viscosity

value taken as fixed for the plot. The isoviscosity plots were evaluated for five

different values of η between 25 cP to 35 cP (representative plots for η = 20 cP and

30 cP in Figure 3.6) and the resulting activation parameters were averaged (Table
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Figure 3.6: Typical isoviscosity plots for the IMDA reaction of 6 at viscosity 20

cP (•) (r2 = 0.983) and 30 cP (�) (r2 = 0.953)

3.5). The average E0 value, based on the data in Table 3.5 is 39.93 kJ mol−1.

The E0 value is lower than the observed Ea values for the different ionic liquids.

This may indicate that the observed activation energies are comprised, at least

partially, of the activation energy, Eη for the viscous flow.

The isoviscosity plots were characteristically nonlinear at higher vallues of η,

showing a sharper deviation in the downward direction with increasing values

of η (Figure 3.7). The results indicated a breakdown of the TST regime, as is

expected for the reactions in the high friction or Smoluchowski limit.

In order to evaluate the confirmation or deviation of the results from the

theory, the value of a was determined from the ln k∗ versus the ln η plot (Figure

3.8). Since the isoviscosity plots for η values higher than 100 cP were non-

linear, and the E0 parameter was evaluated for the data in the lower range of

viscosities, the empirical fit was limited to rate constants for reactions in which

η < 100 cP. The inclusion of data at higher viscosities led to a significant deviation

from the linearity. The non-linearity at higher viscosities may be attributed

to the fact that the E0 determined for lower η is not “valid” for the higher
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Table 3.5: Activation parameters for the IMDA reaction of 6 from the isoviscosity

plots at different viscosities

η (cP) ln A Ea (kJ mol−1)

25 6.46± 1.62 39.35± 4.60

28 6.91± 2.09 41.03± 5.87

30 6.62± 2.29 40.46± 6.40

32 6.32± 2.43 39.88± 4.16

35 5.87± 1.86 38.97± 7.61

values of η. The absolute value of the resulting slope, 2.33, was greater than

unity and hence cannot be explained on the basis of any existing version of the

Kramers theory. The slope was observed to decrease for reduced rate constants

at higher viscosities. Such a scale of deviation has not been observed for any

of the friction-dependent reactions studied in molecular solvents. Asano and

coworkers have reported the slope of log k – log η plots to be as high as -10 for the

isomerization of DNAB in imidazolium ionic liquids.148 These values were much

higher than the (0 < a < 1) values expected from the Kramers-Grote-Hynes

model.36 The authors rationalized the observation on the basis of the electrostatic

interactions of the highly polar transition state for the isomerization of DNAB

involving extensive reorganization of the solvating cations and anions.

3.2.5 Effective friction or microviscosity

The failure of Kramers theory to confirm the experimental data has been ex-

plained either by using the frequency dependent friction concept36,156 or by ex-

tending the one-dimensional model into multiple dimensions.157 But both the

theories predict a fractional power dependence of the observed rate on the vis-

cosity (0 < a < 1). It is clear that these theories cannot explain the higher

sensitivity of k towards change in η. The deficiency may be traced to the use of

hydrodynamic limit, which assumes that the friction experienced by the reactant

is identical to the viscosity of the medium. While the term “friction” is known to

include forces opposing mechanical, internal and dielectric diffusion,37 the bulk
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Figure 3.7: Non-linearity of the isoviscosity plots for the IMDA reaction of 6 in

the [BF4]
− based ionic liquids at η = 100 cP (4), 150 cP (5) and 250 cP (©).

viscosity is a phenomological entity that mainly reflects resistance to transla-

tional diffusion. A more reasonable explanation would be based on the concept

of microviscosity or the actual microscopic friction experienced by the reacting

solute molecules. The microviscosity, thus defined, would be proportional to the

bulk viscosity but could also be influenced by the mutual interactions between

the solvent and the solute molecules. The anion-specific viscosity effect on the

observed rates indicates that the macroscopic or bulk viscosity is not exactly the

rate-determining factor.

Firestone and Vitale had suggested that macroscopic viscosity is not an ideal

quantity for correlation with rates and a measure of microscopic viscosity would

be preferable.122 The reaction pathway from the reactant 6 to the transition

state involves s-trans to s-cis rotation along the O(21)–C(22) σ-bond, in order

to bring the diene and the dienophile closer to the transition state geometry i.e.

rotational diffusion (Figure 3.9). This is similar to the rotational diffusion of stil-

bene molecule discussed by Sun and Saltiel.37 They then assumed that the friction
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Figure 3.8: The plot of ln k∗ against ln η— empirical fit to the equation ln k∗ =

ln B − a lnη (i.e. k∗ = (B/ηa)).

experienced by the rotating molecule was equivalent to that experienced in trans-

lational diffusion of the toluene molecule and employed the diffusion coefficients

of toluene to compute the microviscosity, which led to better agreement between

the theoretical prediction and the experimental results. The friction experienced

by the substrate in the present work is also due to a similar rotational diffusion.

The results presented in this work could also be modeled as translational diffusion

of a moiety bearing structural resemblance to the dimethylbutenyloxy moiety in

the substrate 6. The calculations would require data on the diffusion coefficients

of small molecules in ionic liquids, which are currently unavailable or limited to

very few ionic liquids.

Till date, there have been very few attempts to measure the microviscos-

ity of ionic liquids.158 Most of the studies focus on the fluorescent relaxation

times of probe molecules and the effect of additives like CO2.
143,159 Mandal and

coworkers, for example, have studied the fluorescent behavior of Coumarin-153

(C-153), 4-aminophthalimide (AP) and 6-propionyl-2-dimethylaminonaphthalene

(PRODAN) in pyrrolidinium ionic liquids.160 Iwata and coworkers studied the ro-
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Figure 3.9: Pictorial representation of the s-trans to s-cis rotation along the O(21)

– C(22) bond, required in order to bring the diene and the dienophile moieties in

the proper orientation for cyclization. (Grey atoms – C, blue atoms – N and red

atoms – O. Hydrogen atoms not shown)

tational diffusion of the probe 2-aminoquinoline using time-resolved fluorescence

spectroscopy in a serried of aromatic and non-aromatic ionic liquids and common

molecular solvents.161 It was observed that the rotational correlation times were

proportional to the macroscopic solvent viscosity for molecular solvents. The

correlation was lost for the rotational diffusion time in ionic liquids, especially

the aromatic ionic liquids. Notably, the rotational diffusion times in the [BF4]
−

and the [NTf2]
− ionic liquids were nearly the same in magnitude, in spite of the

difference in viscosity. However, since microviscosity depends on the structure

of the solute and the solvent, the data currently available is insufficient for any

further comment except that the microscopic solvent environment in ionic liquids

is not well represented by the macroscopic solvent properties such as viscosity.

The kinetic data obtained can thus be explained only after a detailed inves-

tigation of the solute–solvent specific interactions at a mechanistic level. The

IMDA reaction of 6 is an example of an inverse electron demand hetero Diels–

Alder reaction. Previous studies by Desimoni and coworkers had showed that the

rate of the reaction is correlated to the Acceptor Number (AN) of the solvent.
117 Thus the solvents were assumed to behave as electrophiles, which coordinate

with the carbonyl of the pyrazolone, lowering the energy separation between the

51



3. Microviscosity of Ionic Liquids

HOMO of the dienophile and the LUMO of the heterodiene, thus increasing the

rate of the reaction. Similar reasoning was applied by Casaschi et al. to explain

the Lewis acid catalysis of the IMDA reaction of 6 by inorganic perchlorates.162

They observed that the catalytic effect was higher for cations having a higher

charge to radius ratio.

The rates of the IMDA reaction of 6 in organic solvents were assessed with the

multiple linear regression with the Kamlet–Taft polarity parameters. An analysis

of the regression models showed dominant contributions by the α and π∗ polarity

parameters.

ln k = −13.069 + 1.87(±0.39)α + 2.61(±0.52)π∗ (3.8)

(r2 = 0.833)

The dominance of α or hydrogen bond donating property are supported by the

previous studies emphasizing the role of electrophilic nature of the solvent. The

correlation between the (ln k)experimental and (ln k)calculated thus obtained was fairly

satisfactory (Figure 3.10a).

Similar attempts to correlate the rates in ionic liquids with the solvent pa-

rameters like α, β, π∗ failed — scattered plots were obtained for correlation with

various combinations of the parameters. One of the possible reasons for the fail-

ure could be the effect of temperature on the polarity of ionic liquids. Unlike

the commonly used organic solvents, the polarity of ionic liquids is known to

vary with temperature.163 All the four parameters showed a small but consistent

change in magnitude with changing temperature. Given the limited data avail-

able in literature, the temperature dependent polarity parameters of the ionic

liquids were determined.164 The rate constants failed to show a correlation even

after the temperature effect was accounted for. Considering the fact that the

rates were observed to be viscosity dependent, this lack of correlation was not

very surprising. When a process is dominated by one of the solvent parameters

governing the reaction, the effect of other variables, though present, tends to get

“masked”. In order to overcome this difficulty, the rate constant, k for the reac-

tion in ionic liquids was corrected for its viscosity dependence to give a modified

rate constant, k′, as follows:

ln k′ = ln B − a ln η (3.9)
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The resulting ln k′ values were used for multiple linear regression analysis with

the polarity parameters. A reasonably good fit was obtained for a combination

of the α, β and π∗ parameters. (Figure 3.10b).

ln k′ = −14.358 + 1.11(±0.43)α + 10.35(±3.33)β (3.10)

+10.68(±4.46)π∗

(r2 = 0.894)

Figure 3.10: a) Plot of (ln k)calculated against (ln k)experimental for IMDA reaction of

6 in organic solvents, where (ln k)calculated is obtained by multiple linear regression

of (ln k) with α and π∗. b) Plot of (ln k′)calculated against (ln k′)experimental for IMDA

reaction of 6 in ionic liquids, where (ln k′)calculated is obtained by multiple linear

regression of (ln k′) with α, β and π∗

Interestingly, the contributions by β and π∗ are dominant in affecting the rate

of the reaction in ionic liquids, unlike the correlation in common organic solvents.

The solvation of the substrate in organic solvents and ionic liquids, thus, appeared

to be very different. The magnitude of the coefficients also indicated a high degree

of association between the substrate and the cations and/or anions of the ionic
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liquid. Although it is difficult to comment on the exact nature of the interactions,

the results do provide a guide for further reasoning.

The result explains the anion specific viscosity dependence observed. The

strength of the cation–anion interaction decreases from [BF4]
− to [NTf2]

− i.e.

[NTf2]
− is a weaker binding anion. The presence of [NTf2]

− as a counter-ion

entails a greater charge to radius ratio as compared to that for the [BF4]
− anion.

This would translate into a greater extent of bonding between the cation/anion

and the substrate 6. The substrate 6 will experience a higher friction or mi-

croviscosity. This explains the nearly identical rate constants for the reactions

carried out in [NTf2]
− and [BF4]

− based ionic liquids, even though the viscosity

of [NTf2]
− is much lower. In other words, changing the anion from [BF4]

− to

[NTf2]
− decreases the bulk viscosity but fails to influence the microviscosity for

the reactant 6.

The long chain alkyl substituent on the cation probably leads to steric hin-

drance for the rotational diffusion of the reactant. The effect is enhanced due to

the microheterogeneous nature of the ionic liquids.91b This means that apart from

the directional coordination with the functional groups on the cation or anion,

the substrate 6 should be preferentially solvated by the non-polar alkyl chains

on the pyridinium cation. This may be another factor that is responsible for

the greater friction experienced by the substrate. When the length of the alkyl

substituent is increased from butyl- to hexyl-, the strength of coordination of the

reactant with the cation should decrease, leading to lesser effective ‘electrostatic’

friction felt by the molecule. Further increase in the chain length may be counter-

productive since the crowded hydrocarbon environment in the solvation sphere

causes an increase in the ‘mechanical’ friction. The crowding of hydrocarbon

entities decreases the probability of the crossover of the barrier by the transition

state.

3.2.6 Conclusions

An unexpected ion-specific viscosity dependence of the rates of the IMDA reac-

tion was observed and was attributed as a manifestation of the ‘microviscosity’

effect. The fact that the rate of an intramolecular reaction tends to show a

strong viscosity dependence emphasizes the importance of further study along
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these lines. A comparison of an analogous study of a bimolecular reaction was

deemed appropriate at this stage.

3.3 Viscosity dependence of bimolecular reac-

tions

3.3.1 Introduction

The next stage in developing the correlation between the kinetics of organic reac-

tions and the viscosity of the ionic liquids was to study the bimolecular reaction

systems. The kinetics of the typical Diels–Alder reaction of anthracene-9-carbinol

(8) with N -ethyl maleimide (9) were studied in the substituted pyridinium ionic

liquids constituting the [BF4]
− and [NTf2]

− anions at diiferent temperatures

(Scheme 3.4). The use of similar ionic liquids as reaction media facilitates the

comparison between the results of the kinetic studies in the present work with

those carried out for the unimolecular reactions in terms of the activation param-

eters and viscosity dependence. The section also includes a brief discussion on the

physico–chemical properties of the [BF4]
− and [NTf2]

− ionic liquids responsible

for the observed trends in reactivity.

Scheme 3.4:

3.3.2 Experimental section

Materials and methods: All the solvents used for the kinetic studies were of

high purity (spectroscopy grade) and were used as obtained. The synthesis and

purification of the ionic liquids was done according to the procedure outlined

previously.154 GR grade anthracene-9-carbinol (8) and N -ethyl maleimide (9)
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3. Microviscosity of Ionic Liquids

were used as obtained after ensuring their purity by recording UV-visible spectra

of the pure components. NMR spectrum of the product was recorded in order to

confirm its identity and to rule out the occurrence of any side reactions. All the

ionic liquids employed were thoroughly dried under vacuum prior to use.

Kinetic analysis: 0.220g (1.05 mmol) of 8 was dissolved in 5 mL of DCM prior

to use to give a 0.210 M stock solution. 47 µL of the stock solution was added

to 1 mL of the ionic liquid, resulting in 10mM solution of the diene in the ionic

liquid. 0.014g (0.112 mmol) of 9 was dissolved in 1 mL of the ionic liquid to

yield a 0.112 M stock solution of the dienophile. 0.9 mL of this solution was

allowed to equilibrate in a quartz cuvette at the desired temperature for 15–20

min. 0.1 mL of the 10 mM solution of 8 was then added to the cuvette. The

final concentrations for a typical kinetic run were 1 mM of 8 and 100 mM of

9. The progress of the reaction was monitored by following the time-dependent

decay of the absorbance peak of 8 at λ = 380 nm. Since the concentration of

the dienophile is about hundred times higher than that of the diene, the time-

dependence of the decay is calculated to give the pseudo-first order rate constants,

k′. The reported rate constants are an average of at least three kinetic runs on

different samples and were reproducible within ± 5%.

3.3.3 Results and discussion

The Diels–Alder reaction of 8 + 9 is a typical reaction, which was previously em-

ployed by Breslow and Rizzo to investigate the salting effects in the hydrophobic

acceleration of reactions.165 Kumar and coworkers had employed solubility data

and salting coefficients to facilitate an analysis of the salting effect in quantitative

terms.166 The reaction is, thus, fairly well-understood in terms of its mechanistic

details and kinetic influences. The pseudo-first order rate constants, k′ for the

reaction 8 + 9 clearly show the viscosity–dependence of the bimolecular reaction

— both in the [BF4]
− and [NTf2]

− based ionic liquids (Table 3.6). While the

rate constants in the [BF4]
− based ionic liquids show a clear decrease with the

increasing viscosity, the correlation between the rates and viscosity is not very

apparent for the [NTf2]
− class of solvents. A similar behavior was also observed

for the IMDA reaction of 6. The lower rates in the [NTf2]
− based ionic liquids,

despite their lower viscosities, observed for the intramolecular reaction of 6 was
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also observed for the bimolecular reaction of 8 + 9 (Figure 3.11). Although the

extent of ‘scattering’ of data for the viscosity dependece of the Diels–Alder reac-

tion 8 + 9 was greater than that observed for the IMDA reaction of 6, the strong

influence of the solvent viscosity was apparent from the plot.

Table 3.6: The pseudo-first order rate constants, k′ for the Diels–Alder reaction

of 8 and 9 in pyridinium ionic liquids along with their viscosities, η at 303 K.

Ionic liquids η (cP)[a] 105k′(s−1)[b]

[BP] [BF4] 93.82 6.95

[HP] [BF4] 212.00 6.05

[OP] [BF4] 238.73 3.55

[3MBP] [BF4] 117.53 5.05

[3MHP] [BF4] 185.77 3.58

[3MOP] [BF4] 243.61 3.02

[BP] [NTf2] 43.42 3.97

[HP] [NTf2] 60.95 3.43

[a] The data for viscosities are reproducible within ± 3%. [b] The rate constants

are an average of three runs. The data agree to within ± 5%.

The results of the kinetic analysis of the IMDA reaction of 6 were subjected

to further calculations on the basis of the Kramers theory.35,151 The relative in-

efficiency of the [NTf2]
− based ionic liquids for the IMDA reaction of 6 was

explained on the basis of a higher microviscosity experienced by the substrate

for its rotational diffusion. This rationalization was based on a number of char-

acteristic observations like the presence of a Smoluchowski limit as indicated by

the non-linearity of the isoviscosity plots and the power dependence on viscos-

ity (ηa, where a > 1). Previous modifications to the Kramers approach involved

the frequency dependent friction concept36,156 or extending the one-dimensional

model into multiple dimensions.157 Since these modifications could only be ap-

plied to fractional power dependence on solvent friction (a < 1), they were in-

adequate for the thorough computation of the observed solvent friction in ionic

liquids.

In order to carry out a similar analysis for the reaction of 8 + 9, the pseudo-

first order rate constants were replaced by an approximate k2 by dividing the k′
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Figure 3.11: Plot of ln k′ for the Diels–Alder reaction of 8 + 9 as a function of

the viscosity, η of pyridinium ionic liquids with [BF4]
− anion (�) and [NTf2]

−

anion (N) at different temperatures.

with the concentration of the dienophile, which was in excess (k′ = [9]excessk2

— by definition). This was important to ensure the correct dimensionalities

for the rate constant and the validity of the activation parameters thus derived.

Figure 3.12 depicts a typical Arrhenius plot for the reaction in [BP][BF4] while

the activation parameters are listed in Table 3.7.

A comparative analysis of the influence of viscosity on the activation param-

eters of the bimolecular reaction of 8 + 9 with respect to those for the IMDA

reaction of 6, provides some interesting insights. The Ea values for the bimolec-

ular Diels–Alder reactions in all the ionic liquids were observed to be sensitive

to the variation in chain length (Table 3.7). Paradoxically, on going from butyl-

to hexyl- and finally to the octyl-substituted ionic liquids, the rate constants

decreased while the decreasing Ea values should have resulted in higher rate con-

stants. This was explained by the simultaneous decrease in the ln A parameter.

For example, η increased from 93.82 cP to 238.73 cP on going from [BP][BF4] to

58



3. Microviscosity of Ionic Liquids

Figure 3.12: Arrhenius plot for the Diels–Alder reaction of 8 + 9 in [BP][BF4]

(r2 = 0.989)

[OP][BF4]. The Ea value for the Diels–Alder reaction, on the contrary, decreased

from 97.61 kJ mol−1 in [BP][BF4] to 74.49 kJ mol−1 in [OP][BF4]. The observed

decrease in the rates could be attributed to the decrease in the transmission

coefficient (ln A falls from 31.31 in [BP][BF4] to 21.80 in [OP][BF4]).

A similar trend was also observed in the activation parameters of the IMDA

reaction of 6. The Ea decreased on increasing the chain length from butyl-

to hexyl-, for example [BP][BF4] against [HP][BF4], although the variation in

activation parameters is not very drastic. Further increase in the length of the

alkyl substituent to octyl-, however, did not cause a further decline in the Ea

parameter as observed for the bimolecular case. While the Ea for the IMDA
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Table 3.7: Activation parameters, (ln A and Ea) for the reaction of 8 + 9 in

different ionic liquids along with the activation energy for viscous flow, Eη.

Ionic liquids ln A Ea (kJ mol−1) Eη (kJ mol−1)[b]

[BP] [BF4] 31.31± 3.15 97.61± 8.15 40.88± 1.98

[HP] [BF4] 25.37± 5.19 83.22± 13.47 51.73± 2.45

[OP] [BF4] 21.80± 4.25 74.49± 11.06 49.78± 2.66

[3MBP] [BF4] 22.43± 5.53 75.57± 14.38 45.78± 1.97

[3MHP] [BF4] 20.86± 4.92 71.92± 12.80 46.35± 2.00

[3MOP] [BF4] 10.86± 4.27 46.89± 11.06 47.22± 2.02

[BP] [NTf2] 18.78± 4.24 66.26± 16.21 31.85± 1.04

[HP] [NTf2] 25.68± 5.34 84.05± 13.88 35.01± 1.09

[OP] [NTf2] 23.34± 5.01 77.40± 15.63 36.65± 1.04

[a] The values for Eη are approximate since they are obtained by applying the

Arrhenius equation to typically non-Arrhenius ionic liquids. All the resulting

plots had r2 > 0.90.

reaction of 6 was more sensitive to the chain length of the alkyl substituent in

the [NTf2]
− based ionic liquids as compared to the [BF4]

− ionic liquids, no such

inclination was observed in the present case. The comparison brings out the

extremely complex nature in which the viscosity of ionic liquids influences the

reaction profiles.

The ‘intrinsic’ activation parameters were determined from the isoviscosity

plots (Figure 3.13). Unlike the isoviscosity plots for the intramolecular reactions,

the plots for the cycloaddition of 8 to 9 were linear even at high values of viscos-

ity. This implied that the reaction kinetics was subject to a ‘non-Smoluchowski’

regime. The resulting activation parameters are listed in Table 3.8 for a range

of viscosities from 28 cP to 300 cP. The E0 values remained nearly constant for

different isoviscosity plots, except for the slightly increasing trend for the higher

viscosities — the increase signifying an approaching Smoluchowski–like behaviour

(Table 3.8). The average E0 value, based on the data in Table 3.8 for the [BF4]
−

ionic liquids is 61.78 kJ mol−1. Similar treatment of the [NTf2]
− ionic liquids

yielded an average E0 value of 76.03 kJ mol−1 and the ln A value of 22.68. It

must be mentioned, however, that the average values for the [NTf2]
− ionic liquids
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Figure 3.13: Typical isoviscosity plots for the Diels–Alder reaction of 8 + 9 in

[BF4]
− ionic liquids at different viscosities - 200 cP(�), 250 cP(©) and 300 cP(N)

are subject to greater error because the isoviscosity plots at higher viscosities

exhibited a tendency towards non-linearity.

It should be noted that the overall E0 value for the [BF4]
− based ionic liquids

is lower that the Ea values listed in Table 3.7 (except for [3MOP][BF4] where the

two are more or less equal within experimental error). This may imply that a

fraction of Eη contributes at least partially to the activation energies, though the

extent of contribution apparently decreases with increasing chain length. Due

to the greater margin of error in the determination of E0 for the [NTf2]
− ionic

liquids, any quantitative comparison would be futile. However, it can be safely

concluded that since Ea and E0 are nearly equal in magnitude, the contribution

of Eη to the reaction profile is limited.

As a final test for the influence of solvent frictional forces, the reduced rate

constants, k∗
2 for the bimolecular Diels–Alder reaction were plotted as a function
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Table 3.8: Activation parameters for the Diels–Alder reaction of 8 + 9 from the

isoviscosity plots at different viscosities in [BF4]
− ionic liquids.

η (cP) ln A E0 (kJ mol−1)

28 16.44± 2.19 59.20± 6.15

30 16.01± 2.03 58.11± 5.65

35 17.79± 3.26 63.27± 8.98

150 14.66± 3.71 56.20± 9.39

200 16.69± 2.32 61.52± 5.74

250 18.27± 1.73 65.51± 4.32

300 19.46± 2.40 68.51± 5.90

of viscosity (Figure 3.14), where:

k∗
2 = k eE0/RT (3.11)

such that:

k∗
2 = (B/ηa) (3.12)

The resulting value of ‘a’ was 0.537 for the tetrafluoroborate class of solvents,

which implied an inverse, fractional power dependence on viscosity or solvent fric-

tion as opposed to the comparatively higher value observed for the IMDA reaction

of 6. The analogous plot for the [NTf2]
− based ionic liquids was highly scattered

(Figure 3.15). Although a quantitative comparison between the values of ‘a’ is not

appropriate, due to the dimensional inconsistencies between the unimolecular and

the bimolecular rate constants, the results indicated that the bimolecular process

was less susceptible to frictional forces in the solvent environment as compared

to the intramolecular process.

The apparent paradox can be explained by considering the diffusion processes

for the intramolecular and the intermolecular processes separately. While the

IMDA reaction of 6 was shown to involve a primarily rotational diffusion as

part of the substrate molecule, the intermolecular reaction requires translational

diffusion of the reactants through the reaction medium. Since the nature of the

diffusive motion and the resulting reaction coordinate, in each of these cases is
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Figure 3.14: The plot of ln k∗
2 against ln η — empirical fit to the equation ln k∗

2 =

ln B − a ln η i.e. k∗
2 = (B/ηa). (r2 = 0.836) for the Diels–Alder reaction of 8 +

9 in [BF4]
− based ionic liquids

different, the effective friction felt by the molecules during the course of rotational

and translational diffusion is also different.

Several groups have demonstrated that the translational diffusion of small

molecules in ionic liquids is faster than that predicted by the Stokes-Einstein

equation.167 In a recent study of translational diffusion of molecules like ben-

zophenone, carbon monoxide, diphenyacetylene and diphenylcyclopropenone, the

diffusion coefficient was represented by a power law of the inverse of the viscosity,

where the exponent is less than unity.168 The size discrepancy between the dif-

fusing molecules and the cations/anions of the ionic liquids translates into lesser

solvent reorganization when the solute diffuses though the voids in the solvent.

Thus, it is not surprising to find that in many cases, the effective friction (micro-

viscosity) experienced by the solute for the translational motion is less than that

predicted by the Stokes-Einstein equation (bulk viscosity). The ratio of the vol-

ume of the solvent molecule (VS) to that of the probe (VP ) was also found to play
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Figure 3.15: The highly scattered plot of ln k∗
2 against ln η — empirical fit to the

equation ln k∗
2 = ln B − a ln η i.e. k∗

2 = (B/ηa). (r2 = 0.836) for the Diels–Alder

reaction of 8 + 9 in [NTf2]
− based ionic liquids

a decisive role in the rotational diffusion of 9-phenylanthracene and rhodamine-

110 in [BMIM][PF6] by applying the Gierer-Wirtz quasihydrodynamic theory.169

More importantly, the experiments proved that in addition to mechanical fric-

tion, the solute solvent specific interactions like hydrogen-bonding interactions

also affect the rotational diffusion. This explains the greater effect of viscosity on

the bulkier, strongly interacting substrate for the intramolecular reaction than

that on the comparatively smaller molecules diffusing translationally through the

medium for the intermolecular process.

The results by Mali et al. support the present attempts to correlate the

microviscosity experienced by the substrate 6 to the extent of the solute-solvent

interactions, represented by the polarity parameters. The correlation between the

polarity parameters and the rate constants of the reaction 8 + 9 in conventional

organic solvents was also assessed in order to understand the strength of the
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solute-solvent specific interactions (Figure 3.16a).

(ln k)calculated = −8.554(±0.415) + 2.657(±0.509)α (3.13)

−1.477(±0.791)β − 1.529(±0.642)π∗

(r2 = 0.833)

The rate constants, k for the reaction in [BF4]
− ionic liquids were normalized for

their viscosity dependence to give a modified rate constant, k′′, as follows:

ln k′′ = ln B − a ln η (3.14)

The resulting ln k′′ values were used for multiple linear regression analysis with

the polarity parameters. Care was taken to employ the temperature-dependent

polarity parameters of the ionic liquids.164 The normalization was not carried out

for the rate constants of the reaction of 8 + 9 in [NTf2]
− ionic liquids, since it was

assumed that the dependence of the rates on the bulk viscosity was weak. For the

reaction between 8 and 9, a reasonably good fit was obtained for a combination

of the β and π∗ parameters. (Figure 3.16b)

(ln k′′)calculated = −8.818(±0.867) + 4.69(±0.87)β (3.15)

+4.30(±0.91)π∗

(r2 = 0.708)

The absence of the a term in the multiple linear regression equation for

the 8 + 9 reaction in ionic liquids leads to the conclusion that the hydrogen–

bond donating property of the ionic liquid does not contribute to the stabiliza-

tion/destabilization of the initial and the transition states. This is in contrast

to the higher coefficients observed for the multiple linear regression analysis of

the IMDA of 6 in ionic liquids earlier. Stronger solute–solvent interactions in the

later case completely justify the higher microviscosity for that system.

3.3.4 Conclusions

The arguments yet do not explain the ‘inefficiency’ of the [NTf2]
− ionic liquids, in

terms of lower rates, despite their lower viscosity. The lack of data on the densi-

ties, dielectric constants, ced and other physical properties of the pyridinium class
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Figure 3.16: a) Plot of (ln k2)calculated against (ln k2)experimenral for the Diels–

Alder reaction of 8 + 9 in organic solvents, where (ln k)calculated is obtained by

multiple linear regression of (ln k) with α, β and π∗. b) Plot of (ln k′′
2)calculated

against (ln k′′
2)experimental for Diels–Alder reaction of 8 + 9 in ionic liquids, where

(ln k′′)calculated is obtained by multiple linear regression of (ln k′′) with β and π∗.

of ionic liquids further complicates the issue. In the absence of such quantitative

information, it would be difficult to attempt any explanation for the observation.

One of the few relevant studies is a model proposed by Kobrak for correlating the

structure of an individual ion and the polarization character of the medium.170

The model predicts that the strength of the solute–solvent interactions in ionic

liquids is inversely proportional to the number density, ρ of the solvent ions. The

correlation between the π∗ parameter (a measure of the electrostatic interactions)

and the number density, ρ of the ionic liquids was reportedly very high. The fact

that the estimated molar volume of the [NTf2]
− ions (230 Å3) is much greater

than that for the [BF4]
− ions (73 Å3) might be responsible for weaker solute-

solvent interactions in the former.171 The model should however, be applied with

caution since it does not include structural inhomogeneities of the ionic liquids
172 nor the electrostriction about polar solutes.173 Also, pyridinium ionic liquids
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were not a part of the database that was subjected to the correlational analysis.

Nevertheless, the intrinsic lack of solvating efficiency and the resultant absence

of rate accelerations in [NTf2]
− based solvents is a crucial observation since the

[NTf2]
− ion is one of the few discovered to date, which lower the viscosity of

the ionic liquid to such a great extent. Not only does the presence of the anion

impart high thermal and chemical stability, it also makes the resulting ionic

liquids easier to handle due to their water-immiscibility. Although the number

of the possible combinations of cations and anions forming ionic liquids is very

high, only a few of them have been synthesized and still lesser number have been

characterized thoroughly. Most of the novel ionic liquids synthesized in the last 5

years, including the ammonium, phosphonium and amino acid based compounds

have extremely high viscosities and rely on the introduction of the [NTf2]
− anion

for reducing the viscosity. Understanding the factors that can make an ionic

liquid more efficient without compromising on the viscosity and handling ease is

extremely important for any future work aimed at the synthesis of more efficient

ionic liquids.
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4

Salting Effects for the “on water”

Wittig reaction: Hydrophobicity

at the Interface

It looks like scientists will remain im-

mersed in salt water for some time.174

An unusual temperature-dependent

effect of prohydrophobic and antihy-

drophobic additives on the rates of

aqueous Wittig reactions is highlighted

in the present chapter. Solubility

studies and the kinetics of polymer-

supported ylides have been pursued

with an intention to understand the

mechanistic features of the reaction. The observations are explained on the basis

of previously reported experimental data and theoretical models about the aque-

ous interface. The intricacies in the complex phenomenon of length-scale depen-

dent hydrophobicity is brought out by the interesting observations and subsequent

observation.
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4.1 Introduction

The development of the “on water” protocol by Sharpless and coworkers67 has

led to a revival of the scientific community’s interest in the potential applications

of water and aqueous solutions as reaction media. The increasing importance

of the finding is reflected in the several reports successfully employing the strat-

egy for various purposes.68 Future methodologies are bound to employ the “on

water” technique widely, due to ease of separation of products and catalysts, re-

cycling efficiency and controlled selectivity. However, the understanding of the

physical–organic aspect of “on water” reactions is still in its infancy. The kinetic

and mechanistic studies of such interfacial processes present an intimidating task,

due to the difficulties in accuracy of analytical measurements, separation of in-

dividual rate determining factors and extension of the mechanism to include the

complexities of a heterogeneous process and the constantly altering distribution

of the reactants and products between the two phases. It becomes important to

normalize the rate constants for a heterogeneous process for the reduced dimen-

sionality. The specific rate constant for an interfacial reaction thus determined is

bound to differ from that for the analogous reaction in homogeneous conditions.

The localization of one of the reactants at the interface in a bimolecular reaction

will invariably slow down the reaction. In order to overcome the additional ener-

getic cost and yet lead to faster reactions, the activation energy for the interfacial

process should be lower than that for the homogenous process.

Meanwhile, Wittig reactions of stabilized and semi-stabilized ylides in aqueous

medium, leading to enhanced rates and yields have been recently reported.138,139

The exact role of water in accelerating the reactions has not been explained

clearly, but the involvement of “hydrophobic forces” has been indicated in almost

all the reports. For example, Wu et al. have reported that the yield of the reaction

of 4-anisaldehyde with (carboethoxymethylene)triphenyl phosphorane increased

from 77% in 90 min in water to 94% in 30 min in 1.2 M aqueous LiCl. The

increase in reactivity on addition of LiCl is assumed to be an indication of the

dominance of hydrophobic forces in accelerating the reaction.

For further verification of the role of water, kinetics of the “on water” Wittig

reactions were studied in various aqueous salt solutions at different temperatures

(Scheme 4.1).
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Scheme 4.1:

4.2 Experimental section

Materials: The aldehydes benzaldehyde (11a), 4-anisaldehyde (11c), butraldeyde

(11d) and furfural (11e) were freshly distilled prior to their use. GR-grade 4-

nitrobenzaldehyde (11b) was used as obtained. Commercially available GR grade

salts - NaCl, LiCl, LiClO4, guanidinium chloride (GnCl) and urea were used as

obtained.

Synthesis of (carboethoxymethylene)triphenylphosphorane (12a): Ethyl-

bromoacetate (0.751 g, 4.5 mmol) was added dropwise to the suspension of triph-

enylphosphine (1.049 g, 4 mmol) in 50 mL water. The resultant solution was

stirred for 30 min at room temperature to give (carboethoxymethylene)triphenyl

phosphonium bromide. The reaction mixture was then washed with ether to

remove the unreacted starting materials. Dilute NaOH solution was added drop-

wise till complete precipitation of the ylide was observed. The precipitate was

filtered and washed till neutral to give the ylide 12a (NMR spectral data of the

ylide presented in Appendix B.4).

Synthesis of (cyanomethylene)triphenylphosphorane (12b): The syn-

thetic procedure was similar to that for 12a except for the use of bromoace-

tonitrile in place of ethylbromoacetate (NMR spectral data given in Appendix

B.4).

Kinetic Analysis: For a standard kinetic run, the 1mM aldehyde solution (10

mmol in 10 mL) was allowed to equilibrate, using a constant temperature water

bath (precision 0.01 K) at the desired temperature for at least 30 min. The

reaction was initiated by addition of ylide (5 mmol in 10 mL) into the above

aldehyde solution. The resulting heterogeneous mixture was stirred vigorously to
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prevent aggregation of solid ylide particles. At regular intervals, 100 µL aliquots

were withdrawn for their analysis and the reaction was quenched using 0.2 M

HCl.

The amount of aldehyde in the solution was estimated by conversion to the

hydrazone derivative by addition of 5× 10−3 M methanolic solution of 2,4- dini-

trophenylhydrazine.175 On addition of 5% KOH, the hydrazone derivative gave a

bright red colouration, the absorbance of which was measured spectrophotomet-

rically. The change in absorbance due to change in concentration of the aldehyde

was measured. The plot of ln(A0/A) against time gave a straight line of gradient

k′, the pseudo-first order rate constant. The rate constant thus obtained was, in

fact, an apparent rate constant, kapp since the reaction mixture was heterogeneous

in nature. The rate constants were reproducible within ± 3% at 298 K and ±
6% at 338 K.

Homogeneous and heterogeneous kinetic analysis: For the reaction of 11a

with 12a in homogeneous conditions, a 1.25 mM stock solution of the ylide 12a

was prepared by overnight stirring. 8 mL of the solution was equilibrated at 298

K for 30 min. The reaction was initiated by addition of 2 mL of temperature-

equilibrated 5 mM solution of 11a to result in a final concentration of 1 mM for

the aldehyde and the ylide each. The progress was monitored by taking aliquots

at regular intervals.

The homogeneous run was compared to the heterogeneous reaction in which

10 mL of the appropriately diluted aldehyde solution was equilibrated at the

required temperature. The reaction was initiated in this case by the addition of

solid ylide to result in suspension of ylide particles. The amount of aldehyde and

ylide present in the reaction mixture in both the cases was identical.

4.3 Results and discussion

4.3.1 Temperature dependence of salting effect

The Wittig reaction of benzaldehyde (11a) and the ylide 12a were monitored in

water and different aqueous salt solutions, which included prohydrophobic salts

(“salting-out” agents) like LiCl and NaCl in addition to antihydrophobic additives

(“salting-in” agents) like GnCl, LiClO4 and urea. An optimum temperature
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of 338 K was chosen, in addition to room temperature (298 K) for the kinetic

analysis. Since the ylide particles were insoluble/partially soluble, the resulting

reaction mixture was heterogeneous. At 338 K, the addition of 1 M LiCl and 1 M

NaCl to the reaction mixture led to an observable increase in the rate of reaction

of 11a with 12a (Table 4.1). In contrast, at 298 K, the use of prohydrophobic

additives — LiCl and NaCl retarded the rate of the reaction. This observation

was contradictory to all the previous reports about the rate-enhancing effect of

salts like LiCl and NaCl.48,176

In order to confirm that the retarding effect of additives was general, the ki-

netic studies were repeated for different substrates — 4-nitrobenzaldehyde (11b),

4-anisaldehyde (11c), butraldeyde (11d) and furfural (11e) — under identical

conditions. Retardation in rates was observed for all the three aldehyde sub-

strates on addition of prohydrophobic salts at 298 K. The results indicated that

the effect was not substrate–specific.

Table 4.1: Relative rates, krel (with respect to water) for the aqueous Wittig

reactions of 11a-e with 12a-b in different reaction media at 298 K.[a]

Aldehyde Ylide T (K) k
[a],[b]
rel

NaCl LiCl GnCl LiClO4

11a 12a 298 0.74 0.86 0.95 0.88

11a 12a 338[c] 1.27 1.12 0.55 1.27

11b 12a 298 0.83 0.99 1.10 1.06

11c 12a 298 0.52 0.64 0.98 0.71

11d 12a 298 0.61 0.70 1.62 0.81

11e 12a 298 0.47 0.64 1.85 0.55

11a 12b 298 0.57 0.56 0.96 0.59

[a] krel = kapp/(kapp)water where kapp is the apparent rate constant in the given

medium. All kinetic studies done with 1 M concentration of the prohydrophobic

or antihydrophobic additive. Reactions carried out with 1 mmol aldehyde and 5

mmol of ylide in 10 mL of solvent. Experimental error = ± 3%. [b] The isolated

yields (and E/Z ratios) at 298 K after a reaction time of 3 h are 92% (93:7) in

water, 89% (91:9) in aq. LiCl, 89% (91:9) in aq. NaCl, 71% (82:18) in aq. GnCl

and 84% (83:17) in aq. LiClO4. [c] Experimental error = ± 6%.
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The magnitude of the relative rates was found to depend on the concentration

of the salt added. The effect was exactly opposite at the two temperatures: 298

K and 338 K (Figure 4.1). An extension of current notion of “salting-out” and

“salting-in” behaviour could not have accounted for this contrasting effect of salt

additives on the rates in water and aqueous salt solutions.177

Figure 4.1: Relative rates for the Wittig reaction of 11a with 12a in aq. NaCl

at 338 K (N), aq. LiCl at 338 K (•), aq. LiCl at 298 K (�) and aq. NaCl at 298

K(4)

The results for the antihydrophobic additives were equally remarkable. Firstly,

the rates did not show a clear trend in the presence of LiClO4. At 298 K, the

rate of reaction between 11a and 12a decreased in a solution of 1 M LiClO4

as compared to that in water only. At 338 K, however, the reaction proceeded

faster in presence of 1 M LiClO4. Further kinetic analysis at 338 K using higher

concentrations of LiClO4 was not possible due to experimental limitations. This

observation showed that the effect of 1 M LiClO4 solution (a salting-in additive)

was similar to that observed for the salting-out salts like LiCl and NaCl. The

addition of urea, on the other hand, led to rate-enhancement at both the tem-

73



4. Salting Effects for an “on water” reaction

peratures — 298 K and 338 K. The reaction of 11a with 12a in 1 M aqueous

urea as reaction medium at 298 K was 38% faster than that in water only, while

at 338 K, the increase in rate was 78% in urea solution as compared to that in

water at the same temperature. The behaviour of all the three antihydrophobic

additives was sufficiently inconsistent with each other to prevent generalization

on the basis of salting-in and salting-out property. While GnCl had a negligible

effect on the rate of the reaction at 298 K, the presence of LiClO4 at the same

temperature caused retardation in the rates. Both the salt additives decrease the

rates at 338 K. Urea is the only additive of those studied, which accelerated the

Wittig reaction at both the temperatures.

The salting effects of slower reacting aldehyde substrates like 11c were difficult

to study due to the non-linearity in the the plots of ln(A0/A) against time, t (the

slopes of which were used to determine the apparent rate constants, kapp) at 338 K.

The plots showed a characteristic break in all the reaction media studied (Figure

4.2). The break was sharper for the salting-in or antihydrophobic salts like GnCl

and LiClO4. For GnCl, in particular, the slope was close to zero after some

initial increase. The discontinuity or break was more prominent for the slower-

reacting substrates. The more reactive aldehydes probably underwent complete

or nearly complete conversion into products before the occurrence of a similar

change in the rate determining interactions. Such discontinuity is generally a

characteristic feature of reactions, which involve a change in the rate determining

step or the dominant molecular interactions. Since the nature of the break was

highly sensitive to the changes in the composition of the reaction medium, it was

thought to be caused by changes in the reactant–solvent interaction.

The temperature dependent kinetics were studied to gain further information

about the intriguing aspects. The temperature dependence of the rate of the

reaction 11a + 12a in water and in 3 M LiCl was studied from 298 K to 338

K (Figure 4.3). However, extending the kinetic studies to lower temperatures

revealed a discontinuity or non-linearity in the Arrhenius plots for the “on water”

reaction mixture. The Arrhenius plot of the reaction of 11a with 12a in water

(Figure 4.4a) was non-linear, with a break in linearity at a point corresponding

to approximately T = 318 K. (An attempt to fit a least-squares line gave an error

of 8.25% in the slope and 16.55% in the intercept.) Such a break in linearity is

generally associated with a change in mechanism or the rate-determining step. It
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Figure 4.2: Non-linearity in the plot of ln(A0/A) against time, t for the Wittig

reaction of 11c with 12a at 338 K in 1M NaCl(H), 1M LiCl(�), water (�) and

1M GnCl (N).

is highly improbable that the mechanism of the reaction should undergo a change

within a temperature interval of 40 K. The non-linearity may thus arise due to a

change in the rate determining step or increasing dominance of some competitive

step in the mechanism. The Arrhenius plot of the same reaction in 1-propanol

was linear, thus effectively ruling out the possibility of a change in the mechanism

at a given temperature and implicating the role of the reaction medium (Figure

4.4b).

Thus, the salient features emerging from the kinetic studies of the salting

effects for “on water” Wittig reaction can be summarized as follows:

• The addition of any salt to the reaction medium at 298 K, except urea,

was observed to lead to a decrease in the apparent rate of the reaction.

The effect was independent of the aldehyde substrate employed and was,

in fact observed for numerous salt additives conventionally known for their
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Figure 4.3: Arrhenius plots for the Wittig reaction of 11a with 12a in water (�)

and 3 M LiCl (�).

prohydrophobic or salting-out behaviour (Table 4.1).

• At higher temperature, i.e. 338 K, the presence of salts like LiCl and NaCl

accelerated the reaction, while the salts like GnCl lowered the rate of the

reaction.

• LiClO4, known to be an antihydrophobic additive, caused an increase in

the rate at 338 K.

• Urea was the only additive among those studied which could accelerate the

reaction at the lower as well as the higher temperature.

• The rate profiles for the slower reacting substrates and the Arrhenius plot

for the “on water” showed a non-linear behaviour.
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Figure 4.4: a) Non-linearity in the Arrhenius plot for the “on water” Wittig

reaction of 11a with 12a. b) Arrhenius plot for the Wittig reaction of 11a with

12a in 1-propanol.

An “on water” reaction is characterized by the insolubility of the reacting

components in the medium and the typical “dewetting” thermodynamics at the

mesoscopic to macroscopic water-organic interface.58 The solubility factor is im-

portant because heterogeneity is the common characteristic for all “on water”

processes. If the reaction takes place predominantly by the “on water” pathway,

then the surface of the solid ylide particles will be the “site” of the interfacial

Wittig reaction. The spatial arrangement of water molecules around a macro-

scopic surface such as the ylide particle will differ significantly from that around a

hydrophobically hydrated solute molecule.59 In order to understand the cause of

the anomalous behaviour in the presence of additives, it was important to ascer-

tain whether the reaction was indeed accelerated due to the prevalent “on water”

conditions and if it did, to determine the magnitude of the resulting rate acceler-

ation by comparing with the rates observed in conventional solvents. Then, each

of the two factors could be analyzed independently for their role in the distinctive
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reactivity patterns.

4.3.2 Reaction in homogeneous bulk or “on water”

For a heterogeneous reaction mixture, the reaction can take place either at the

surface of the ylide particle (interfacial reaction) or in the bulk water (homoge-

neous reaction). Two identical sets of reactions — one consisting of completely

homogeneous reaction mixture and another of a heterogeneous nature — were

carried out. The concentration of 11a did not change much after 40 min for

the homogeneous reaction at 298 K (Figure 4.5). Under identical conditions,

more than 25% of the 11a had undergone conversion to the product in heteroge-

neous conditions within 35 - 40 min. This provided substantial evidence that the

reaction pathway was predominantly interfacial in nature.

Table 4.2: Apparent rate constants (kapp) for Wittig reaction of 11a with 12a

samples having varied particle sizes at 298 K.

Particle diameter,(µm)[a] 104k(s−1)[b]

162.7 3.47

131.7 5.28

70.5 5.37

64.8 5.51

39.4 5.95

[a] Samples of different particle sizes prepared by using a rolling ball mill and

their diameter determined using a particle size analyzer. [b] Reactions carried

out with 1 mmol of 11a and 5 mmol of 12a in 10 mL of water. Experimental

error = ± 4%.

The rates were determined for ylide samples having different particle sizes

(Table 4.2). A smaller particle size leads to a greater surface area exposed to

the reaction medium, and this is reflected in the higher apparent rate constants.

The observations provided additional evidence for the predominantly “on water”

or interfacial mechanism of the reaction.67 In such cases, the heterogeneous con-

ditions are actually found to “catalyze” the reactions by a notable magnitude.
69
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Figure 4.5: Relative absorbance A/A0(an indicator for the extent of conversion)

against time, t plotted for the reaction of 11a with 12a at 298 K under (�)

homogeneous conditions and (�) heterogeneous conditions.

A better assessment of the magnitude of the hydrophobic effect could be ob-

tained by comparison of the rate of the reaction in water to that in conventional

organic solvents (Table 4.3). The apparent rate constant in water was higher

than the pseudo-first order rate constants, k′ in all other organic solvents used,

except methanol and ethylene glycol (“water-like” solvents). However, the re-

action was heterogeneous in water and had been shown to occur primarily at

the interface. For proper comparison with homogeneous reactions in organic sol-

vents, the rate constants must be converted appropriately and reduced to the

same units. Extending the kinetic model proposed by Jung and Marcus to re-

duce the rate constants for the homogeneous and the interfacial Wittig reactions

to similar units,69 the rate constants in organic solvents were converted to khomo
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and those in water and aqueous solutions to kinterface, both referred commonly

as kintrinsic.

Homogeneous reaction:

kintrinsic = khomo =
M0

ZH

k

[B]0
(4.1)

where M0 is the molar concentration of the solvent, [B]0 is initial concentration of

the reactant taken in excess and ZH is the coordination number for homogeneous

reaction (≈ 6).

Heterogeneous or interfacial reaction:

A few assumptions should me made about the reaction system in order to

extend the model by Jung and Marcus to the “on water” Wittig reaction system.

Jung and Marcus had specified that the organic phase should not contain any

water for the model to be valid. Since the organic phase in this case was a solid

particle (the ylide particles), this assumption is valid for the “on water” Wittig

reaction system. The ylide particles were bound to exclude any water in the

interior. The rest of the assumptions are stated as follows:

1. The ylide particles were spherical with a radius r (the statistical average

obtained from the results of particle size distribution analysis taken).

2. The reaction products were removed from the surface of the particles as soon

as they are formed, thus implying a reduction in the size of the particles.

3. The surface coordination number ZS was taken as 4.

4. The water-ylide interaction and solvent reorganization around the ylide

particles was much faster than the interfacial chemical reaction.

The fact that the “neat” reaction did not occur (physical barrier for the per-

meation of aldehyde molecules inside the solid ylide particles) further simplified

the situation. For the “on water” Wittig reaction, if [A] is the instantaneous

concentration of aldehyde at time t and nBS(t) is the “mole fraction” of the ylide

molecules on the surface of the solid ylide particles, then:

−d[A]

dt
= kinterface[A]ZSnBS(t) (4.2)
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where ZS is the surface coordination number, 4. For a sample with an average

particle radius r, the quantity nBS(t) can be correlated with the surface-to-volume

ratio as follows:
nBS(t)

nB(t)
=

4πr2(t)dr

(4/3)πr3(t)
(4.3)

where nB(t) is the total mole fraction of ylide at time t, dr is the molecular radius

of ylide molecule and r(t) is the radius of the “spherical” ylide particle at time t.

nBS(t) =
3 dr

r(t)
nB(t) (4.4)

−d[A]

dt
= kinterface[A]ZS

3 dr

r(t)
nB(t) (4.5)

−
∫

d[A]

[A]
= 3kinterfaceZS

nB(t) dr

r(t)

∫
dt (4.6)

kinterface =
r(t)

3ZSnB(t)dr
× (−1/t) ln([A]/[A]0) (4.7)

kinterface =
r(t)

3ZSnB(t)dr
kapp (4.8)

Taking r(t) ≈ 0.8r, which corresponds to the radius of a particle when 50% of the

reaction is complete simplifies the evaluation of the equation. Since B is taken in

excess, the “mole fraction” of B is taken to be constant.

nB(t) = nB(0) =
[B]0

[A]0 + [B]0
(4.9)

Given the initial “concentration” of A and B are in a 1:5 ratio, the quantity

nB(0) = 0.83.

kinterface =
r

2.49ZSdr
kapp (4.10)

The “intrinsic” rate constants, kintrinsic thus derived have the same units and are

compared in Table 4.3.

For the reaction in water, the particle size was taken to be 19.72 µm as

determined by particle size analysis and the molecular radius of the ylide, dr was

considered as 5 Å. The recalculated intrinsic rate constants, kintrinsic brought out

the drastic difference in the rates of the Wittig reaction “on water” or aqueous

media as compared to those in organic solvents (Table 4.3). The kintrinsic for the

Wittig reaction between 11a + 12a in n-heptane as compared to that in water

at 298 K differed by three orders of magnitude. Although the apparent rates
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Table 4.3: Comparison of the pseudo-first order rate constants, k′ and the intrinsic

rate constants, kintrinsic for the reaction of 11a with 12a in different solvents.

Solvents 104k(s−1)[a] 103kintrinsic(s
−1)[b]

Chloroform 0.13 5.42

Dimethylsulphoxide 0.14 6.57

Acetonitrile 0.23 14.68

Ethyl acetate 0.32 10.92

n- Heptane 0.55 12.51

Water 5.28[c] 2090.79

Methanol 8.34 686.32

Ethylene glycol 12.02 717.25

[a] Samples of different particle sizes prepared by using a rolling ball mill and

their diameter determined using a particle size analyzer. [b] Reactions carried

out with 1 mmol of 11a and 5 mmol of 12a in 10 mL of water. Experimental

error = ± 4%. [c] For water, rate constant k′ = kapp.

were higher in methanol and ethylene glycol than in water, a comparison of the

intrinsic rate constants indicated that the “on water” reaction was the fastest.

This contradiction can be explained if it is noted that only a limited number

of ylide molecules (the molecules at the interface) are available for the aqueous

interfacial reaction i.e. the actual amount of the ylide available for the reaction

at any given point of time is negligible when compared to that calculated on the

basis of the formal concentration. The results suggest that the apparent 14%

decrease in rate in 1 M aqueous LiCl at 298 K relative to that in water reflects a

much drastic change in the intrinsic rates of the reaction (kintrinsic for 1 M LiCl

= 5.91 s−1). The actual magnitude of the salting effects for “on water” reactions

is, thus, very high.

4.4 Role of solubility

As previously mentioned, the main difference between reactions carried out “on

water” and in organic solvents is the insolubility of the reactants. In addition,

numerous physicochemical processes can possibly dominate the effect of additives
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on the rates. The possibility that the salts exert their effect at higher temper-

atures by controlling the solubility equilibrium of the ylide could not be ruled

out (pictorial representation of the solubility equilibrium model shown in Scheme

4.2). The addition of LiCl or NaCl should ‘salt-out’ the ylide, thus increasing

the proportion of the undissolved ylide and favouring the faster “on water” re-

action as compared to the sluggish homogeneous reaction of the dissolved ylide.

Similarly, if the presence of an additive like GnCl promotes the dissolution of the

ylide, then the decrease in rate is expected, since khomo � kinterface. Complete

dissolution of ylide implies that negligible amount of the ylide would be avail-

able for the interfacial pathway, and hence, the abrupt “plateau” observed for

the slower reacting aldehydes as seen in Figure 4.2. Before proposing any further

hypothesis, a detailed study of the solubility trends was necessary.

Scheme 4.2:

The solubility of the phosphorus ylide 12a was measured in the aqueous salt

solutions at different concentrations of the salts to explain the apparent anomaly

in salting effects. The phosphorus ylide was chosen for the solubility studies

because of the fact that it is the reactant which remains partially/completely

undissolved in the given reaction conditions. The relative rates ln(krel) plotted

against relative solubilities ln(S/S0) failed to show any correlation at 298 K (Fig-

ure 4.6a) while a linear correlation was observed for the data at 338 K (Figure

4.6b).

The results showed that the solubility of the substrates is capable of explain-

ing the trends in reactivity on the basis of the salting-out/salting-in mechanism

at higher temperatures but fails to show correlation with the results at room tem-

perature. Assuming that the solubility changes play a decisive role in the reaction

kinetics, the rate-accelerating effect of LiClO4 at 338 K could be explained by the
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Figure 4.6: Plot of ln(krel) against ln(S/S0) for aqueous salt solutions at a) 298

K and b) 338 K.

fact that it acts as a “salting-out” agent at that temperature for lower concen-

trations (1 M LiClO4) as shown in Figure 4.7. This behaviour of LiClO4 has also

been mentioned in one of the previous reports regarding the salting effects on the

selectivity of Diels–Alder reactions.119 But it is important to ascertain that the

observed correlation is not misleading or coincidental.

In order to explore whether the solubility of the ylide is limited only to being

an “indicator” property or it is the driving force in determining the reaction rates,

experiments were carried out with polymer-supported ylides, which excluded the

contribution of solubility completely by virtue of the ylide being covalently bound

to the polymer bead. It would be then possible to delineate the contributions

due to the changes in dewetting phenomenon and those due to variations in

solubility of the substrates. It was observed that the anomalous temperature–

dependent salting effects persist for the reactions with the polymer-bound ylide

as well (Table 4.4). The presence of salt additives at 298 K slowed down the

progress of the reaction while the same additives accelerated the rates at 338 K

— the acceleration being proportional to the concentration of the salt additives.

Although these observations cannot completely discount the role of the substrate
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Figure 4.7: Relative solubity ln(S/S0) of ylide 12a in aqueous LiClO4 solutions

as a function of concentration of salt at 298 K.

solubility, its dominance in explaining the odd temperature-related salting effects

of the “on water” Wittig reactions is definitely limited and it cannot be the sole

factor determining the temperature dependence of the salting effect.

Alternatively, the ‘dewetting’ phenomenon caused by the length-scale depen-

dence of hydrophobic hydration to explain the drastic variations in the rates for

interfacial reactions in aqueous media with temperatures could be invoked. The

characteristic spatial arrangement of water molecules around an extended macro-

scopic interface and its effect on the interfacial processes is a crucial aspect of the

model. Only limited experimental data and theoretical guidelines are available

since it is extremely difficult to design experiments, which can give any conclusive

evidence about the salting effects on dewetting of suspended ylide particles.
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Table 4.4: Relative rates, krel for the reaction of 11a with polymer supported

form of the ylide 12a in aqueous solutions.

Reaction medium T (K) k
[a],[b]
rel

0.5 M NaCl 338 1.52

1.0 M NaCl 338 1.73

1.5 M NaCl 338 2.02

2.0 M NaCl 338 2.53

0.5 M LiCl 338 1.41

1.0 M LiCl 338 1.54

1.5 M LiCl 338 1.75

2.0 M LiCl 338 1.88

1.0 M GnCl 338 0.46

1.0 M LiClO4 338 0.22

1.0 M NaCl 298 0.72

1.0 M LiCl 298 0.86

1.0 M GnCl 298 0.33

[a] krel = kapp/(kapp)water where kapp is the apparent rate constant in the given

medium. [b] Experimental error 4% at 298 K and 6% at 338 K.

4.4.1 Ion effects at the interface

In order to comprehend the temperature dependence of the salting effects, it

is important to know the structure of water at the water–ylide interface with

reference to its effect on the reaction energetics at ambient temperature i.e. 298

K. Then the effect of the ions from the added salts on the structural features at

the interface and the consequent outcome of the reaction rates at 298 K should

be correlated. It is possible that addition of salts like NaCl may lead to a greater

“dewetting” of the ylide i.e. a lesser number of water molecules at the interface

available with free –OH bonds. The resultant change in the extent of interaction

(wider “dewetted” region or lesser water molecules at the interface) may lead to

a weaker “on water” effect. But this reasoning does not provide any clue for the

relative effects of different salts or the inverse effect due to change in temperature.

The inverse effect of additives at higher temperature suggests a change in the

nature of the interfacial interactions with temperature. Hence, understanding
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the change in the structure of water and the interfacial interactions as a function

of temperature so as to elucidate the interplay of forces at 338 K would be the

next stage of reasoning. The effect of salt additives on the altered interfacial

interactions at the higher temperature should explain the atypical observations

satisfactorily.

The interface between the ylide and aqueous medium, which is the site for

the Wittig reaction, is a macroscopic interface. The “dewetting” at the interface

induced by the lengthscale dependence of hydrophobicity implies that it may

then be treated as an extended air-water interface (Figure 4.8).59 As a result,

the salting effects for the Wittig reaction at the ylide-water interface can be

analyzed in terms of the experimental and computational information readily

available for the air-water surface. Ab initio molecular dynamics simulations

Figure 4.8: Schematic representation of the “on water” Wittig reaction.

have shown that the air-water interface is typified by the presence of free or

‘dangling’ –OH bonds, which are estimated to constitute 36% of the interface.
178 In comparison, the sum frequency generation (SFG) spectra for the air-water

interface showing a sharp feature at 3700 cm−1 for the free –OH bonds indicate

that these bonds occupy approximately 20% of the interface.179 The simulations

also showed that the lowering of the HOMO for each water molecule near the

interface results in increase in the number of ‘reactive sites’ as compared to the

bulk. This observation supports the ‘dangling’ –OH catalyzed “on water” reaction

mechanism, proposed by Jung and Marcus.69
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The introduction of ionic components in the system has interesting conse-

quences on the distribution of the ‘dangling’ –OH groups through displacement

perturbation.180 Most importantly, the discernible effect of the salt additives

on the interfacial properties may thus be independent of the kosmotropic and

chaotropic convention174 and may even follow inverse Hofmeister series (SO2−
4 <

NO−
3 < I−) as shown by spectroscopic measurements.181 Recent modeling stud-

ies have shown that large, polarizable anions tend to be polarized by the surface

anisotropy and are stabilized by the attractive ion-water polarization interac-

tions, leading to an overall excess anion adsorption for the interface.182 Inorganic

cations are excluded from the surface but are present below the surface so as to

form associated ion pairs with the anions. The ion pair disrupts the hydrogen-

bonded network at the interface due to the anionic interactions with the free –OH

bonds. The effective perturbation, also known as the specific ion effect at the in-

terface, depends on the anion charge density, polarizability, ionic association and

ionic strength. The disruption of the free –OH bonds in the presence of ionic

components was also by SFG experiments in which the free –OH peak disappears

at high concentration of the additives.183

The specific ion effect thus explains the observation of a reduced rate constant

at 298 K due to the addition of any salt to the medium. The disturbed free –OH

network in the presence of the chloride ions in NaCl and LiCl is less effective in

catalyzing the “on water” pathway. Since the polarizability of the anion depends

on the extent of its ionic association with the cation, which in turn determines the

resultant perturbation of the free –OH bonds at the interface, the Li+ salts are

bound to show a weaker effect as compared to the Na+ salts. Unlike the halide

salts of sodium and other metal cations, similar data for interfacial behaviour

of GnCl salts is unavailable at this stage, making it difficult to comment about

the effect of the GnCl salts. The fact that addition of GnCl lowers the surface

tension while the other salts are known to increase it, indicates that the inter-

facial behaviour of GnCl is bound to be different from the other salts additives.

The relatively higher polarizability of the Gn+ cation and its ability to partici-

pate in the hydrogen bonding network in a manner not possible for the Na+ or

the Li+ ions, may cause minimal perturbation of the interfacial arrangement of

water molecules. The results in Table 4.5 for different salts, are thus, in good

agreement with the polarizability model. More importantly, the rate reducing
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tendency of the highly polarizable ClO−
4 salts at 298 K can also be clarified by

the ion-specific perturbation effect along the same lines, without invoking the

kosmotropic/chaotropic convention.

Table 4.5: Relative rate constants, krel for the “on water” Wittig reaction of 11a

+ 12a in aqueous solutions at 298 K.

Reaction medium k
[a]
rel

1.0 M KBr 0.66

1.0 M KCl 0.65

1.0 M NaBr 0.81

1.0 M NaNO3 0.71

1.0 M NaClO4 0.59

[a] krel = kapp/(kapp)water where kapp is the apparent rate constant in the given

medium. Experimental error 3% at 298 K.

The extension of the aforementioned reasoning to the results obtained at

higher temperature should be based on the effect of temperature on the free

–OH network. The free –OH bonds at the interface are known to persist up to

temperatures as high as 353 K.179 Computational studies have also indicated that

the orientational order at the interface, up to a depth of ∼ 7 Å, is identical at

T = 275 K and T = 360 K.184 However, thermodynamic study of the hydrophobic

association at mesoscopic to macroscopic length scales points toward a minimum

in ∆G of hydrophobic association at T ≈ 340 K, the minimum shifting to lower

temperatures and becoming more pronounced with increasing solute size.185 The

minimum is associated with a sharp decrease in the entropical contribution, such

that the value of ∆S at T = TS = 360 K is zero. It is noteworthy that for temper-

atures at which ∆S is zero, the ordering of the interfacial water molecules does

not disappear. The paradox is resolved by considering the fact that an increase

in temperature will cause a decrease in the density of water molecules, leading

to a proportional increase in the translational entropy at the interface relative to

the bulk.

It is difficult to speculate on how the addition of salts can affect the inter-

facial interactions at higher temperatures due to the fact that no information is

available for aqueous interfaces in the presence of salts at higher temperatures.
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Nevertheless, it is interesting to note that the hydrophobic association at the in-

terface undergoes a transition from entropy dominance at lower temperatures to

enthalpy dominance at higher temperature (∆S = 0). It is then possible that the

enthalpic contribution to the interfacial interactions due to the addition of salt

additives becomes dominant at a higher temperature (338 K), whereas it might

be less at a lower temperature (298 K), resulting in an inverse effect of the salt

additives on the rates of the Wittig reaction. The non-linearity of the Arrhenius

plot is an additional evidence for such a transition. This approach provides only

a tentative guideline for further relevant work in the area.

4.4.2 Urea at the interface

The specific ion interactions at the air-vapour interface cannot be extended to

account for the special effect of urea on the rates of the reaction. Remarkably,

urea is the only additive which increases the rate of the “on water” Wittig reac-

tion at 298 K. The effect of urea on the structure of water has been the subject

of much controversy — with evidences supporting a chaotropic effect,186 kos-

motropic effect187 and negligible change in water structure.188 Recent simulation

studies have demonstrated conclusively that urea can participate in the hydrogen-

bonding network of water within the tetrahedral geometric constraints and with

minimum disruption of the overall structure.189 The similarity in the resulting

urea–water hydrogen bonding with water–water hydrogen bonding is shown by

the fact that the local oxygen distribution pattern for urea is similar to that for

the oxygens in bulk water.

Unlike the ionic salt additives, no experimental information is available for

the spatial arrangement of urea at the air–water interface and its consequences

for the free –OH network. But given the fact that urea molecules tend to as-

similate themselves into the hydrogen-bonding network in the bulk, it is possible

that the urea molecules at the interface do not disrupt the free –OH bonds of

water. The hydrogen atoms in urea can act as additional sites for accelerating

the reaction, provided the orientation of the urea molecule is appropriate. These

speculations can be verified only after substantial information, experimental and

computational, is available.
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4. Salting Effects for an “on water” reaction

4.5 Conclusions

The present work brings out the fundamental difference between the salting effects

for “on water” reactions as opposed to those observed for homogeneous aqueous

reactions. The temperature dependence of the salting effects provides evidence of

the fact that the interfacial interactions are governed by specific ion effects rather

than the conventional chaotropic/kosmotropic interactions. An explanation for

the effects of salt additives on aqueous processes should, thus, take into account

the relevant lengthscale of interactions. Understanding the physical-organic as-

pects for such processes is bound to greatly enhance the potential applications of

the “on water” methodology.
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5

Interfacial Reactivity and

Stereoselectivity of “on water”

Reactions in the Presence of

Alcoholic Cosolvents

The world will be a better place when

scientists — and nations — solve their

respective boundary problems.190

A detailed study of the variation in

the interfacial reactivity and selectiv-

ity of “on water” reactions in the pres-

ence of increasing amounts of alcoholic

cosolvents is discussed in the present

chapter. The initial increase in the rates of “on water” on the addition of al-

coholic cosolvents is contrary to the sharp decrease in rates observed for the

homogenous aqueous reactions. The existing theoretical framework is presented

in terms of a typical “on water” process to enable a discussion of the experimen-

tal observations with reference to changing composition of the reaction medium.

On the basis of the interesting observations of reactivity and selectivity variation

with composition of the reaction medium, a simple ‘signature’ characteristic is

proposed for “on water” reactions.
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5. “on water” reactivity and selectivity

5.1 Introduction

The spectacular rate–enhancing effect of water as a solvent medium is widely

reported for numerous organic reactions.43 However, the marginal solubility of

organic substrates in water and aqueous media was thought to be a major deter-

rent in the scaling up of aqueous reactions for practical applications. In order to

overcome this limitation, considerable efforts were directed towards the function-

alization of substrates or reagents191 or towards the design of biphasic processes

using phase transfer catalysts.192 The “on water” protocol promoted by Sharpless

and coworkers established that the low solubility of organic substrates in aque-

ous systems need not necessarily be a deterrent to the progress of the reaction.67

Contrary to conventional views, the interfacial mechanism was observed to be the

dominating pathway for most of the transformations. The “on water” pathway

is also known to have an influence on the regio- and stereochemical outcome of

the reaction.193

Despite these encouraging developments, the industrial-scale applications of

the “on water” methodology may still face numerous obstacles, including the lack

of in-depth understanding of the mechanistic processes at the water-organic in-

terface. Very little is known quantitatively about the reactivity or selectivity of

the substrates at the interface. This is not surprising, given the numerous prac-

tical and analytical difficulties present in studying the interface. Even when a

satisfactory analytical procedure has been established for studying the interface,

the interpretation of the results is not straightforward. Any interfacial reaction

is affected by numerous processes like diffusion of the reactants to the interface,

the orientation of the reactants at the interface and the solubility effects. It is

only recently that significant progress has been achieved in this direction through

detailed modeling approaches and sophisticated analytical techniques.194 The ap-

plication of these techniques has resulted in the emergence of a comprehensive

picture in terms of solvation and reactivity at the interface.195 Nevertheless, the

use of such sophisticated analytical techniques is limited. The introduction of

simpler methods of analysis and a general ‘rule-of-thumb’ for characterizing and

differentiating the “on water” reactions from their homogeneous counterparts

would be preferred.
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5. “on water” reactivity and selectivity

For example, almost all the studies on the hydrophobic effects on selectivities

of Diels–Alder reactions employ dienes and dienophiles in concentrations well

within the solubility limits.63,107, 110,176 Given the low solubility of most of the

reactants, this means that the concentrations are extremely low to be of any

practical relevance. Thus, while the predictions and models were valid for the

typically homogeneous reaction systems, the inferences could not be extended to

suspensions or heterogeneous reaction systems. Most of the hypotheses put forth

in the studies may not be relevant for the actual scaled-up processes. In view of

the interesting temperature dependence of the salting-in and salting-out additives

for “on water” Wittig reactions observed in the previous chapter, further study

was deemed necessary and instrumental in unraveling the fundamental processes

that govern the “on water” catalysis.

Another impediment for scale-up of “on water” reactions is the fact that the

stirring power per unit volume required to produce a given value of interfacial area

per unit volume increases with the volume of the reaction vessel/container. In

scaled-up reaction systems, where the extension of the interface is small compared

to the volume of bulk phases, the increase in the absolute rate caused by the

interface may be more than compensated by the very much larger amounts of

reactants present in the bulk phases. In order to ensure a smooth transition of

the “on water” protocol from a chemist’s flask to the reactor vessel, it is important

to address these issues.

Water–alcohol mixtures have been employed extensively in the past as mech-

anistic tools to study the origin of hydrophobic acceleration of organic reac-

tions.66,196 These mixtures appeared to be promising solutions for the “synthetic

chemists’ dilemma” of choosing between the enhanced absolute reactivity at the

aqueous interface against the very much larger amounts of reactants and the

resultant greater conversion accessible in the bulk phases. Ironically, in all the

previous studies, the concentration of the reactants in the kinetic analyses using

water–alcohol systems was kept low enough to ensure complete homogeneity, even

in pure water. The response of a typical “on water” system to the addition of

alcoholic cosolvents and the resultant transition form heterogeneous to homoge-

neous reaction conditions, although of much practical significance, has not been

studied.
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5. “on water” reactivity and selectivity

Scheme 5.1:

Scheme 5.2:

In the present work, the effect of addition of increasing amounts of an alcoholic

cosolvent on the reactivity and selectivity of C–C bond forming reactions carried

out in aqueous suspensions was studied. The focus was on two important class of

C–C bond forming reactions — the Wittig reaction of benzaldehyde (11a) with

(carboethoxymethylene)triphenylphosphorane (12a) (Scheme 5.1) and the Diels–

Alder cycloaddition of cyclopentadiene (1) with methyl acrylate (2a) (Scheme

5.2). The solvent composition was varied from that of pure water to pure alcohol

composition. The presence of the cosolvent could alter the “local” solute- solvent

interactions, while gradually leading to “homogenization” of the reaction medium.

The possibility of employing bulk solvent parameters to identify the dominating

interactions determining interfacial reactivity and selectivity was explored.

5.2 Experimental section

Materials: The aldehyde 11a and the dienophile 2a were distilled prior to their

use. the diene 1 was freshly cracked from its dimer and stored in deep freeze. GR

grade solvents and deionized water were used for the experiments. The ylide 12a
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5. “on water” reactivity and selectivity

and the polymer-supported ylide were synthesized as described in Section 4.2 on

page 70.

Kinetic analysis: The standard kinetic procedures were as mentioned in Sec-

tion 3.3.3 on page 56 and Section 4.2 on page 70. Rates determined by using

GC analysis with chlorobenzene as the internal standard. For the estimation of

rate of formation of the endo isomer, kendo and the rate of formation of the exo

isomer, kexo independently, the GC was calibrated seperately for each isomer. 1

was condensed with acrylic acid and the resultant endo and exo bicyclic acids

were separated by iodolactonization method as reported earlier by Evans et al.
197 The iodolactone was cleaved reductively with zinc and acetic acid to get pure

endo acid in high yield.198 The bicyclic acids were then individually treated with

methanol and concentrated H2SO4 under reflux for 18 h to get the corresponding

esters — methyl bicyclo[2.2.1]hept-5-ene-2-carboxylate (3a, 3b). Identical GC

response factors observed for both the isomers. The reactions carried out with

2.5 mmol of 1 and 12.5 mmol of 2a (a 1:5 ratio of the diene and the dienophile)

at 298 K to determine the independent rate constants, kendo and kexo (NMR

spectrum of iodolactone intermediates described in Appendix B.5).

5.3 Results and discussion

5.3.1 Theoretical framework

The study of an “on water” process, in accordance with the convention adopted

for any interfacial process, can be represented at three different levels — the

kinetic or molecular level, the local or microscopic level and the macrokinetic or

macroscopic level — each employing a seperate model. The information from a

lower scale model is used as an input for the model at the next scale. The kinetic

model is built in accordance with the principles of formal kinetics and describes

chemical interaction between the components of the system at the molecular level

in terms of mechanism, energies of activation, and rate and equilibrium constants

of chemical reactions.

The local model builds on the information derived from the kinetic model,

taking into account the inhomogeneous distribution energy and reactants in the

bulk phases and the interface. The local model is characterized by mass transfer
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5. “on water” reactivity and selectivity

rate, conversion of the transferred reactant, topology of the reaction zone, con-

centrations and distribution of reaction groups, etc. In order to understand the

solvent effects of “on water” reactions, the pseudophase formalism which treats

the aqueous suspension as a three–layer bulk system and ignores the temporal

variation in shape and size of the suspended droplets/solid particles is modified

(Figure 5.1). The reaction mixture is assumed to consist of three distinct pseu-

dophases: an aqueous phase (w), an organic phase (o) and the interface (i). For

“on water” reactions, the organic phase consists of the water insoluble reactants

suspended in aqueous environment. The reactants are partitioned between the

three pseudophases based on relative affinities and diffusion processes — denoted

by the respective partition functions. A complete quantitative analysis of the ki-

netic or stereoselectivity data would involve estimation of the partition coefficients

(K) and the rate constants (k). Care must be taken to rule out the other possible

scenario experimentally, wherein one of the reactants is transferred through the

interface into the bulk and the reaction takes place in the bulk, near the interface

but not “on” the interface.

Figure 5.1: Local kinetic model for a general “on water” reaction

The observed rate of the reaction is in effect, the total of the rates at all the

pseudophases and the rates of diffusion and adsorption of the reactants. Some

important assumptions will be made for simplifying the application of the model

to experimental kinetic data of common C–C bond forming reactions:
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1. The diffusion of the reactants to the reaction site in the bulk or the in-

terface in a typiccal “on water” reaction is much faster than the rate of

the reaction. This implies that the distribution of the reactants between

the pseudophases is an equilibrium property and the process is not diffu-

sion limited. (Exceptions include electron transfer reactions, free radical

reactions, proton transfer reactions etc.)

2. The reaction does not undergo a change in the mechanism from one pseu-

dophase to another. The basic rate law describing the order of the reaction

remains the same in all the pseudophases.

3. The rates of the reaction in the three pseudophases are largely indepen-

dent, affecting each other only by changing the net amount of the reactants

available for the process.

In order to reduce the rates in the neat, aqueous and interfacial pseudophases

to the same units, the approach suggested by Jung and Marcus was followed.
69 Accordingly, the rates were described in terms of the number mole fraction

of reactant B, nB. Taking Zx to be the coordination number between the two

reactants in a given pseudophase, the product ZxnB(t) represented the probabil-

ity that the two reactants were within the “reacting distance” at a given time

instant t. The resulting rate expression was given by equation 5.1, subject to the

conditions stated in equations 5.3 and 5.4.

d[P]

dt
= ko[A]o[B]o + kw[A]w[B]w + ki[A]i[B]i (5.1)

d[P]

dt
= ko[A]oZonBo + kw[A]wZwnBw + ki[A]iZinBi

= ko[A]oZonBo + kw[A]wZwnBw + kiNdĀiZinBi (5.2)

[A]o + [A]w + [A]i = [A]T (5.3)

nBo + nBw + nBi = (nB)total (5.4)
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5. “on water” reactivity and selectivity

where Nd is the total number of suspended droplets or particles in the reaction

mixture and Āi is the average number of molecules of species A on the surface of

one droplet or particle at time t. The model was general enough to accommodate

multi-component or multistep reactions, although only the case of an irreversible

single-step bimolecular reaction is pictorially represented (Figure 5.1). Since the

model did not contain any a priori dependence on the shape of the interface, it

could be applied to highly agitated systems as well.

The results thus obtained led to the macroscopic or macrokinetic model, which

could predict the evolution of the characteristics of the reaction system as a whole

in terms of the bulk properties of the solvent systems and measurable properties

of the interface. In case of systems with intensive stirring, the macroscopic model

is often the only tool for establishing the relation between the experimentally ob-

served characteristics and the processes occurring at the interface. For macroki-

netic modeling of the interface, the two intrinsic properties of interfaces — the

interfacial pressure and the interfacial potential are generally known to influence

the reaction rate. In the case interfacial pressure, Π:

[∂(ln k)/∂Π] = ∆A∗/RT (5.5)

where ∆A∗ is the difference in area between the transition complex and the reac-

tant molecules i.e. area of activation. It can be seen that the effect of interfacial

pressure on reaction velocity depends on the sign as well as the magnitude of

∆A∗. When the intensity factor is electrical potential, V :

[∂(ln k)/∂V ] = ∆q∗/RT (5.6)

where ∆q∗ is the difference in the electric charge between transition complex and

the reactant molecules. Provided that q and V are of the same sign, the rate of

the reaction will increase or decrease as V is increased or decreased.

Understanding the macrokinetic behavior of the system can also help to in-

crease efficiency of laboratory and industrial synthetic processes. Hence, an at-

tempt was made to develop a macroscopic scenario relating the change in stereos-

electivity at the interface as a function of solvent composition to the bulk solvent

properties.
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5.3.2 Interfacial reactivity of “on water” reactions

The reactivity of substrates at the interface may be intrinsically different from

that of an analogous reaction in the homogeneous phase due to energetic and

geometric factors. The reduction of dimensionality of diffusion is known to induce

rate acceleration under specific conditions.199 The interface can influence the

progress of a reaction by affecting the rate of adsorption/diffusion of the reactant

and availability of reactive sites, changing the concentration and orientation of

the reactants with respect to the bulk, etc.200 This makes quantitative discussion

of the processes difficult.

Not surprisingly, very few kinetic studies at interfaces have been reported
195,190 since the first study by Bell studied regarding the kinetics of oxidation of

benzoyl-o-toluidine with aqueous potassium permanganate at a flat liquid-liquid

interface.201 Systematic studies of solvent effects on the products of interfacial

polycondensation reactions was carried out by Morgan and coworkers202 when

they demonstrated that the molecular weight of the polymer product was a de-

pendent on the solvent used.

5.3.2.1 Solid-liquid interface: Wittig reaction

The rates of the Wittig reaction between the aldehyde 11a and ylide 12a were

estimated in a series of water–1-propanol mixtures at four different temperatures.

The apparent pseudo-first order rate constants, kapp plotted as a function of the

solvent composition, showed a sharp increase when a small amount of 1-propanol

was added initially, reaching a maximum before decreasing with further addition

of the cosolvent (Figure 5.2). The sensitivity of the kapp to the composition of

the medium increased with increasing temperature. For example, the apparent

rate was observed to increase from a value of 1.7 × 10−4 s−1 in pure water to

15.9 × 10−4 s−1 in 40% v/v aqueous propanol at 278 K, which corresponds to

a 9-times rise in rate. At 308 K, the magnitude of kapp increased from 7.6 ×
10−4 s−1 in pure water to 83.1× 10−4 s−1 at just 20% aqueous 1-propanol, which

corresponds to rise in rates by a factor of 11 times. The position of the maximum

in rate constants also shifted to lower values of the cosolvent volume fraction with

increasing temperature.
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5. “on water” reactivity and selectivity

Figure 5.2: Apparent rate constants, kapp for the Wittig reaction of 11a + 12a

against composition of the reaction medium in terms of the volume fraction of

1-propanol at 278 K (�), 288 K (•), 298 K (4) and 308 K (H).

In order to explain the results, the different ways in which the addition of

a cosolvent can affect the “on water” process must be taken into account. For

aqueous reactions in purely homogeneous conditions, the addition of cosolvents

is known to give rise to a number of additional interactions. The initial addition

of cosolvents like alcohol enhances the local structure of water and thus makes

the hydrophobic interactions entropically more favourable.203 At the same time,

the favourable interactions of the cosolvent with the reactant will effectively sta-

bilize the initial state. At higher mole fractions of the cosolvent, highly dynamic

clusters of the cosolvent molecules are formed.203 The composition of the mi-

croenvironment around the reactants is different from the bulk composition and

“preferential solvation” of the reactants by either of the solvent components may

be observed.

Beyond a particular solvent composition, the binary mixtures start to behave

like conventional organic solvent, exhibiting smooth variation in the rates and
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stereoselectivity trends. The analysis of the effect of cosolvent addition is further

complicated if the aqueous reaction is initially carried out in a heterogeneous

environment. Small amounts of the added cosolvent should affect the composition

of the bulk phases as well as the interface. It may also affect the orientation

and mutual interaction of the water and reactant molecules at the interface.

Increasing mole fraction of the cosolvent induces a heterogeneous to homogeneous

phase change. Thus, the observed enhancement of the reactivity is the combined

outcome of a number of physico-chemical factors. The cosolvent is expected to

influence to overall process by affecting the partition of the reactants and by

influencing the rate constants (Figure 5.1).

The “on water” Wittig reaction involved a solid–liquid interface and hence,

could be treated as the simplest possible variant of the model in Figure 5.1,

since ko = 0. The insoluble ylide suspended in the aqueous phase is a solid,

and hence the absence of the other reactant in the organic phase precludes any

reaction in the organic phase. Initially, under “on water” conditions, the reaction

is plausible only at the interface (ki) or in the bulk water phase (kw). Kinetic

studies in Section 4.3.2 on page 78 have provided evidence that in pure water,

ki � kw. Hence the reaction could be modeled as a system where both the

reactants were confined to the interface. For all practical purposes:

d[P]

dt
= kiNdĀiZinBi (5.7)

It is reasonable to assume that the addition of cosolvent will affect the process

in one or all of the following ways:

1. It will lead to increased solubility of the ylide, thus shrinking the ylide

particles. Since the factor (NdĀi/[A]) is inversely proportional to r, the

radius of the ylide particle,69 the initial decrease in the radius of the solid

particle — provided all other factors including Nd are constant — should

be manifested as an increase in the rate of the interfacial process. The

dissolved ylide increases the contribution of the reaction in the bulk water.

As more and more cosolvent is added, increasing amounts of ylide should be

dissolved, making the homogeneous process in bulk water more and more

feasible. The overall process in aqueous mixture has to be described as the

sum of the second and third terms in equation 5.1.
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2. Alternatively, the increase in the rates observed may also partially result

from enhanced local structure of the reaction medium at the reaction site

induced by the cosolvent i.e. apart from the effect on the partition or

distribution of the reactants between the pseudophases, a direct effect of

solvent composition on the magnitude of ki and kw will also play a role.

3. At a particular composition, the interface vanishes (the ylide completely

dissolves) and then the kinetic trend is similar to that observed for the

homogenous water–organic cosolvent systems. The overall rate is now a

function of the rate in the bulk aqueous–organic phase, kw+o.

d[P]

dt water+cosolvent
= kw+oAw+oZw+onBw+o (5.8)

(note: kw+o stands for the rate in aqueous–organic phase)

4. Increasing the concentration of cosolvent further results in the reaction be-

coming less hydrophobically accelerated. The reaction medium loses its

typically aqueous character while the reactants and transition state are be-

ing preferentially solvated by the 1-propanol molecules. Finally, the binary

mixture starts resembling a conventional organic solvent as reflected in the

conventional decrease in rates observed for such solvent environments. In

terms of the model in Figure 5.1,

kw+oAw+oZw+onBw+o ⇒ koAoZonBo (5.9)

The maximum in the rate – composition curve could then be interpreted as

the point where the system departs from complex interfacial behaviour to the

conventional homogeneous kinetics. The shift in the position of the maximum

with temperature also implicated the role of phase transitions in the observed

kinetic trends. The initial increase in rates might be the result of increased

solubility or a change in the solvation at the interface upon the addition of 1-

propanol or a combination of both the factors. In order to elucidate the role of

solubility, the kinetic experiments were repeated with polymer-supported form

of ylide 12a under identical conditions at 298 K. The estimated kapp are plotted

in Figure 5.3 as a function of the composition of the reaction medium. The

maximum in the rate was still observed when the possibility of solubility effect is
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completely excluded, thus indicating that the initial increase in rates originated

predominantly due to the change in the structure of the reaction medium upon

addition of alcohol.

Figure 5.3: Apparent rate constant, kapp for the Wittig reaction of 11a +

polymer-supported form of ylide 12a in water–1-propanol mixtures at 298 K.

(The line is drawn to guide the reader’s eye.)

The characteristic orientations of alcohol and water molecules at the water-

vapour interface and their effect on the surface characteristics have been studied

by SFG spectroscopy204 and molecular modeling studies.205 The linear increase

of the number of ethanol – ethanol hydrogen bonds and linear decrease of water

– water hydrogen bonds at the interface indicates that the addition of ethanol

enhances the self-clustering of ethanol and breaking of the hydrogen-bonded net-

work of water in the solution.205b The most probable angle between the H2O

dipole at the liquid/vapour interface and the surface normal is 67.5 ◦ at 0.059

mole fraction of ethanol as compared to 74 ◦ for pure water, signifying enhanced

orientation ordering on addition of ethanol. After the initial increase, the orien-

tation of the surface H2O molecules starts decreasing from 0.11 mole fraction of
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ethanol until it is sharply peaked at about 141.5 ◦ for 0.40 mol fraction of ethanol

with no predominate orientation existing 3 Å below the interface.205a These ob-

servations suggest that the addition of alcohols initially tends to enhance the

surface characteristics of water, before further addition depletes those features.

This typical behaviour may hold the explanation for the anomalous increase in the

rates observed. However, further evidence in form of experiments and theoretical

calclulations would be required to explain the phenomenon satisfactorily.

5.3.2.2 Liquid-liquid interface: Diels–Alder reaction

The Diels–Alder reaction was the one of the first organic reactions, which was

observed to be hydrophobically accelerated.40 One of the earliest reports on

Diels–Alder reactions carried out in aqueous suspensions coincided with the ini-

tial reports on hydrophobic acceleration of Diels–Alder reaction.107a Breslow and

coworkers demonstrated that the hydrophobic effect on the endo/exo selectivity

persists even in water–insoluble systems — i.e. when the relatively high concen-

tration of the diene or dienophile, beyond its solubility limit, led to the formation

of a distinct organic phase. The origin of the high selectivity ratios was proposed

to be related to the known effects of polar media and the need to minimize the

transition state surface area at the organic – water interface.

The only reports on interfacial Diels–Alder reactions are either based on the

microemulsions206 or supported dienophile.207 Gawalt et al. used subtituent ef-

fects to study the mechanism of an Diels–Alder reaction between the diene and

chemisorbed mercaptobenzoquinone as the dienophile.207 Kinetic studies of the

Diels–Alder cycloaddition reaction of 1 with 2a in water–methanol mixtures at

298 K showed a trend similar to that observed for the Wittig reaction. The rate

constants apparently increase initially with the addition of methanol. However,

further increase in the amount of methanol led to a decrease in the apparent rate

of the reaction. These observations are unlike the reported trend of reactivity in

homogeneous aqueous mixtures. Engberts and coworkers determined the kinetic

parameters for intra- and intermolecular Diels–Alder reactions in highly aque-

ous solutions of monohydric alcohols.110,208 Based on the quantitative analysis,

a model was developed in terms of enforced pairwise hydrophobic interactions

between the diene and the dienophile. Previous studies of the kinetics of the
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Figure 5.4: Apparent rate constant, kapp for the Diels–Alder reaction of 1 + 2a in

water–methanol mixtures as a function of the mole fraction of methanol, xMeOH

at 298 K.

Diels–Alder reaction in aqueous alcohol mixtures reported an initial sharp de-

crease followed by a gradual decrease in the rates on addition of alcohols as

cosolvents. Marginal increase in the rate was observed for the reaction of 1

with naphthaquinone at 298 K when a small amount of cosolvent (ethanol, 1-

propanol, 2-methyl-2-propanol) was added.208 It is notable that while the rates

in pure water were observed to be entirely entropic in origin, the rates observed in

10 mol% of 1-propanol were entirely of enthalpic origin, the enthalpy overcoming

the unfavourable entropy. Engberts attributed the initial rise in reactivity to the

enhanced structure of water upon addition of small amount of cosolvent. This

feature was lost as the proportion of cosolvent was increased till the rate effects

in the medium reflected those for a predominantly organic environment.

The approach required for the interpretation of results would be similar to that

adopted for the Wittig reaction, except for the fact that the system is a more
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complex liquid-liquid interface, wherein ko 6= 0. The initial reaction in purely “on

water” conditions, is no longer dependent on exclusively one term — the process

in the organic and aqueous phase have also to be taken into account. Also,

the vigorous agitation in the reaction medium entails that the system is phase–

dispersed rather than phase separated. In such cases, not only is the interfacial

area unknown, but it may also vary from experiment to experiment, depending

on the variations in hydrodynamic conditions and/or physical properties of the

system unlike the solid-liquid interface.

Figure 5.5: % conversion to product against time, t for the Diels–Alder reaction

of 1 + 2a in neat medium (�) and “on water” conditions (•) at 298 K. The

formal concentration of the diene and the dienophile was taken to be 1.0 M each

for the “on water” kinetic experiment.

As stated previously, it is important to determine the relative magnitude of

ki, ko and kw. Since the solubility of 1 is less than 10 mM in pure water, the

initial contribution from kw should be very small. The organic pseudophase in

this case would be analogous to the “neat” medium. A comparison of the %

conversion observed for the neat (no water) and “on water” reactions, is shown
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in Figure 5.5. Despite the fact that the effective concentration of the diene and

the dienophile at the liquid–liquid interface and hence available for the interfacial

reaction pathway is very less as compared to that available for the neat reaction,

the conversion is comparable. This indicates that ko < ki. The higher endo/exo

ratios obtained for the “on water” reaction (4.83 for 0.1 M of 1 and 0.5 M of

2a) as compared to that in the neat medium (2.67) is an additional evidence

for the higher magnitude of the interfacial rate constant. Thus, the reaction is

predominantly interfacial when carried out in pure water only.

The addition of methanol is bound to change the composition of the aqueous

and the organic phase simultaneously, along with the effects on the interfacial

structure and homogeneity as listed previously for the Wittig reaction. Since,

the role of the interfacial pathway is less significant as compared to that for the

Wittig reaction, the observed sensitivity of the rates to the solvent composition

in this reaction system is also lower.

Thus, the results have demonstrated that the “on water” reaction systems

show an initial increase in the rates when small amounts of alcohols are added

as cosolvent. This observation might be considered the signature of “on water”

reaction kinetics.

5.3.3 Selectivity at the interface

The endo/exo ratio for the reaction 1 + 2a were examined in a series of aque-

ous mixtures of methanol and 1-propanol at 298 K. The concentration of the

alcoholic component was kept low enough to ensure that the heterogeneity and

hence, the “on water” characteristic of the system is least perturbed. The endo

selectivity of the reaction increases when small amounts of alcoholic cosolvents

are added to the system.(Figure 5.6) This observation is contrary to that made

by Engberts for the reaction of 1 with methyl vinyl ketone in aqueous solutions of

a series of monohydric alcohols.110b However, the concentration of the diene and

the dienophile employed were very low (in the millimolar range) and hence, were

homogenous in nature. It was observed that in case of such homogenous aqueous

reactions, the endo/exo ratio decreased sharply on addition of small quantities

of alcohol.
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5. “on water” reactivity and selectivity

Figure 5.6: Variation in endo/exo ratio of the Diels–Alder reaction between 1

and 2a against mole fraction of methanol (N) and 1-propanol (H) at 298 K in

water–alcohol binary mixtures.

The kinetic control endo selectivity of the Diels–Alder reaction over the transi-

tion from the “on water” to the homogeneous phase was confirmed by the fact that

the endo/exo ratio reflects the trend in reactivity — increasing initially before

decreasing to the value of the organic cosolvent. Figure 5.7 shows the variation in

endo/exo ratios with composition of the solvent medium. The choice of cosolvents

was based on the nature of the plausible solute -cosolvent and water-cosolvent

interactions as per the structural features of the cosolvent. The selectivity was

thus studied in mixtures of a polar protic solvent — methanol, a polar aprotic

solvent — dimethylsulphoxide (DMSO), a weakly polar solvent — tetrahydrofu-

ran (THF) and a nonpolar solvent — dioxane. The composition of the reaction

medium spanned the range from pure water to pure cosolvent. The change in

stereoselectivity was, in effect, monitored from that in the heterogeneous or “on
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5. “on water” reactivity and selectivity

water” conditions at one extreme to that in entirely homogeneous medium at the

other extreme.

It is interesting to observe that higher selectivities are obtained in aqueous

binary mixtures than in water or cosolvent alone — except for water–THF mix-

tures where a smooth decrease in selectivity is seen. For example, the endo/exo

ratio increases by 65% on the addition of 40% v/v methanol. This observation is

drastically different from the previous studies of the effects of cosolvents on the

ratio of the endo and exo products. Engberts and coworkers reported a dramatic

decrease in the endo/exo product ratio for the aqueous reaction of 1 with methyl

vinyl ketone on addition of simple aliphatic alcohols.208a

Figure 5.7: Plots of endo/exo ratios against solvent composition (% v/v) of water

+ cosolvent methanol (�), DMSO (4), dioxane (©) and THF (O) for the Diels–

Alder reaction 1 + 2a at 298 K.

A thorough kinetic analysis was necessary to understand the molecular basis

of solvent interactions leading to higher stereoselectivity. In the kinetic analysis,

the second order rate constants of formation of the endo isomer (kendo) and the

exo isomer (kexo) were determined independently for each solvent composition.
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5. “on water” reactivity and selectivity

The endo and the exo isomers were separated by the iodolactonization procedure

and the gas chromatograph was calibrated independently for both the isomers.

The variation in the relative rates with solvent composition is shown in Figure

5.8. While kexo does not change on addition of 20% v/v methanol, kendo increases

by 36% of its value in pure water in the presence of 20% v/v methanol. The re-

sults indicate that kendo is more sensitive to the change in solvent composition as

compared to the kexo. It would be reasonable to assume that the change in stere-

oselectivity observed results from a greater stabilization of the endo transition

state at the interface.

Figure 5.8: Plots of relative rates, krel(= k/kwater) for the formation of the endo

(�) and the exo (•) isomers against % v/v of methanol in water at 298 K.

5.3.4 Macrokinetic analysis of interfacial selectivity

Due to the difficulties involved in studying the liquid–liquid interfacial reaction

systems, an empirical approach based on multiple linear regression was adopted.

Such analysis has been previously reported for studying the endo/exo selectivity

of Diels–Alder reaction. Schneider and Sangwan correlated the log (endo/exo)
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5. “on water” reactivity and selectivity

for the Diels–Alder reaction between 1 and various dienophiles with the solvopho-

bicity parameter, Sp while demonstrating that the role of the EN
T parameter was

marginally important.116 This was in contrast to the observations by Cativiela et.

al. regarding the selectivity of the reaction between 1 and α-cyanocinnamate who

concluded that apart from solvophobicity, the polarity of the medium also played

a significant role.118a Further work based on Diels–Alder reactions of 1 with 2a

in a series of organic and aqueous–organic solvents led to the development of a

model based on the influence of both, solvophobicity and polarity of the medium

on the stereochemical outcome of the reaction.118b The interpretation of the re-

sults was hampered by the fact that both Sp and EN
T are intrinsically correlated

parameters — the highly solvophobic solvents have higher polarity as well. A

comprehensive report on how different solvent parameters (for example, polarity,

Gutmann’ acceptor number, solvophobicity, cohesive energy density, etc.) of or-

ganic solvents influence kinetics of several Diels–Alder reactions is published by

Cativiela and coworkers.109

Apart from the use of empirical polarity scales to explain the stereoselectivity

of Diels–Alder reactions, the internal pressure of the reaction medium has also

been considered to be a dominating factor.113 Kumar was able to successfully

predict the reactivity and selectivity of a number of reactions in aqueous and

organic salt solutions using equations based on non-adjustable parameters.115

In the present case, it would be difficult to extend the previous models to

explain the selectivity since the study includes “on water” as well as homoge-

neous data points. Nevertheless, a preliminary multiple regression analysis for

the purely “on water” endo/exo values in aqueous alcohols (shown in Figure 5.6)

was attempted with the internal pressure, Pi and the dielectric constant, ε of the

medium. The choice of the two properties is based on the correlation of the rates

of interfacial reactions with Π and V . The interfacial pressure is a function of

the interfacial tension (by definition, Π = difference in the surface tension of the

two phases), which in turn, can be deduced from the internal pressure.209 The

dielectric constant is included to account for the influence of the electric potential

(References for the Pi and ε values or the thermodynamic data used for comput-

ing the Pi values of the water–cosolvent binary mixtures given in Appendix C).

Both the quantities are not empirical and can be determined by simple models,

which enhances their usefulness as fitting procedure. The results (Figure 5.9)
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5. “on water” reactivity and selectivity

Figure 5.9: Plot of (endo/exo)calculated against (endo/exo)experimental for the Diels–

Alder reaction of 1 + 2a. (endo/exo)calculated obtained from multiple linear re-

gression analysis with Pi and ε.

show that the regression yields good results, at least for the homologous series

of water + alcohols in the strictly heterogeneous limits. The regression equation

employed for determining (endo/exo)calculated was:

(endo/exo)calculated = 35.88(±7.61)− 0.0076(±0.0025)Pi (5.10)

−0.37(±0.09)ε

(r2 = 0.986)

The approach failed when extended to explain the rate effects due to addition

of cosolvents like DMSO, dioxane and THF as well as methanol. It was observed

that the kendo and kexo can be expressed in terms of the two properties for one

water–cosolvent system at a time but not for all the systems together. The

correlation gave good agreement when data from one system only were used

(Table 5.1), but failed when all the data from all the cosolvents are used for the

multiple regression analysis simultaneously.
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5. “on water” reactivity and selectivity

Table 5.1: Results of the multiple regression analysis of kendo and kexo involving

Pi and ε for the Diels–Alder reaction of 1 + 2a (ln k = ln k0 + a1Pi + a2ε)

Cosolvents ln k0 103a1 102a2 r2

ln kendo

Methanol −12.83± 0.70 3.90± 1.33 4.65± 0.65 0.942

DMSO −23.59± 0.73 4.62± 0.54 17.92± 0.81 0.992

Dioxane −12.73± 0.22 7.73± 0.57 3.58± 0.20 0.992

THF −12.43± 0.43 3.17± 0.88 4.16± 0.35 0.981

ln kexo

Methanol −13.67± 0.24 2.37± 0.46 3.55± 0.23 0.988

DMSO −23.96± 1.07 4.34± 0.79 16.04± 0.12 0.984

Dioxane −13.78± 0.25 6.29± 0.62 2.79± 0.22 0.985

THF −13.27± 0.34 2.49± 0.69 3.06± 0.27 0.978

This is not surprising since the number of contributions from different factors

in a complex manner and the change in the “site” of the reaction from the interface

to the bulk with gradual increase in the cosolvent proportion make a simplistic

analysis difficult. The observations, nevertheless, are valuable reference points

for any future investigations towards the multiparameter analysis.

5.4 Conclusions

The characteristic response of the reactivity and selectivity of “on water” reac-

tions to the addition of alcohols as cosolvents have been presented. The uncon-

ventional increase in rates in the presence of small amounts of alcohol can serve

as a preliminary “signature” test for the “on water” reaction systems, where the

interfacial pathway dominates. The results also underline the fundamental differ-

ences between the solvent effects in homogeneous and the interfacial pathways,

which have not been completely explained. Further studies to unravel the mys-

teries of the “on water” reactions are planned with the dual aims of enhancing the

fundamental understanding and translating the information into viable “green”

technology.
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Conclusions

The important observations and con-

clusions of the thesis have been sum-

marized in the present chapter. The

relevance of the results for the envi-

ronmentally benign solvent systems is

duly emphasized from the theoretical

and practical perspectives. The future

outlook has also been briefly discussed.

The present thesis culminates with

the realization that the characteristi-

cally complex nature of solvent effects

can be harnessed for ensuring faster,

more selective organic reactions employing environment–friendly reaction media.
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6. Conclusions

The work presented in this thesis focused on the study of solvent effects in

ionic liquids and aqueous media on organic reactions. The solvent systems — ionic

liquids and aqueous systems — were chosen on the basis of their environmentally

benign nature. The method of investigation pursued was mostly kinetic studies,

which facilitated the estimation of crucial thermodynamic parameters.

The initial comparison of the rates of Diels–Alder reactions in ionic liquids and

water demonstrated that water is a better reaction medium in terms of the rates

of the reactions. The retardation of the rates in ionic liquids was attributed to

their high viscosity. Further kinetic studies on the intramolecular and bimolecular

Diels–Alder reactions in pyridinium-based ionic liquids showed that the manifes-

tation of the high viscosity of ionic liquids was a complex phenomenon. It was

proposed that microviscosity, which is a function of the bulk viscosity but may

also be influenced by other solvent properties, should be considered as a crucial

parameter. In addition, the microviscosity was process-specific entity, varying

greatly for different processes carried out in the identical sets of ionic liquids.

The need for designing ionic liquids with lower viscosity and microviscosity was

stressed.

While water emerged as a better reaction medium, the immiscibility of most of

the organic reactants in water prompted the study of “on water” Wittig reactions.

The addition of salt additives to the reaction medium was found to have remark-

ably opposite effects at two different temperatures. Numerous experiments were

carried out to probe the effect in detail, including temperature dependent kinetics

and use of polymer-supported ylide. Not only was the reaction observed to occur

predominantly at the inteface, but the rate of the interfacial reaction was ob-

served to be much faster than those in conventional organic solvents. The results

indicated that the adsorption of the ions at the water-ylide interface was respon-

sible for the contrasting observations. The limited experimental and theoretical

data available in the literature regarding the water–organic interface prevented a

thorough and complete analysis.

The use of alcohols as cosolvents was a logical approach to overcome the

limited solubility of substrates when water was being employed as a reaction

medium for synthesis. The studies on the rate and selectivity of C–C bond

forming reactions “on water” as a function of the amount of cosolvent additions

led to few surprising observations in terms of the initial increase in the rates and
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stereoselectivities on addition of small amounts of cosolvents. The observations

provide another evidence that the chemistry at the water–organic interface is

fundamentally different from that in the bulk.

The future studies on viscosity effects in ionic liquids could benefit greatly

from efforts to estimate the process-specific microviscosity values. The compari-

son between the experimental results and the values theoretically predicted on the

basis of the microviscosity would be required to assess the validity of the current

theories of solvent friction. The water–organic interface could be investigated

in greater detail in the near future employing sophisticated SFG spectroscopic

techniques and molecular modeling studies. Binary ionic liquid–water mixtures

have been reported in the literature but not investigated as reaction media from

a physical–organic perspective. The correlation between bulk measurable solvent

properties and the interfacial reactions (as in “on water” reactions) would help

in tailoring the reaction conditions to achieve optimum reactivity and selectivity.

For encouraging the use of ionic liquids, a comprehensive database of the physico-

chemical properties of all the ionic liquids synthesized till date is very important.

Also, efforts to lower the cost of the ionic liquids would provide an incentive for

lage-scale applications in industries. The development of comprehensive theo-

retical models to explain the solvent effects in ionic liquids and water–organic

interface would be helpful in choosing the appropriate reaction medium.

The systematic study of solvent effects provides the dual advantage of improv-

ing the fundamental understanding of the subject and promising better ‘solutions’

for practical applications.
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NMR Spectra of Ionic Liquids

The NMR of the pure and dried ionic liquids recorded before using them as

reactionb media are as follows:

1-butyl-3-methylimidazolium tetrafluoroborate [BMIM][BF4]:
1H NMR

(200 MHz, DMSO-d6) 0.78 (t, 3H), 1.26 (m, 2H), 1.60 (m, 2H), 3.78 (s, 3H), 4.15

(t, 2H), 7.46 (s, 2H), 8.97 (s, 1H).

1-butyl-3-methylimidazolium hexafluorophosphate [BMIM][PF6]:
1H NMR

(200 MHz, DMSO-d6) 0.82 (t, 3H), 1.35 (m, 2H), 1.65 (m, 2H), 3.78 (s, 3H), 4.15

(t, 2H), 7.46 (s, 2H), 8.68 (s, 1H).

1-butyl-3-methylimidazolium iodide [BMIM]I: 1H NMR (200 MHz, DMSO-

d6) 0.98 (t, 3H), 1.45 (m, 2H), 1.98 (m, 2H), 4.16 (s, 3H), 4.45 (t, 2H), 7.50 (s,

2H), 9.65 (s, 1H).

1-ethyl-3-methylimidazolium tetrafluoroborate [EMIM][BF4]:
1H NMR

(200 MHz, DMSO-d6) 0.98 (t, 3H), 3.61 (s, 3H), 3.98 (q, 2H), 7.15 (d, 2H), 8.71

(s, 1H).

1-octyl-3-methylimidazolium hexafluorophosphate [OMIM][PF6]:
1H NMR
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(200 MHz, DMSO-d6) 0.61 (t, 3H), 0.97 (bm, 10H), 1.65 (m, 2H), 3.75 (s, 3H),

3.99 (t, 2H), 7.20 (s, 2H), 8.49 (s, 1H).

1-butylpyridinium tetrafluoroborate [BP][BF4]:
1H NMR (200 MHz, DMSO-

d6) 0.85 (t, 3H), 1.08 (m, 2H), 1.84 (m, 2H), 4.30 (t, 2H), 7.48 (t, 2H), 7.62 (t,

1H), 8.30 (d, 2H).

1-hexylpyridinium tetrafluoroborate [HP][BF4]:
1H NMR (200 MHz, DMSO-

d6) 0.91 (t, 3H), 1.12 (m, 6H), 1.90 (m, 2H), 4.50 (t, 2H), 7.94 (t, 2H), 8.32 (t,

1H), 8.64 (d, 2H).

1-octylpyridinium tetrafluoroborate [OP][BF4]:
1H NMR (200 MHz, DMSO-

d6) 0.98 (t, 3H), 1.24 (m, 10H), 1.82 (m, 2H), 4.75 (t, 2H), 7.94 (t, 2H), 8.32 (t,

1H), 8.64 (d, 2H).

1-butyl-3-methylpyridinium tetrafluoroborate [3MBP][BF4]:
1H NMR

(200 MHz, DMSO-d6) 0.74 (t, 3H), 0.95 (m, 2H), 1.48 (m, 2H), 4.30 (t, 2H), 7.51

(dd, 1H), 7.98 (d, 1H), 8.31 (d, 1H), 8.38 (s, 1H).

1-hexyl-3-methylpyridinium tetrafluoroborate [3MHP][BF4]:
1H NMR

(200 MHz, DMSO-d6) 0.83 (t, 3H), 1.12 (m, 6H), 1.52 (m, 2H), 2.32 (s, 3H), 4.32

(t, 2H), 7.51 (dd, 1H), 7.98 (d, 1H), 8.31 (d, 1H), 8.38 (s, 1H).

1-octyl-3-methylpyridinium tetrafluoroborate [3MOP][BF4]:
1H NMR

(200 MHz, DMSO-d6) 0.98 (t, 3H), 1.24 (m, 10H), 1.95 (m, 2H), 2.51 (s, 3H),

4.53 (t, 2H), 7.84 (dd, 1H), 8.25 (d, 1H), 8.65 (d, 1H), 8.73 (s, 1H).

1-butyl-4-methylpyridinium tetrafluoroborate [4MBP][BF4]:
1H NMR

(200 MHz, DMSO-d6) 0.82 (t, 3H), 1.16 (m, 2H), 1.56 (m, 2H), 2.33 (s, 3H), 4.20

(t, 2H), 7.55 (d, 2H), 8.47 (d, 2H).

1-butylpyridinium bis(trifluoromethylsulphonyl)imide [BP][NTf2]:
1H

NMR (200 MHz, DMSO-d6) 0.85 (t, 3H), 1.30 (m, 2H), 1.88 (m, 2H), 4.48 (t,
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2H), 7.95 (t, 2H), 8.42 (t, 1H), 8.71 (dd, 2H).

1-hexylpyridinium bis(trifluoromethylsulphonyl)imide [HP][NTf2]:
1H

NMR (200 MHz, DMSO-d6) 0.83 (t, 3H), 1.26 (m, 6H), 1.91 (m, 2H), 4.50 (t,

2H), 7.99 (t, 2H), 8.42 (t, 1H), 8.74 (d, 2H).

1-octylpyridinium bis(trifluoromethylsulphonyl)imide [OP][NTf2]:
1H

NMR (200 MHz, DMSO-d6) 0.81 (t, 3H), 1.24 (m, 10H), 1.95 (m, 2H), 4.54

(t, 2H), 8.01 (t, 2H), 8.45 (t, 1H), 8.75 (d, 2H).
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NMR and GC data

B.1] GC Parameters for Kinetic Analysis of Diels–Alder
reactions:
The following parameters were set for a typical kinetic analysis:

Column make CP SIL 5CB

Column length 15 m

Internal diameter 0.25 mm

Film thickness 0.25-microns

Flow rate 0.7 mL/min of nitrogen

Injector temperature 280 ◦C

Detector temperature 250 ◦C

Total run time 15.56 min (Hold at 50◦C for 7 min,

ramp at +80 ◦C and then

maintain at 175 ◦C for 6 min)

Internal Standard (IS) Chlorobenzene

Typical Retention Times of the compounds analysed:

Compound Retention time (min)

Chlorobenzene (IS) 6.28

3a 8.92

3b 8.96

4a 9.26

4b 9.43

5a 10.05

5b 10.10
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NOTE: The GC method was calibrated with respect to the product concen-

trations using pure samples of the products. The amount of product formed as a

function of time gave the extent of the reaction.

B.2] NMR spectra of the products 3 to 5 of Diels–Alder
reactions:

methyl bicyclo[2.2.1]hept-5-ene-2-carboxylate (3a, b): 1H NMR (200 MHz,

CDCl3) 1.22 (d, 1H), 1.39 (m, 2H), 1.67 (m, 1H), 2.78 (m, 2H), 3.14 (s, 1H), 3.57

(s, 3H), 5.97 (bs, 2H).

ethyl bicyclo[2.2.1]hept-5-ene-2-carboxylate (4a, b): 1H NMR (200 MHz,

CDCl3) 1.12 (d, 1H), 1.43 (m, 2H), 1.49 (t, 3H), 2.65 (m, 2H), 3.14 (bs, 1H), 4.02

(m, 2H), 6.01 (bs, 2H).

butyl bicyclo[2.2.1]hept-5-ene-2-carboxylate (5a, b): 1H NMR (200 MHz,

CDCl3) 1.22 (d, 1H), 1.43 (m, 6H), 1.67 (m, 1H), 2.77 (m, 2H), 3.14 (bs, 1H),

4.10 (m, 2H), 6.13 (bs, 2H).

B.3] Synthesis of IMDA substrate 6:

a] Synthesis of 3-methyl-1-phenyl-5-pyrazolone:

Phenylhydrazine (0.602 g, 5.56 mmol) was added dropwise to a well-stirred

suspension of ethylacetoacetate (0.744 g, 5.70 mmol) in water so as keep the

temperature of the reaction mixture below 50 ◦C. The reaction mixture was stirred

at room temperature for 30 min and then refluxed for 2 h and finally allowed to

cool to room temperature. A few drops of dilute sulfuric acid were added. The

yellow crystals obtained were recrystallized from 50% aqueous ethanol to result in

white crystals of 3-methyl-1-phenyl-5-pyrazolone. 1H NMR (200 MHz, CDCl3):

2.18 (s, 3H), 3.42 (s, 2H), 7.16 (m, 1H), 7.38 (m, 2H), 7.84 (m, 2H).

b] Synthesis of 3-methyl-2-butenyloxybenzaldehyde:
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Salicylaldehyde (0.605 g, 5.098 mmol) was added to a biphasic system com-

prising of dichloromethane and 20% aqueous NaOH with tetrabutylammonium

bromide as the phase transfer catalyst. 1.3 equivalent of dimethyl allyl bromide

(0.987 g, 6.63 mmol) was then added. The reaction mixture was stirred at room

temperature for 6 h. The product was isolated by column chromatography of the

extraction to give a colourless oily liquid. 1H NMR (200 MHz, CDCl3): 1.65 (d,

6H), 4.50 (d, 2H), 5.37 (t, 1H), 6.86 (m, 2H), 7.38 (m, 1H), 7.70 (m, 1H), 10.38

(s, 1H).

c] Synthesis of (E)-1-phenyl-4-[2-(3-methyl-2-butenyloxy) benzylidene]

-5-pyrazolone:

3-methyl-2-butenyloxybenzaldehyde (0.56 g, 2.76 mmol) was added to a so-

lution of 3-methyl-1-phenyl-5-pyrazolone (0.52 g, 2.85 mmol) and 1.5 g of N,N ’-

dicyclohexylcarbodiimide (DCC) in dichloromethane. The solution started turn-

ing orange and was stirred at room temperature for ∼8 h. The solution was

evaporated to dryness and the residue was subjected to column chromatography

to isolate orange crystals of the purified product. 1H NMR (200 MHz, CDCl3):

1.70 (d, 6H), 2.27 (s, 3H), 4.56 (d, 2H), 5.42 (t, 1H), 6.89 - 8.20 (m, 9H).

B.4] NMR spectra of phosphorus ylides:

(carboethoxymethylene)triphenylphosphorane (12a): 1H NMR (200 MHz,

CDCl3) 0.89 (t, 3H), 3.87 (q, 2H), 7.20 (s, 1H), 7.55 (m, 15H).

(cyanomethylene)triphenylphosphorane (12b): 1H NMR (200 MHz, CDCl3)

7.15 (s, 1H), 7.65 (m, 15H).

B.5] NMR spectra of endo and exo acids and esters for the
iodolactone procedure:

bicyclo[2.2.1]hept-5-ene-2-carboxylic acid, endo and exo mixture: 1H

NMR (200 MHz, CDCl3) 1.31 (m, 2H), 1.65 (m, 1H), 3.01 (m, 2H), 3.20 (s, 1H),
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5.97 (bs, 2H), 11.5 (bs, 1H).

iodolactone derivative of endo acid: 1H NMR (200 MHz, CDCl3) 1.76 (m,

2H), 2.01(m, 1H), 2.31 (dd, 1H), 2.52 (dd, 1H), 2.67 (s, 1H), 3.20 (bs, 1H), 3.78

(d, 1H), 5.20 (d, 1H).

The separation of the two stereoisomers was confirmed by the absence of the

signal due to the exo vinylic peak (seen in a) in the NMR spectrum of endo

adduct, 3a (seen in b).
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Literature for physicochemical

properties of binary mixtures

References for the Pi and ε values or the thermodynamic
data used for computing the Pi values of the water–cosolvent
binary mixtures

• Thermal expansivity and isothermal compressibility data for water–methanol

mixtures:

Easteal, A. J.; Woolf, L. A. J. Chem. Thermodynamics 1985, 17, 49.

• Thermal expansivity data for water–1-propanol mixtures:

Kiyohara, O.; Benson, G. C. J. Soln. Chem. 1980, 9, 791.

• Thermal expansivity data for water–DMSO and water–dioxane mixtures:

Tôrres, R. B.; Marchiore, A. C. M.; Volpe, P. L. O. J. Chem. Thermody-

namics 2006, 38, 526.

• Thermal expansivity data for water–tetrahydrofuran mixtures:

Kiyohara, O.; D’Arcy, P.; Benson, G. C. Can. J. Chem. 1978, 56, 2803.

• Compressibility and heat capacity data for water–1-propanol mixtures:

Kiyohara, O.; Benson, G. C. J. Soln. Chem. 1981, 10, 281.

• Speed of sound and refractive index data for water–DMSO, water–dioxane

and water–terahydrofuran mixtures:

Aminabhavi, T. M.; Gopalkrishna, B. J. Chem. Eng. Data 1995, 40, 856.

125



Appendix C

• Heat capacity data for water–DMSO mixtures:

Visser, C. D.; Heuvelsland, W. J. M.; Dunn, L. A.; Somsen, G. J. J. Chem.

Soc., Faraday Trans. I 1978, 74, 1159.

• Heat capacity data for water–dioxane mixtures:

Stallard, R. D.; Amis, E. S. J. Phys. Chem. 1952, 74, 1781.

• Speed of sound and heat capacity data for water–tetrahydrofuran mixtures:

Kiyohara, O.; Benson, G. C. Can. J. Chem. 1979, 57, 1006.

• Refractive index data for water–methanol mixtures:

Arce, A.; Blanco, A.; Soto, A.; Vidal, I. J. Chem. Eng. Data 1993, 38,

336.

• Dielectric constants for water–methanol mixtures:

Albright, P. A.; Gosting, L. J. J. Am. Chem. Soc. 1946, 68, 1061.

• Dielectric constants for water–1-propanol mixtures:
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Kaatze, U.; Pottel, R.; Schäfer, M. J. Phys. Chem. 1989, 93, 5623.

• Dielectric constants for water–dioxane mixtures:

Critchfield, F. E.; Gibson, J. A. Jr.; Hall, J. L. J. Am. Chem. Soc. 1953,

75, 1991.

• Dielectric constants for water–tetrahydrofuran mixtures:

Critchfield, F. E.; Gibson, J. A. Jr.; Hall, J. L. J. Am. Chem. Soc. 1953,

75, 6044.

126



Appendix D

List of Publications

• Tiwari, S.; Kumar, A.

“Diels-Alder Reactions Are Faster in Water than in Ionic Liquids at Room

Temperature ”

Angew. Chem. Int. Ed. 2006, 45, 4824.

• Tiwari, S.; Kumar, A.

“Unusual Temperature Dependence of Salt Effects for ”on water” Wittig

Reaction: Hydrophobicity at the Interface”
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Solvent Friction”
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• Poster presented at “8th Tetrahedron Symposium - Challenges in Organic

Chemistry”, 27th -29th June, 2007, Berlin, Germany.
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Rev. 2007, 107, 2615. g) Weingärtner, H. Angew. Chem. Int. Ed. 2008, 47,

654.

[71] Wasserscheid, P.; Keim, W. Angew. Chem., Int. Ed. 2000, 39, 3772.

[72] a) Chiappe, C.; Pieraccini, D. J. Phys. Org. Chem. 2005, 18, 275 and refer-

ences cited therein. b) Olivier-Bourbigou, H.; Magna, L. J. Mol. Catal. A:

Chem. 2002, 182, 419. c) Jain, N.; Kumar, A.; Chauhan, S.; Chauhan, S.

M. S. Tetrahedron 2005, 61, 1015.

[73] Marcos, A. P. M.; Frizzo, C. P.; Moreira, D. N.; Zanatta, N.; Bona-

corso, H. G. Chem. Rev. 2008, 108, 2015.

137



References

[74] a) Fischer, T.; Sethi, A.; Welton, T.; Woolf, J. Tetrahedron Lett. 1999, 40,

793. b) Earle, M. J.; McCormac, P. B.; Seddon, K. R. Green Chem. 1999,

1, 23, 517. c) Ludley, P.; Karodia, N. Tetrahedron Lett. 2001, 42, 2011. d)

Dzyuba, S. V.; Bartsch, R. A. Tetrahedron Lett. 2002, 43, 4657. e) Con-

ner, E. F.; Nyce, G. W.; Myers, M.; Möck, A.; Hedrick, J. L. J. Am.Chem.
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