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Interactions, Electrostatics Force. 

Noncovalent interactions are at the center of many biological and chemical processes.  

There has been a conscious effort in recent times to exploit these interactions in order 

to achieve specific targets.
1
 However, to fully unravel and exploit the potential of 

these weak interactions, it is necessary to understand their effects and efficacy in 

greater detail. Noncovalent interactions that have garnered maximum attention in 

terms of the ubiquity, bond-strength, and practical applications are those that are 

dominated by electrostatic contributions.
1-2

  

Noncovalent interactions are defined to be the combination of some physically 

well defined contributors: electrostatics, dispersion, donor-acceptor charge transfer, 

polarization and Puali repulsion. Recent literature reveals that the polarization and 

donor-acceptor charge transfer are electrostatic in nature.
3
 According to the Feynman 

interpretation, even the dispersion interaction is electrostatic in origin.
4
 Therefore, 

proper treatment of electrostatic interactions is adequate to describe all kinds of 

noncovalent interactions fully. This thesis is dedicated to the studies of those 

noncovalent interactions that are dominated by electrostatic contributions.  

References 

(1) E. A. C. Davie, S. M. Mennen, Y. Xu and S. J. Miller, Chem. Rev., 2007, 107, 

5759.                                         

(2) A. S. Mahadevi, G. N. Sastry, Chem. Rev., 2016, 116, 2775.                                                                 

(3) T. Clark, P. Politzer, J. S. Murray, Wiley Interdiscip. Rev.: Comput. Mol. Sci., 

 

Name of the Candidate Mrityunjay Kumar Tiwari 

AcSIR Enrolment No. & 

Date 

Ph. D in Chemical Sciences (10CC11A26035);  Aug. 

2011 

Title of the Thesis 

Computational Studies of Noncovalent Interactions 

in Understanding and Designing New Systems of 

Biological and Chemical Significance 

Research Supervisor Dr. Kumar Vanka 

Synopsis of the Thesis to be submitted to the 

Academy of Scientific and Innovative Research 

for Award of the Degree of Doctor of Philosophy 

in Chemistry 

 



 

 

| vii 

 

 

2015, 5, 169.                                                                                                                                           

(4) R. P. Feynman, Phys. Rev., 1939, 56, 340.                                                                                            

Statement of the Objective: Existing literature signifies that the long range 

electrostatic interactions between remotely placed atoms on two partners are crucial in 

determining the association constant of hydrogen bonded complexes.
1
 Based on this 

finding the other pertinent questions that could be asked here and are: (i) Does the 

long range electrostatic influence arising due to explicit solvent molecules affect the 

hydrogen bond strength? (ii) What role do the long range electrostatic interactions 

play in determining reaction barriers? (iii) Do long range electrostatic interactions 

lead to some amount of chemical selectivity? (iv) Do the chemical phenomena that 

happen involving charge systems get influenced by long range electrostatic 

interactions? Also, the multi-point long range electrostatic interactions have inbuilt 

directional properties. However, the directional aspects of these interactions have 

been totally overlooked so far in the literature. In this thesis, we have aimed to 

answer, to some extent, the above-specified questions. Firstly, we have proposed a 

method that suggests estimating the impact of long range electrostatic interactions in 

terms of the electrostatic force that can take care of the directionality. Later on, we 

have investigated certain representative examples in order to answer the above 

questions that are of fundamental interest for a broad area of science. The thesis is 

divided into seven chapters. A brief introduction of each chapter is provided below. 
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Proposed Chapter 1: A Brief Introduction of Noncovalent Chemistry 

In this chapter, we have provided a brief introduction to noncovalent bonding and its 

impact on chemistry. We have also discussed a brief history of the presiding literature 

to describe how the awareness of the significance of long range electrostatic 

interactions has evolved. 
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Proposed Chapter 2: The Fundaments of Density Functional Theory and 

Theoretical Background  

We have exploited density functional theory (DFT) as a tool for investigating 

problems of interest in this thesis. In this chapter, the development and fundamental 

aspects of DFT have been described in brief.  

Proposed Chapter 3: The Directional Nature of Long Range Electrostatic 

Interactions 

It has been well established that long range multipoint electrostatic interactions have a 

significant effect on the stability of hydrogen bonded complexes.
1
 Interestingly, multi-

point electrostatic interactions are directional in nature, ignoring which may lead to a 

loss in certain important information about the bonding. This point can be understood 

with the help of following hypothetical model (Fig. 1). If all of the individual 

distances between the charges on the smaller and the larger subunits in Fig. 1 are 

equal in the two complexes, the intermolecular electrostatic potential of both the 

systems would be the same. However, the electrostatic force of bonding will vary: the 

structure on the right will be more tightly held. One can also see from Fig. 1 that the 

line of approach of the two interacting species is significant, further underlining the 

importance of directionality in electrostatic dominated interactions. In this chapter, we 

have described in detail the directional aspect of these interactions, as well as their  

 

Figure 1. The representation of electrostatic forces between two molecular partners 

bonded by electrostatic dominated noncovalent interactions and having different 

charge distributions in three-dimensional space; d is the distance between the two 

charges.  
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consequences. We have proposed here that the consideration of electrostatic force can 

provide better information about the bonded systems when bonding is predominantly 

electrostatics. We have further proposed that the electrostatic force may be calculated 

considering atoms in molecules as point charges and employing Coulomb’s 

electrostatic equation for force. We have benchmarked this method against the forces 

that have been obtained employing the finite difference method with the help of 

energy decomposition analysis. 

References 

 (1) P. L. Popelier, L. Joubert, J. Am. Chem. Soc., 2002, 124, 8725.                                        

Proposed Chapter 4: Exploiting Long Range Secondary Electrostatic Forces for 

Regulating Electrostatics Dominated Noncovalent Interactions 

In this chapter, we have shown that the electrostatic force of binding correlates 

linearly with binding energy within a family of molecular complexes when the 

interactions between corresponding partners are dominated by electrostatics and the 

major varying factor in different complexes is atomic charges and not the distances 

between the atoms. This indicates that any virtual change in the electrostatic force will 

lead to change in binding energy in a linear fashion. We have exploited this idea in 

designing new, superior systems of diverse binding by designing new molecules 

having association constants up to fifteen orders of magnitude higher than the best-

reported association constants for hydrogen bonded complexes,
1
 in which the goal of 

researchers was to obtain as strong a binding as possible; and by further designing an 

anion that has six orders of magnitude lower association tendency with the cation than 

the best reported example in the field of contact-ion pairs
2
 where researchers aim to 

design anions with as weak a binding as possible. We have further shown that the 

consideration of electrostatic force leads to two distinct regions around the 

electrostatic dominated noncovalent bonds: binding and anti-binding regions, similar 

to what has been reported by Berlin
3
 and Bader

4
 on covalent compounds considering 

the actual electron density. 
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Proposed Chapter 5: Influence of Explicit Presence of Solvent Molecules on 

Hydrogen Bond Strength  

The hydrogen bonded systems that exist in the solvent environment are prone to get 

affected by the long range influence of explicit solvent molecules. Despite the 

ubiquitous presence of solvents molecules around most of the noncovalently bonded 

systems in biology and chemistry, this incidence has not earned proper attention in the 

literature. Moreover, estimating the long range influence of solvent molecules on such 

interactions employing conventional theoretical methods is not possible. The method 

that we have proposed recently that describes calculating the electrostatic force of 

binding to estimate the strength of electrostatic dominated interactions, can effectively 

be employed to obtain a qualitative estimation of the long range influence of explicit 

solvent molecules. In this chapter, we have reported an extensive theoretical and 

computational study that was intended to explore this phenomenon on three distinctly 

different types of hydrogen bonded model systems. We have obtained in our studies 

that the explicit solvent molecules indeed influence the strength of hydrogen bonds 

and that this influence can be expressed in two ways: (i) through charge transfer or 

induction effect involving solvent molecules and (ii) through the long electrostatic 

range influence of the solvent molecules. 

Proposed Chapter 6: Does Electrostatic Field Created due to Solvent Molecules 

Influence Reaction Barriers? 

Solvent’s influence on reaction barriers has been understood in four ways, through (i) 

effect of polarity
1
 (macrosolvation), (ii) noncovalent bonding effect (microsolvation),

2
 

(iii) proton relay effect
3
 and (iv) coordinating role of solvent

4
. A reaction barrier gets 

altered due to differential stabilization of transition state and reactant structures by (i) 
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and (ii) and by the direct participation of solvent molecules that reduce strain in 

transition state structures through (iii) and (iv). The first two conditions are almost 

common to all kind of reactions in a homogeneous environment. However, the last 

two effects are restricted to only a few specific cases. The reason argued behind 

differential stabilization of reactants and transition state structures is the differential 

charge distribution in reactants and transitions state structures (TSs).
1
 However, what 

must be noted here is that if the charges on the atoms in reactants and TSs varies, 

there is a response in the local electric field that is created by explicit presence of 

solvent molecules near the reaction sites that will also vary and may lead to further 

discrimination in stabilization of reactants and TS structures depending upon the 

orientation of the field. It has been seen in the past that the external electric field 

indeed affects the reaction barriers of all kinds of chemical transformations.
5
 

However, a general rule to quantify electric field effect of solvents is still lacking in 

the literature. In this chapter, we have proposed a general scheme to enumerate the 

effect of the electric field created by the solvent molecules. We have obtained a 

quantitative trend in barrier heights in the presence of the actual solvent molecules 

and in the field-equivalent solvent.  

References  
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Proposed Chapter 7: Future aspects of the Work 

In this chapter, we have shown other miscellaneous examples where consideration of 

directional nature of long range electrostatic interactions might be helpful to obtain 

deeper insights into such important systems.  
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Chapter 1 

A Brief Introduction of Noncovalent Chemistry 

 

Abstract: Noncovalent interactions are at the center of biological processes. Right 

from molecular recognition to molecular assembly to enzyme catalysis to the dynamic 

behavior of biomolecules, everything is assisted by noncovalent interactions. In recent 

times, applications of noncovalent interactions in problems related to diverse areas of 

chemistry, biology and physics have become inevitably profound and are at the verge 

of increasing even further. Noncovalent interactions that have garnered maximum 

attention and coverage in terms of their ubiquity and bond-strength are those that are 

dominated by electrostatic contributions. Electrostatic interactions are long range and 

directional in nature. However, the directional aspects of electrostatic dominated 

noncovalent interactions that arise due to the intrinsic long range influential nature of 

electrostatic contributions have been totally overlooked so far into the literature. This 

thesis essentially showcases the significance and directional nature of long range 

electrostatic interactions in order to fully elucidate the electrostatic contributions. In 

this chapter, we have provided a brief introduction to noncovalent bonds and their 

impact on chemistry. We have also discussed a brief history of the presiding literature 

in order to describe how the awareness of the significance of long range electrostatic 

interactions has evolved over time.  

1.1 Introduction 

The interactions between atoms under certain conditions form molecules. These pairs 

of atoms are said to form a chemical bond, which could be of covalent or ionic or 

polar character. These bonds are strong, with usually maximum attractions between 

bonded pairs of atoms. However, there also exist some bonds between atoms or 

molecules or ions that are relatively much weaker but are still strong enough to 

determine physical and/or chemical properties of a plethora of chemical substances 

when many of such bonds work in tandem. One classic example of such properties is 

the condensed phase of matter, which is determined by the extent and recurrence of 

weak bonds between molecules of the given material at a given condition. These weak 
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bonds are commonly called noncovalent bonds. Noncovalent bonds literally refer to 

the types of bonds that are not covalent in origin, i.e., the bonds that do not occur as a 

consequence of the actual sharing of electrons between the interacting atoms are 

noncovalent bonds.
1-2

 However, the interactions between ions in ionic crystal lattices 

or atoms in metallic lattices are also not covalent in origin, but they are generally not 

considered as noncovalent bonds. Traditionally, only the weak interactions that are of 

non-covalent nature are referred to as noncovalent bonds.
1-2

 For this reason, 

noncovalent bonds are also sometimes termed simply as weak bonds. These bonds are 

so weak in comparison to the normal chemical (electrovalent or covalent) bonds that 

they have been plainly neglected for practical applications for a significant period of 

time after their discovery. It has been realized much later that noncovalent 

interactions are significant enough to induce selective effects or functionality into the 

systems. Recently, techniques have been evolved to exploit these interactions in order 

to achieve specifically designed goals in diverse disciplines of science.
3-4

 This field is 

growing continuously and has attained a multidisciplinary and multifaceted 

recognition with a vast number of researchers across the globe from every discipline 

of chemistry, biology and material science. The large number of papers that have 

appeared containing the term “noncovalent interaction” in the recent past are a 

manifestation of the popularity that this area has gained in recent years.
3-5

   

It is to be noted that the energy of formation of noncovalent bonds is typically 

in the range of 1-5 kcal/mol/bond.
6
 Since, the average kinetic energy of molecules at 

room temperature is about 0.6 kcal/mol, many molecules acquire enough energy to 

break these bonds, and hence these bonds are considered to be dynamic and are often 

referred to simply as interactions. However, multiple noncovalent bonds get to 

stabilize a specific shape and conformation of a large molecule, and specific 

associations between two or more large molecules.
1,5-7

 For example, several types 

of noncovalent bonds are critical in maintaining the three-dimensional structures of 

proteins, nucleic acids and supramolecular structures.
1,5-7

 Additionally, noncovalent 

bonds also enable one large molecule to bind transiently in different accessible 

conformations, making them the basis of many dynamic biological processes.
8
 The 

molecular recognition that is very vital for selectivity and the reactivity of 

biomolecules is assisted by noncovalent interactions.
8
 The dynamic nature of enzymes 

allows many types of molecules to penetrate within the active site. However, only 

https://www.ncbi.nlm.nih.gov/books/n/mcb/A7315/def-item/A7679/
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certain patterns in noncovalent interactions specific to certain kinds of substrates lead 

to the triggering of catalysis.
9
 Certain cell surface receptors recognize a specific 

pattern of a noncovalent bond with the ligand in order to differentiate between the 

native and foreign molecules that has to pass through a membrane.
10

 The solubility of 

solutes in a solvent, the viscosity of a liquid, the melting and the boiling point of 

chemical substances, and the association tendencies of small peptides and molecular 

clusters are other key areas where noncovalent interactions play a vital and decisive 

role.
1-6

 It is important to note here that some specific instances of strong noncovalent 

interactions have also been reported (e.g., hydrogen bond involving ions
11

 and cation-

π interactions
12

 between small cations and easily polarizable π-systems), which occurs 

due to strong covalent contributions in noncovalent bonding. However, weak 

noncovalent interactions are omnipresent and of greater significance due to their 

decisive role in governing molecular behavior. In this thesis, we will focus 

exclusively on those noncovalent interactions that are weak, and henceforth weak 

noncovalent interactions will be referred to simply as noncovalent interactions.  

When two noncovalent bonded partners come in the vicinity of each other, the 

partner that has a higher electric potential near the site of interaction polarizes the 

electron cloud of the other partner in such a manner that some of the electron density 

of the latter enters into the molecular boundary of the first partner, which is accounted 

for as the donor-acceptor term or the covalent contribution to the noncovalent bond.
13

 

Thus, the formation of noncovalent bonds often accompanies the transfer of charge 

(quantitatively very small) between bonded partners. The effect of polarization of 

electron clouds of bonded partners also results in the perturbation of atomic charges 

on the individual atoms in comparison to their infinitely separated state, and hence, 

the strength of these bonds also gets affected, which is considered the induction or 

polarization contribution to the noncovalent bonds.
13

 

1.2 A link to the past 

The first ever implication of noncovalent interactions has been discovered and 

described by van der Waals in the 1870s. He explained that the discrepancies in the 

state functions of ideal and real gases is due to the attractive interactions between the 

atoms (of noble gases) or the molecules (of polyatomic gases).
14

 These interactions 

have been referred to as van der Waals interactions. In 1930, Fritz London described 
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the fundamental nature of van der Waals interactions employing the recently born 

quantum mechanics,
15

 which was further extended by Hans Hellmann.
16

 Later, many 

other kinds of interactions that prevail in nature were recognized and extensively 

explored.
1,2

 Their respective roles in chemistry was also understood to a large extent. 

On the basis of the structure of the interacting moieties they can be separated into the 

following different categories: hydrogen bonds (classical and non-classical), σ-hole 

bonds, cation-π interactions, anion-π interactions, π-π stacking, hydrophobic 

interactions, lone pair interactions and lone pair-cation-π interactions. The strength 

and properties of these bonds differ considerably. However, their fundamental origin 

may be considered as the same. Fundamentally, they occur due to the attraction 

between a positively charged (which may be permanent or transient) center/centers 

and a negatively charged center that may have a permanent negative charge or a pi-

electron cloud or a lone pair of electrons or an easily polarizable electron cloud.
13

  

1.3 Types of noncovalent interactions 

There are various physically well defined contributors to the noncovalent interactions: 

electrostatic, dispersion (London dispersion), polarization (induction), exchange-

repulsion (Fermi repulsion) and donor acceptor charge transfer interactions (covalent 

contribution). Even though these contributors are very well defined, none of them are 

physical observables. Depending on the fundamental nature of these contributors, 

their influence could be of longer or shorter range. The origin of short range 

interactions is in the overlap of molecular orbitals (or the transfer of charge from one 

partner to another), and hence they do not act at long distances. Generally, in 

molecular dynamics simulations, the forces that decrease with distance quicker than r
-

d
 (where d is the dimensionality of the system, usually 3) are considered to be short 

range forces. Evidently, the electrostatic or electrostatic dominated noncovalent forces 

are long range forces as they decrease with distance as r
-2

. The effects of electrostatic 

interactions have been seen to be non-negligible even beyond a distance of 15 Å.
17

 

Polarization and dispersion interactions are also considered to be long range 

interactions. However, they are of relatively shorter range than the electrostatic. Their 

effects are considered to be significant only up to a distance of 5 Å.
18

 However, it has 

been reported that the influence of London dispersion interactions can be seen up to a 

distance of 8 Å.
19

 The exchange-repulsion and donor acceptor charge transfer 
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interactions are considered to be short range interactions.
19

 Based on the dominance 

of the attractive individual energy contributors, noncovalent interactions can be 

classified into two distinct major classes: (1) the electrostatic dominated interactions 

(e.g. classical H-bond, dipole-dipole interactions, the σ-hole bonding, the interaction 

between the ion-pairs in a solution, and so on) and (2) the dispersion dominated 

interactions (π-π interactions, anion-π interactions, CH-π interactions etc.). This thesis 

is mostly dedicated to the electrostatic dominated noncovalent interactions.  

Since the long range influence of electrostatic contributions are significant and 

since they have largely been overlooked in the literature, we will focus mainly on the 

long range effect of electrostatic contributions on various aspects of chemistry, 

ranging from the bond energy of noncovalent bonds to reaction barriers. As 

electrostatic interactions are directional in nature, and the same is thus true for long 

range electrostatic contributions, we will look into the long range influence of 

electrostatic interactions as a perspective of electrostatic force rather than the 

electrostatic energy. It is necessary to note here that the directional aspect of long 

range electrostatic interactions has been completely ignored in the literature.   

1.4 Cooperativity in noncovalent interactions 

It has been seen that the strength of a noncovalent interaction depends highly on the 

local arrangement of atoms in bonded partners
17,20

 and also on the local chemical 

environment
21

. Further, the mutual interactions between different units of noncovalent 

interactions have been found to be nonadditive.
19

 For example, the average bond 

strength of hydrogen bonds in water clusters increases with the simultaneous decrease 

in bond length and it becomes double in a decamer.
22

 This nonadditivity in 

noncovalent interactions are considered to be a consequence of cooperativity, 

noncooperativity and anticooperativity in noncovalent interactions.
19,23

 When a pair of 

noncovalent interactions strengthen each other, they are said to be cooperative, 

whereas when they weaken each other they are said to be anticooperative. 

Cooperativity implies that the net interaction energy of two interactions together is 

larger than the simple sum of the individual interaction energies. A general trend in 

the cooperativity in noncovalent interactions has been shown in Figure 1.1. 

The origin of nonadditivity is attributed to the long range interactions between 

the atoms of bonded partners and between the atoms of bonded partners and the 
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surrounding molecules.
19,23

 There are basically three kinds of long-range effects that 

can be considered in this context: (i) the electrostatic effect (ii) dispersion effect and 

(iii) the polarization effect. The individual long range electrostatic interactions 

between a pair of atoms on bonded partners or between surrounding atoms and the 

bonded partner, which may be attractive or repulsive, are one of the major factors 

behind the nonadditivity of noncovalent interactions, as the long range electrostatic 

interaction brings directionality into play.
20

 Dispersion refers to the attractive term of 

the vdW equation. It arises due to the electron correlation effect.
24

 The contribution of 

dispersion to the many body interaction is considered to be very small.
19

 Polarization 

effects are also attractive effects and arise due to the polarization of electron density 

of the bonded partners in the electric field of its neighboring molecules including the 

solvent, as discussed in Section 1.1. As the fields of several neighboring molecules 

may add or cancel out depending on the direction, the polarization effects are also 

nonadditive.
25

 It has also been seen in certain systems that the formation of the first 

noncovalent interaction facilitates the formation of the second, the third and further 

interactions.
26

 This is particularly due to the fact that the entropic cost of making  

 

Figure 1.1. Representation of different types of noncovalent interactions and a 

general trend in cooperativity among them. Color representation: black – carbon, cyan 

– hydrogen, blue – lithium cation, red – chloride anion, yellow green – phosphorous, 

pink – oxygen, cream – fluorine. 
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subsequent noncovalent interactions once the first one is already formed becomes 

smaller.
19,27

 This effect is commonly called the chelate effect, and is suggested to be 

the reason why helix propagation is seen to be cooperative.
26

 

1.5 Schematic representation of noncovalent interactions 

Schematically, noncovalent interactions are represented as three dots (…), instead of a 

full line, which represents a covalent bond. For example, the covalent bonds between 

hydrogen and oxygen atoms in water molecules will be represented as H-O, whereas a 

hydrogen bond between two water molecules will be denoted as H…O.  

1.6 Some general nomenclatures 

The formation of any kind of bond is associated with the release of energy, which 

accounts for the stabilization of the systems by the amount of bond energy or bond 

dissociation energy. The strength or stability of covalent bonds is generally reported 

in terms of bond dissociation energy. However, there is no standard scale to indicate 

the strength of noncovalent bonds. Generally, in experimental techniques, the strength 

of noncovalent bond/bonds is reported in terms of the association constant, which 

accounts for the degree of formation of the noncovalent bonded complex from the 

corresponding separated partners. A representative example of how the association 

constant can be obtained from experiments is illustrated below. Let us assume that 

two species A and B interact with each other through a noncovalent bond to form a 

molecular complex A…B as shown below 

A + B = A…B                                                                                                           (1.0) 

Since noncovalent bonds are weak, the complex formation can be considered to be a 

reversible process under ambient conditions. The association constant for the complex 

formation can be calculated from the following equation once the reaction has reached 

equilibrium, 

Ka = [A…B]/([A].[B])                                                                                              (1.1) 

Where Ka is association constant for the formation of A…B. The unit of association 

constant is mole
-1

. Theoretically, association constants can be computed from 

following equation: 
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Ka = exp(-ΔG/RT)                                                                                                     (1.2) 

Where ΔG is the free energy of formation of A…B and can be calculated from the 

difference in free energies of complex A…B and the sum of the free energies of the 

infinitely separated A and B. The other common energy terms that have been used 

frequently in theoretical calculations to denote the strength of noncovalent bonds are 

the binding energy and the interaction energy. The binding energies are calculated 

considering the electronic energies of the systems at 0 K (sometimes zero point 

energies are also considered). As per the abovementioned scheme, this is the 

difference between the electronic energy of A…B and the sum of electronic energies 

of the infinitely separated A and B. On the other hand, the interaction energy is 

calculated as the binding energy when the two partners are separated from an 

optimized complex to obtain the single point energy of each structure in the same 

geometry that they possessed when they were in the complex. It is therefore clear that 

the interaction energy also includes the deformation energy term, which appears due 

the geometrical perturbation in the structure of the partners in a complex as compared 

to their structures in isolation.  

It is worth noting here that there is no experimental or theoretical technique 

available so far, to the best of our knowledge, that can pinpoint the strength of 

individual noncovalent bonds in a multi-noncovalent bonded system. These bonds are 

so weak that their selective dissociation is impossible to obtain, at least to date. The 

work reported in this thesis where we have shown that the strength of electrostatic 

dominant noncovalent interactions can be stated in terms of the electrostatic force thus 

opens an avenue for estimating the relative strength of the individual noncovalent 

bonds in terms of the binding force when the bonding is dominated by electrostatic 

contributions. The electrostatic force of binding for each bond in such cases can be 

calculated along the line joining the donor and acceptor atoms as per Coulomb’s 

equation for the electrostatic force, where the atoms in molecules are considered to be 

point charges.  

1.7 Quantum Chemical Methods for Noncovalent Interactions 

The efficient and accurate description of noncovalent interactions is very important to 

understand several properties of molecular systems. Similar to covalent interactions, 
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noncovalent interactions can also be studied by standard methods of quantum 

chemistry. There are two basic quantum chemical approaches that have been 

employed extensively in investigating noncovalent interactions: (i) the ab initio wave 

function approach and (ii) density functional theory (DFT). The semiempirical 

molecular orbital (MO)-based methods, and classical methods (atomistic molecular 

dynamics, coarse grained force fields and continuum mechanics) are other 

alternatives. Classical methods are based on classical mechanics which does not treat 

electrons explicitly, and are therefore less sophisticated approaches in comparison to 

quantum chemical methods. Unfortunately, the efficacy and accuracy of these 

methods does not work in synergy. One has to pick and choose among these choices 

depending on the system size and the available computational resources. High level, 

electron correlation wave function theory such as CCSD(T) accurately describes all 

energy contributors of noncovalent interactions
28 

and they are thus considered to be 

among the best methods for dealing with noncovalent interactions. However, these 

methods are computationally very expensive and cannot be employed to even 

moderate size molecular systems. Recent reports suggest that these methods can be 

applied only to systems having up to a hundred atoms.
29

 Therefore, these methods are 

mostly used in the benchmarking of DFT based methods. The perturbation theory 

based approaches such as MP2 (second order Møller-Plesset perturbation theory) are 

the other recommended quantum chemical methods that have been suggested to 

capture noncovalent interactions with high accuracy.
30

 However, these methods are 

also expensive and cannot be employed to investigate large size molecular systems. 

With recent development using RI (resolution of identity) approximations, they can 

effectively be applied for systems having up to a thousand atoms.
31

 However, the full 

geometry optimization of moderate size molecular systems is still tricky with these 

methods.  

DFT, on the other hand, represents a less expensive method and can be 

employed smoothly to moderate size molecular systems of up to a thousand atoms.
28

 

Even full geometry optimizations with DFT are within reach because of the speed and 

efficiency of contemporary supercomputers. However, the omnipresent electron 

correlation, in DFT is typically expressed in a local framework, and hence these 

methods are ineffective in capturing the dispersion interactions (which is one of the 

important contributors in noncovalent interactions) accurately because of nonlocal 
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(long-range electron correlation) nature of dispersion effects.
32

 Similar difficulties 

have been seen with the Hartree-Fock (HF) approach as well, which lacks the 

electron-electron correlation effects. The failure of standard Kohn–Sham DFT in 

capturing London dispersion is due to the true wave function based origin of the 

dispersion energy. Various approaches have been made in recent years in order to 

introduce London dispersion effects in DFT. As a result, many approximate methods 

are available nowadays that provide very good accuracy in DFT calculations and have 

now become the standard in the field.
33

 These methods are called dispersion corrected 

density functional theory, DFT-D approaches.
33

 A brief introduction to DFT has been 

provided in Chapter 2 of this thesis.  

The other problem with the DFT based methods in dealing with the 

noncovalent bonded molecular complexes is that they are basis set inconsistent. This 

inconsistency in DFT approach is associated with the employment of the variational 

principle in the Kohn-Sham formalism. In variational calculations, supersystems are 

described as the sum of the basis sets of all subsystems, which lead to a more 

complete basis set description of subsystems in the complex in comparison to the 

isolated cases, and subsequently causes the artificial lowering of energy of the 

supersystems.
2
 In more descriptive terms, this error originates due to incomplete 

treatment of subsystems, which try to improve the treatment by borrowing orbitals 

from neighboring subsystems. Therefore, this error is purely mathematical in origin 

and has no physical meaning as such. Boys and Bernardi came with the solution of 

this problem and termed it as a counterpoise correction method and this problem as a 

basis set superposition error, BSSE.
34

 This error can be eradicated either by describing 

the basis sets of subsystems in terms of the basis sets of the complete supersystem or 

by using an infinite AO basis set. In DFT methods, the counterpoise correction is 

performed by introducing the concept of ghost-orbitals. Ghost subsystems have basis 

set functions at the place of atomic positions but without the nuclei and electrons. 

This simply means that like the interaction energy, the BSSE is geometry dependent 

and we will obtain different values of BSSE for different orientations of atoms (ghost 

systems) even for the same complex. It has been seen that the BSSE-corrected 

properties converge much faster to the limit values than the BSSE-uncorrected ones. 

The second approach to eliminate BSSE is available through an extrapolation 

procedure to the complete basis set (CBS) limit, for which BSSE vanishes 
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automatically by definition. To test whether a particular variational procedure is free 

of BSSE or not, one can compare the stabilization energy obtained by this method 

with the stabilization energy obtained by employing perturbation methods, which are, 

by definition, free of this issue. It is to be noted that BSSE is not limited only to 

molecular clusters. The same error can be seen in an isolated system when one part of 

the system improves its basis set description by borrowing functions from the other 

part.
35

 Many methods have been suggested in order to solve this error.
35

 The solution 

to intramolecular-BSSE is suggested by Asturial et al. who suggested correcting this 

error by considering one molecule as a different fragments, with potentially as many 

fragments as the number of atoms. The most famous among them is the one suggested 

by Jensen.
35,36

 

Other low cost methods for electronic structure calculations for even larger 

systems (up to approximately 10
3
 −10

4
 atoms) are semiempirical MO methods.

37
 Two 

general classes of semiempirical approaches that exist in the literature are - 

approximations to either DFT or to the Hatree-Fock method.
28

 In both of these cases, 

minimal AO basis sets are used to expand the MOs. The semiempirical integral and 

basis set approximations lead to errors in electrostatic, polarization and exchange-

repulsion terms in addition to the dispersion interaction. The repulsion term is 

somewhat recovered through empirical element-specific pair potentials. However, the 

poor representation of electrostatic and induction interactions lead to a bad description 

of electrostatic dominated interactions.
38

 In order to minimize these errors, geometry-

dependent noncovalent bond corrections have been proposed.
39

 Both of the 

abovementioned semiempirical approaches had been recently augmented with the D3 

dispersion correction and had been reported to give better performance for various 

kinds of systems.
40

 The errors that arise due to the negligence of the three- and four 

centered two-electron integrals in the Hartree-Fock formalism have been repaired 

through one-electron contributions and element-specific pair potentials.
41

 Despite 

several improved treatments in recent times, semiempirical methods still lack the 

reasonable accuracy for a variety of systems, and hence are considered to be relatively 

approximate and crude methods for application to moderate size molecular systems.  
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1.8 Electrostatic Dominated Noncovalent Interactions 

As described in Section 1.3, some noncovalent interactions are dominated by 

electrostatic contributions. This means that the major part of their binding energy 

comes from the electrostatic term. The best example of this kind is the classical 

hydrogen bond. The non-classical hydrogen bonds of type X-H (highly polar)…π also 

fall into this category. The other examples are σ-hole bonds. The interactions between 

ion-pairs in solutions can also be considered as the electrostatic dominated 

noncovalent interactions. The electrostatic dominated interactions have been 

established as long range interactions. It has also been shown that the electrostatic 

contributions in hydrogen bonded systems have a long range influence on binding. 

The following subsections will deal with various aspects of electrostatic dominant 

noncovalent interactions.  

1.8.1 Hydrogen bonding  

Hydrogen bonding is the most widely prevalent form of noncovalent interaction. 

Hydrogen bonds are generally represented as X-H…Y, where X is an atom having 

stronger electronegativity than the H atom and Y is an electron rich species: any kind 

of Lewis base. Here, Y is called the hydrogen bond acceptor as it accepts H in a 

hydrogen bond and X-H is referred to as the hydrogen bond donor. It is to be noted 

that the hydrogen bond does not merely mean the H…Y interactions. Instead, the 

entire X-H…Y assembly is collectively referred to as a hydrogen bond. Hydrogen 

bonds are considered to be of two basic types: (i) the classical hydrogen bond (when 

Y is an electronegative atom with a lone pair of electrons on it, e.g., the hydrogen 

bond between water molecules) and (ii) the non-classical hydrogen bond (when Y is a 

π-electron rich moiety, e.g., in the case of XH…π interaction, X = O, N, C, halogens). 

Classical hydrogen bonds are ubiquitous in nature and they are believed to be 

primarily electrostatic in type.
13

 A representative example of a classical hydrogen 

bond has been shown in Figure 1.2. The electrostatic interactions involving the 

hydrogen bond acceptors and donors that are directly involved in hydrogen bonding 

with each other are referred to as primary interactions. The electrostatic interactions 

between any pair of atoms between two partners that are not directly involved in 

hydrogen bonding have been defined as secondary electrostatic interactions. All kinds 
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of electrostatic interactions (including primary and secondary interactions) have been 

referred to collectively as long range electrostatic interactions.  

 

Figure 1.2. An optimized geometry of the water dimer at the COSMO(water)/PBE-

D3/TZVP level of theory using Turbomole 6.4. The water molecules are bonded here 

through a classical hydrogen bond. Color coding: pink – oxygen, cyan – hydrogen, 

dotted blue line – hydrogen bond. O4 is a hydrogen bond acceptor and H1 is a donor. 

The interaction between H1 and O4 denote primary interactions and the remaining 

combinations of atom-pairs interactions between two partners (e.g., between H3 and 

O4) are referred to secondary electrostatic interactions. All the interactions between 

each atom of the first water molecule with every atom of the second water molecule 

are commonly defined as long range electrostatic interactions.      

1.8.2 Directional noncovalent interactions 

It has been believed for long that the electrostatic (Coulomb) interactions in a 

noncovalent bond exhibit little directionality, i.e., their energy barely depends on the 

bond angle. This incorrect assumption could be due to two fundamental 

misconceptions: (i) the atoms that are involved in these interactions are charged in an 

isotropic fashion and (ii) long range secondary electrostatic interactions are negligible 

(or their spatial arrangements cancel out the effect of directionality in these 

interactions). The small directionality in noncovalent interactions has been mostly 

attributed to the covalent contributions. However, the molecular electrostatic potential 

(MEP) distribution suggests that the potential around atoms in a molecule is not 

symmetric, because the distribution of electron density around an atom in a molecule 

is anisotropic due to the electronegativity or polarizing power (which decreases with 

distance) of covalently connected atoms. When this differential distribution of the 

electron cloud around an atom is large and distinct, it brings strong directionality into 
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the noncovalent interactions, which is of Coulombic origin. The MEP defines the 

electrostatic interaction of an isolated molecule with its surroundings. It represents the 

sum of contributions from nuclei and the electron density and is commonly visualized 

by a color coded isodensity surface.
42

 MEP provides a very useful view of the 

molecular electrostatic potential at the surface of molecules. A useful consequence of 

this MEP is that the area of the molecular surface for which the electron density is 

thin will exhibit a positive potential.
42

 In case of heavier atoms of groups IV-VII, a 

positive patch of MEP appears as the extension of the covalent bond with stronger 

electronegative groups.
43-44

 This positive area is called the σ-hole (see Figure 1.3 

below), which is physically a consequence of the anisotropic distribution of electron 

density around the heavy atoms of groups IV-VII.
43-44

 It has also been seen that σ-

holes often exist together with regions of negative potential. If we look at the other 

side of the heavy atoms in Figure 1.3, a net negative potential can be seen to have 

accumulated. These σ-holes selectively pull atoms or groups from their negative 

potential surface side to make a noncovalent bond. These bonds are called as σ-hole 

bonds. Therefore, σ-hole bonds are noncovalent interactions between covalently 

bonded heavy atom of Groups IV–VII and a negative site, which could be a lone pair 

of a Lewis base or an anion. At the same time, the negative potential side of the same 

heavy atom in the same or different arrangement may attract positive groups or σ-

holes, which results in multiple noncovalent bonds exhibited by heavy atoms of 

groups IV-VII.
43-44 

The angular positions of each of these bonds (σ-hole bonds) are 

found to be almost fixed and thus they are directional in nature. Examples of σ-hole 

bonds are halogen bonds, chalcogen bonds and pnictogen bonds.   

 

Figure 1.3. Molecular surface electrostatic potential computed on the 0.001 au 

contour of the electronic density at the M06-2X/6-311G* level of theory: a) 

ICF2CF2I, b) SeFCl, c) PH2Cl, and d) GeH3Br. Color schemes: red – strong positive 

potential; yellow - weakly positive potential; green - weakly negative potential; blue – 

negative potential. This figure has been taken from the reference 43.  
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The most common example of electrostatic dominated interactions is the 

classical hydrogen bond
13

 (henceforth will be referred to only as the hydrogen bond). 

Even though these bonds are recognized to be predominately electrostatic, the 

observed preference in the linear X-H…Y angle is credited to the covalent 

contributions in these bonds, where the donation of the electron has been argued to 

occur from the lone pair of Y to the antibonding X-H orbital (σ
*
XH). Since the overlap 

between orbitals is largest in the collinear case, X-H…Y is seen to prefer a linear 

arrangement.
13b

 However, the factor that is often neglected when the directionality in 

hydrogen bonding is discussed is that the strength of a covalent interaction depends 

on two parameters – the symmetry or extent of overlap between interacting orbitals 

and the energy difference between them.
45

 Usually, the X-H bonds are so strong that 

their bonding σXH lies very low and the corresponding σ
*
XH is very high.

13b
 Since, 

high-lying antibonding orbitals are poor acceptors of electrons, the covalent 

interaction in classical hydrogen bonds are very unlikely whenever the X-H bond is 

strong. The covalent contributions in the noncovalent bonds fundamentally arise due 

to the shift in electron density of Y to X-H bond, which is caused by the polarization 

of Y by the electric field of the X-H bond, and not due to mixing of lone pair of Y 

with σ
*
XH, as discussed in Section 1.0.

46 
 

             Thus, the directionality in the noncovalent interactions is basically of 

electrostatic origin, which can be attributed to two factors: (i) the anisotropic electron 

density distribution around the nuclei and (ii) the long range electrostatic interactions. 

The anisotropic distribution of electron density prefers directional interactions, as 

discussed above, and affects all of the interaction terms that contribute to the overall 

interaction energy, as they all depend on the electron density and thus are anisotropic 

in nature.
47

 The nature of electrostatic interactions is directional itself. When the 

multi-point long range electrostatic interactions are brought into consideration, the 

directionality arises automatically in the net noncovalent interaction by virtue of the 

nature of electrostatic interactions.  

1.8.3 Literature Precedence 

The Watson and Crick model of DNA (1953) describes DNA as a double helical 

structure in which nitrogen bases of one strand of DNA form multiple hydrogen 

bonds with nitrogen bases of the complementary strand.
48

 There are in total four 
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nitrogen bases that are found in DNA: adenine (A), guanine (G), cytosine (C) and 

thymine (T). A and G are purine ring based, while C and T are pyrimidine ring based 

(Figure 1.4 below). Out of four of these bases, we normally have two kinds of base 

pairs that are found predominantly in DNAs
*1

: the C…G (triple hydrogen bond, C-G) 

and A…T (double hydrogen bond, A-T) (Figure 1.5). They are the Watson-Crick base 

pairs. However, if we look at the overall possibility of hydrogen bonding (including 

both homo- and hetero- patterns), consisting of these four bases, there can be as many 

as 29 possible base pairs.
*2

 28 of them were described by Donohue (1960)
49

 and the 

last one was recognized by Poltev and Shulyupina (1986).
50

 The question that has 

been of fundamental interest since the discovery of the DNA structure is this - are the 

two base pairs occurring in DNA the most stable ones? A plethora of studies has been 

devoted to describing the structure and stabilization energies of different base pairs, 

employing semiempirical and empirical potentials in accordance with the 

computational resources available at that time.
50-51

 Experimentally, different 

analogues of base pairs had been synthesized in order to understand the association 

tendency of nitrogen base analogues in comparison to the Watson-Crick base pairs.
52-

55
 These studies opened the gate and later enforced the belief in the scientific 

community that long range electrostatic interactions in hydrogen bonded complexes 

are unquestionably significant. A brief history of how the general understanding about 

the significance of long range secondary electrostatic interactions has evolved is 

described below. Hitherto, it had been believed exclusively that only primary 

electrostatic interactions between the hydrogen bond acceptor and donor accounted 

for the strength of hydrogen bonds.   

In Scheme 1.1, the association constant (Ka) of complex 1, a closer analogue 

of the G-C base pair, in chloroform was found to be ca. 10
4
-10

5
 M

-1
.
52

 The association 

constant of a similar complex 2 in chloroform was found to be 1.7 * 10
5
 M

-1
.
53

 A 

careful analysis of the structures of these two complexes suggests that there are two 

primary O…H interactions and one primary N…H interaction in complex 1, whereas 

*1 42 other unusual base pairs, which are rarely observed, have also been recognized to be found in the DNA 

structure. The most famous examples among them are the Hoogsteen base pairs.56                                                                                              

*2The N9-H of purines and N1-H of pyrimidines (see Figure 1.4 for numbering in nitrogen bases) had been omitted 

for consideration since N9 of purines and N1 of pyrimidines form covalent bonds with the sugar moiety in the 

DNA structure and are not available anymore for hydrogen bonding. 
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Figure 1.4. Different types of nitrogen bases found in DNA: a) adenine, b) guanine, 

c) cytosine and d) thymine. Color representation: black – carbon, green – nitrogen, 

cyan – hydrogen, pink – oxygen. Figure also illustrates the numbering of atoms in the 

heterocyclic ring. 

 

Figure 1.5. Usual hydrogen bonding pattern between nitrogen bases of DNA. Color 

representation: black – carbon, green – nitrogen, cyan – hydrogen, pink – oxygen, 

dotted blue line – hydrogen bonding.  

there is one O…H interaction and two N…H primary interactions in complex 2. Since 

the primary interaction for the O…H pair is stronger than the N…H pair (O acquires 

higher partial charge than N as its electronegativity is higher than N), the association 

constant of complex 1 should, in principle, be higher than that of complex 2. 

However, the association constants of these complexes are found to be of the same 

order with 1 having a slightly lower value. A comparison of the primary interactions 

between complex 2 and complex 3 suggests that the association constant of 3 should 

be higher than that of 2. However, the association constant of complex 3 in 

chloroform was found to be 170 M
-1

,
54

 i.e., three orders of magnitude smaller than for 

complex 2. Furthermore, comparing the nature of primary interactions in complexes 3 

and 4, one would expect similar association constants for the two, which was not the 
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case. The experimentally observed association constant of 4 in chloroform is merely 

90 M
-1

,
55

 considerably smaller than the Ka of 3.  

 

                1                                2                                      3                               4 

Scheme 1.1. Schematic representation of triple hydrogen bonded analogues of DNA 

base pairs 

A computational study in 1990 by Jorgensen and Pranata reports that the free 

energy of formation for the G-C complex 5 (Scheme 1.2) is -21.1 kcal/mol, and the 

free energy of formation of Uridine-2,6-diaminopyridine 6 is -11.4 kcal/mol.
57

 These 

values were found to be in close agreement with experiments. However, the nature of 

primary interactions in complexes 5 and 6 are exactly the same. Jorgen and Pranata 

further came up with a very simple and brilliant explanation for the observed 

deviations in the binding behavior of hydrogen bonded complexes. They suggested 

that the consideration of only primary electrostatic interactions is not enough to 

explain the differential association constants of nitrogen base analogues. Perhaps the 

secondary electrostatic interactions between immediate nonhydrogen bonded 

acceptors and donor are significant enough to alter the association constant of 

hydrogen bonded complexes, as they are not much farther and have acquired certain 

amount of charge.
57

 For instance, if we consider a triply hydrogen bonded complex, 

there will be three acceptor and three donor atoms in each complex. These acceptor 

and donor atoms on different partners can be arranged in three different ways: (i) all 

acceptors on one partner and all donors on the other, (ii) two consecutive acceptors 

and a donor on one partner and the complementary arrangement on the other partner 

and (iii) donors and acceptors following an alternative arrangement on each partner. 

Three representative cases of triply hydrogen bonded complexes have been shown 

below in Figure 1.6. Let us assume that all the donor and acceptor atoms in these three 

cases are the same and that they carry the same partial charge as well. Looking at all 
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possible direct interactions between the donor and acceptor atoms (only frontier 

hydrogen bonded atoms) of hydrogen bond constituting partners separately - there 

exist three primary and four secondary electrostatic interactions in all of the three 

cases. The primary interactions in all of the three cases are attractive. However, the 

nature of secondary electrostatic interactions varies in each case. All the secondary 

interactions in case 1 are attractive. In case 2, two of the secondary interactions are 

attractive and two are repulsive, while all of the secondary interactions in case 3 are 

repulsive. Based on this analysis, they predicted that the hydrogen bonded complexes 

of type 1 will have the highest association constant followed by those of type 2 and 

then those of type 3.
57

 In a further study, they have shown that the relative association 

constant of some representative nitrogen base analogues follow this order.
58

 

 

                                                         5                                  6 

Scheme 1.2. A schematic representation of the G-C base pair and the uridine-2,6-

diaminopyridine base pair.  

The breakthrough idea suggested by Jorgensen and coworkers triggered 

experimentalists to design hydrogen bonded complexes with all donors on one and 

acceptors on another partner in order to get the highest association constant. In many 

of the cases, they have obtained agreeable results.
59-66

 However, some countering 

examples had also been observed in the meantime in some of the studies, where 

Jorgensen’s hypothesis failed completely.
59-60,67

 In 2001,  Popelier et al. in their 

comprehensive QTAIM (Quantum Theory of Atoms-in-Molecules)  study on 28 

nitrogen base pairs complexes showed that the electrostatic energy of interaction 

between many remote atom pairs across a hydrogen bond is also influential to the 

binding, and hence the consideration of the electrostatic interactions of all the atoms 

of one partner with all the atoms of the other may be necessary in order to get the 

proper picture of the long range electrostatic influence on the binding.
17

 In Figure 1.7, 
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the electrostatic interaction energy between different atom pairs of the C-G complex 

has been shown, as described in reference 17. It is clear from Figure 1.7 that the 

interaction energies for certain atom pairs (e.g., CN pair) are non-negligible even at a 

distance of 17 Å. Thus, they have suggested that considering only secondary 

electrostatic interactions between frontier hydrogen bonded atoms, for the sake of 

simplicity, is incorrect and may lead to erroneous results, and that the efficacy of 

frontier atom secondary electrostatic interactions are only limited to specific cases.
17 

 

 

                 4 attractive SIEs          2 attractive SIEs          0 attractive SIEs                                      

                 0 repulsive SIEs          2 repulsive SIEs           4 repulsive SIEs  

Figure 1.6. Electrostatic interactions between H-bond acceptors and donors in triply 

H-bonded complexes; A and D denote hydrogen bond acceptor and donor atoms 

respectively; black, blue and pink arrows represent attractive primary, attractive 

secondary and repulsive secondary interactions, respectively; the association constant 

decreases with an increasing number of repulsive secondary interactions. 

            

Figure 1.7. The energy partitioning of atom types in the G-C base pair as reported in 

reference 17. The cumulative interaction energy is the energy between atom types of 

two different bases in the G-C complex.  

CC – circle  

OO – diamond  

HH – square  

NN – upward triangle 

CO – downward triangle 

CH – solid circle 

CN – solid square 

OH – solid diamond 

ON – solid upward triangle 

NH – solid downward triangle 
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These studies established the decisive contributions of long range electrostatic 

interactions on the overall binding energy of electrostatic dominated systems. 

However, merely the consideration of energy to fully understand the strength of 

electrostatic dominated noncovalent interactions is not sufficient; as the energy is a 

scalar quantity and considering it alone will lead to loss in a certain amount of 

information regarding the binding. What is referred to specifically here is the 

directionality. Chapter 3 of this thesis will describe in detail the directional aspect of 

these interactions, as well as their consequences. 

1.9 Objective of the Thesis  

Considering the above benchmarking studies, we have asked three fundamental 

questions that are the basis of this thesis: 

1. Since long range electrostatic interactions are significant, should they not be 

directional? 

2. If long range electrostatic interactions are indeed directional, what could be 

the possible implications? 

3. How would the directional long range electrostatic interactions be exploited in 

understanding and designing new chemical systems of prime importance? 

1.10 Scope of the thesis 

Long range secondary electrostatic interactions have been shown to have a distinct 

and deterministic influence on the association constant of multi-hydrogen bonded 

systems, signifying that the structure, orientation, and position of even distant 

substituents on the hydrogen bonding partners will have a decisive impact on the 

hydrogen bond strength.
17

 Intriguingly, in in vivo or homogeneous in vitro 

environments, hydrogen bonded systems largely exist surrounded by a quantum of 

solvent molecules. The long range secondary electrostatic influence exerted by the 

explicit presence of solvent molecules similarly has the potential to maneuver 

hydrogen bond strength, depending upon the orientation, position and structure of the 

solvent molecules. The current literature does not classify any study, to the best of our 

knowledge, that precisely pinpoints the effect of explicit solvent molecules on the 



  

Chapter 1 

P a g e | 22  
 
 

stability or strength of hydrogen bonds that are less exposed to the solvent or are 

present at the distal or interior sites in the chemical architecture of solutes (e.g., 

proteins and carbohydrates.). Also, all the in vivo and homogeneous in vitro reactions 

happen in the solvent environment where the solvent plays a critical role in defining 

the barrier of key rate determining steps and hence the rate of the reactions. Since 

covalent bonds are believed to be comprised of many charge-separated resonance 

contributors,
68

 does not the local electric field created by explicit solvent molecules 

affect the reaction barriers? The long range electrostatic influence on reaction barriers 

can also be correlated with the reactions that are being facilitated by the external 

architecture of molecular cages.
69

 Furthermore, secondary coordination spheres are 

found to be extremely important in enzyme catalyzed reactions. These coordination 

spheres in enzymes are provided by amino acid residues that surround the active sites 

of the enzyme.
70

 It has been seen in the past that a mimic of only active sites of 

enzymes leads to a weaker reactivity of coordination complexes.
71

 Therefore, the 

question that has to be asked here is - what role does the secondary coordination 

sphere play in enzyme catalysis? α-helices and β-pleated sheets, the two most 

common secondary structural motifs that are present in a typical protein have 

completely distinct hydrogen bonding patterns.
72

 These differential patterns in the 

hydrogen bonding bring disparity in stabilization of protein structural motifs.
73

 

However, deeper insights into why the differences in hydrogen bonding patterns 

affects the hydrogen bond strength of protein secondary structural motifs are still 

lacking. The other question of real significance is whether long range electrostatic 

interactions lead to chemical selectivity. 

In this thesis, we have aimed to answer some of these problems to a certain 

extent and touched upon each of the aforementioned areas. First of all, we have 

proposed a method that suggests estimating the impact of long range secondary 

electrostatic interactions in terms of the electrostatic force, which will take care of the 

directional nature of these interactions. Later on, we have investigated certain 

representative examples that fall into the previously mentioned areas to answer the 

questions that are of fundamental interest to chemists, biologists and material science 

researchers.   

The thesis as such is divided into 7 chapters. The first chapter, the current one, 

is dedicated to providing an overall view explaining the importance of the 



  

Chapter 1 

P a g e | 23  
 
 

electrostatic dominated noncovalent interactions and their long range influence. The 

second chapter explains the fundamentals of density functional theory, the method 

that has been employed extensively to carry out the work that has been reported in 

this thesis. The subsequent five chapters will deal with specific examples to showcase 

the directional influence of long range electrostatic interactions. 
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Chapter 2 

The Fundamentals of Density Functional Theory 

 

Abstract: We have exploited density functional theory (DFT) as a tool for 

investigating problems of interest in this thesis. In this chapter, the development and 

fundamental aspects of DFT have been described in brief. The DFT methods offer a 

way to compute energy and other properties of atomic and molecular systems as a 

functional of electron density, which is otherwise a physical observable and has direct 

consequences on the chemical and physical behavior of chemical systems. These 

methods work excellently under the Born-Oppenheimer approximation for stationary 

point calculations of ground state geometries and provide an accurate and 

computationally less expensive alternative to wave function based methods, which are 

unrealistic for computing properties of real (rather than model) molecular systems, 

due to their high scalability. 

2.1 Introduction 

The laws of thermodynamics and kinetics have paved a reliable and precise means of 

understanding the feasibility of chemical transformations. Specifically, they have 

provided an understanding of the change of the energy (the enthalpy, the free energy, 

the activation energy, the association energy, the binding energy or the interaction 

energy) during chemical changes, for a given system. Notably, the differential 

stabilities of reaction intermediates and transitions states essentially provide complete 

information about the feasibility and the pathway of a chosen chemical reaction 

and/or interaction. In course of time, several methods, including experimental 

techniques, have evolved to provide numbers corresponding to energy changes, in 

order to yield a simple, precise and accurate understanding of chemical changes. The 

laws and postulates of quantum mechanics (QM) provide one of the routes to obtain 

these energy terms based on pure mathematical formulations. However, it has been 

recognized that the ab initio quantum chemical methods (coupled cluster
1
 and 

configuration interaction,
2
 to name two such approaches) that solve the non-

relativistic Schrodinger equations with high accuracy are highly expensive, and are 
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thus impractical to be employed for a real systems. The best theoretical method 

available to date to handle larger chemical systems is density functional theory 

(DFT).
3
 With recent advancements, DFT has become able to provide a range of 

computational tools that are necessary to compute the complete set of properties for 

any given chemical system with a sufficiently reliable accuracy.
3
 Thus, in recent 

years, DFT has emerged as a pivotal computational tool for investigating various 

aspects of chemical reactions and/or chemical interactions and has emerged as the 

popular option both among computational and experimental chemists. Considering the 

aforementioned advantages, we have chosen DFT as the prime theoretical tool for 

investigating problems of our interest, a description of which have been provided in 

the succeeding chapters (Chapter 3 to Chapter 7) of this thesis. At present, the 

fundamentals of DFT have been described in subsequent sections of this chapter. In 

order to lay the foundations of DFT, the elementary concepts of quantum chemistry 

have also been reviewed in short in this chapter.  

2.2 Elementary Quantum Mechanics 

2.2.1 The Schrödinger Equation 

The central goal of modern quantum mechanics is to solve the time dependent non-

relativistic Schrödinger equation that was proposed by Erwin Rudolf Josef Alexander 

Schrödinger in 1926. However, the time dependent interactions are often not 

significant in most of the problems relating to chemistry, if one considers the potential 

energy of the system to be independent of time. Therefore, the time independent form 

of the Schrödinger equation (TISE) is generally considered as the chief equation in 

modern quantum chemistry. Henceforth the TISE will be referred to as the 

Schrödinger equation (SE). The many body time-independent Schrödinger equation 

for the system with n number of electrons and m number of nuclei is given by  

1 2 3 1 2 3 1 2 3 1 2 3
ˆ ( , , ,..., , , , ,..., ) ( , , ,..., , , , ,..., )n m n mH x x x x r r r r E x x x x r r r r                       (2.1) 

where Ĥ  denotes the molecular Hamiltonian operator, x  and r  are the coordinates of 

respective electrons and nuclei, ( , )n mx r  is a many particle wave function for a given 
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system and is a function of the 3n space coordinates and n spin coordinates of 

electrons and 3m space coordinates of nuclei, and E  is the total energy of the system.  

Equation (2.1) is also called the eigenvalue equation, where E  is the eigenvalue, 

( , )n mx r is an eigenfunction of operator Ĥ , which is a Hermitian operator and 

returns only real numbers as the eigenvalues. The wave function ( , )n mx r  has to 

fulfill certain requirements, which defines ( , )n mx r  to be well behaved, in order to be 

allowed for quantum chemical consideration.  

The Hamiltonian operator in atomic unit is represented as,  

2
2

1 1 1 1 1

1 1 1ˆ
2 2

n m m n m m n n
a a a b

i

i a a i a b a i j ia ia ab ij

Z Z Z
H

m r r r      


                                            (2.2) 

The first two terms in the Hamiltonian represent the kinetic energy of electrons and 

the nuclei respectively. The last three terms are the nuclear-electron attraction, 

nuclear-nuclear repulsion and electron-electron repulsion respectively. Indices i and j 

indicate a total number of n electrons, whereas indices a and b denote a total of the m 

nuclei of the system. Other associated terms in the equation have their usual meaning.  

To apply QM theory to address real life chemical problems, we need to solve the SE 

for multi-electron multi-nuclear molecular systems. However, the exact solution to the 

SE is limited to only few simplistic ideal cases, such as a particle in a box, the 

harmonic oscillator, the rigid rotor and the hydrogen atom. Hence, to make this theory 

applicable to larger systems, approximate methods have been proposed over the years. 

The first approximation that comes into the consideration is the Born-Oppenheimer 

approximation, which is believed to be a good approximation for the stationary point 

calculations.  

2.2.2 The Born-Oppenheimer approximation 

It is evident that nuclei are much heavier than electrons. Hence, nuclei move much 

slower relative to electrons. Therefore, we can assume that all of the electrons exist in 

the field of fixed nuclei. The nuclear kinetic energy can therefore be considered to be 

zero and the nuclear potential energy to merely be a constant. This is known as the 
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Born-Oppenheimer approximation. The Born-Oppenheimer approximation allows the 

separation of the SE into the electronic and the nuclear parts. Ultimately, the 

Hamiltonian shown in Equation (2.2) can be simplified to only the electronic part ˆ
elH  

as, 

2

1 1 1 1

1 1ˆ ˆ ˆ ˆ
2

n m n n n
a

el i ne ee

i a i i j iia ij

Z
H T V V

r r    

                                                           (2.3) 

The solution of the Schrödinger Equation with the electronic Hamiltonian ˆ
elH yields 

the electronic energy elE when ˆ
elH is operated on the electronic wave function el , 

ˆ
el el el elH E                                                                                                           (2.4) 

The total energy can be obtained as the sum of the electronic energy and the nuclear 

repulsion energy nnE as follows: 

tot el nnE E E                                                                                                            (2.5) 

Where nnE  is given by, 

m m
a b

nn

a b a ab

Z Z
E

r

                                                                                                       (2.6) 

2.2.3 Wave Function, Probability and Normalization  

We have seen, in the previous section, how the energy E can be obtained from 

operating Hamiltonian Ĥ on  ,n mx r . In this section, we will give a brief description 

regarding the wave function  ,n mx r . The definition of the wave function has come 

from the Copenhagen interpretation. According to this, a wave function is a function 

that contains all information of a given system for the state that has been represented 

by this wave function and all the information of that system for this state can be 

extracted from the wave function on operating it with suitable operators. However, the 

wave function itself has no physical significance as it is not a physical observable. It 

returns the value of an observable only when is treated with an operator, the origins of 
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which is in classical mechanics. The physical interpretation of a wave function comes 

instead with the square of the  ,n mx r , which gives the probability density  

  2

1 2| , ,...., |nprobability density x x x                                                                               (2.7) 

The wave function  ,n mx r  can take on complex or negative values but not the 

probability density. The probability of finding electrons in a given volume element 

can be obtained from the following expression: 

  2

1 2 1 2| , ,...., | . ........n nx x x dx dx dx                                                                                           (2.8) 

Equation (2.8) represents the probability that electrons 1, 2, …, n are found 

simultaneously in volume 1 2. ........ ndx dx dx . Since the electrons are indistinguishable, 

the probability density remains unchanged if two electrons interchange their positions,  

   2 2

1 2 1 2| , ,... , ,...., | | , ,... , ,...., |i j n j i nx x x x x x x x x x                                              (2.9) 

However, electrons are fermions with spin s=½. Therefore, Ψ must be antisymmetric 

with respect to interchange of the spatial and spin coordinates of any two electrons 

according to the quantum mechanical generalization of Pauli’s exclusion principle 

(‘no two electrons can occupy the same state’). 

   1 2 1 2, ,... , ,...., , ,... , ,....,i j n j i nx x x x x x x x x x                                                 (2.10) 

Furthermore, the probability of finding n electrons over all space should be unity. 

Hence, the integral of Equation (2.8) over the entire space should be equal to 1. 

  2

1 2 1 2.... | , ,...., | . ........ 1n nx x x dx dx dx                                                               (2.11) 

A wave function that satisfies this condition is called a normalized wave function.  

2.2.4 The Variational Principle 

In Equation (2.1) there are two unknown quantities  ,n mx r  and E . In order to 

solve the SE for any chosen molecule, the prerequisite is to construct the Hamiltonian 

operator corresponding to the system and then to find the eigenfunction followed by 
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solving the SE to obtain the eigenvalue E  for the system. However, there is no 

definite way to find the exact eigenfunction for a given system. The variational 

principle helps to offer a method to resolve this problem.  If a system is in the state , 

the expectation value of energy for that particular system can be obtained by 

ˆ| H |
[ ]

|
E

 
 

 
                                                                                                                     (2.12)  

Where ˆ ˆ| H | *H d     .  

Now, according to the variational principle ‘The energy calculated using a guess wave 

function   is always an upper bound to the original ground state energy (E0) of the 

system of interest ‘ 

0 0
0

0 0

ˆˆ | H || H |
[ ] 

| |
E E

   
   

    
                                                               (2.13) 

Here, 0  is true ground state wave function. A full minimization of the given 

functional E[ ] with respect to all of the allowed n-electronic wave functions, under 

the Born-Oppenheimer approximation, will provide the true ground state 0 and the 

corresponding energy E[ ] = E0. What “allowed” means in the present context is 

that the trial wave functions must follow certain criteria that ensure that these 

functions make physical sense. For instance, to be qualified as a wave function,  

must be continuous everywhere and be square integrable. Otherwise, the 

normalization of Equation (2.11) would not be possible. This can be expressed as,  

0
ˆ ˆ ˆmin [ ] min | |ne ee

n n
E E T V V

 
                                                                                (2.14) 

where n  indicates that Ψ is an acceptable n-electron wave function. However, 

one must note here that a search over all acceptable functions is practically 

impossible. However, the variational principle can also be applied to subsets of all 

allowed functions. One possible way to surpass this problem is to choose these 

subsets such that the minimization in Equation (2.14) can be done in some algebraic 

scheme, which will lead to the best approximation to the exact wave function that can 
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be obtained from that particular subset. A typical example of this approach is the 

Hartree-Fock approximation. 

Further, the ground state n-electronic wave function is typically represented by an 

antisymmetrized product of n numbers of orthonormal spin orbitals ( )i x , each of 

which is a product of spatial orbitals ( )i x  and the spin functions ( ) ( )s s   or ( )s

. The resulting formulation is called as the Slater Determinant and is expressed as 

1 1 2 1 3 1 1

1 2 2 2 3 2 2

1 3 2 3 3 3 3

0 1 2 3

( ) ( ) ( )..... ( )

( ) ( ) ( )..... ( )

( ) ( ) ( )..... ( )1
( , , ,..., )

..............................................!

............................

n

n

n

n

x x x x

x x x x

x x x x
x x x x

n

   

   

   
 

1 2 3

...................

( ) ( ) ( )..... ( )n n n n nx x x x   

                                              (2.15) 

 2.2.5 Functional 

Before going in details of DFT, we will provide here a brief description of a 

functional. A functional is a higher-order function. It is defined as a function of 

another function, i.e., a functional is a function whose argument itself is a function. A 

functional is commonly represented with the function in square brackets: F[ f ] = a. 

For example, the integration of | |f  2
 over all space, with each square integrable 

function ( )f x , is a functional. 

[ ] *( ) ( )F f f x f x dx



                                                                                                           (2.16) 

The mathematical formulation of the expectation value given in Equation (2.13) can 

also be considered as the total energy functional (E[ ]) of   as it takes the function 

  as input and provides the value of energy, a number, for that particular state. 

A functional can be distinguished from a function by observing the following 

difference: a function takes a number as input and also provides a number as output, 

whereas a functional takes a function as its input to deliver the output, which is again 

a number. The properties of the functionals are very much similar to the functions. 



 

Chapter 2 

P a g e | 37  
 
 

Like a function, a functional can also have derivatives. The formulation is similar to 

the derivatives of functions. The differentiation of a functional F[ g ] is defined as, 

[ ] [ ] [ ] ( ).
( )

F
F g F g x F g g x dx

g x


     


                                                                     (2.17) 

The rules of differentiation are also similar to the functions, 

1 2
1 2 1 2( 1 2)

( ) ( ) ( )

F F
c F c F c c

f x f x f x

 
  

  
                                                                           (2.18) 

1 2
1 2 2 1( . )

( ) ( ) ( )

F F
F F F F

f x f x f x

 
 

  
                                                                                      (2.19) 

2.3 The Fundamentals of Density Functional Theory 

The conventional quantum mechanical treatments, which offer solutions to the SE, are 

wave function based, as they take wave function   as input to compute the energy 

and other properties of the system. However, these methods were found to be highly 

expensive and this made theoretical chemists look out for other methods that are not 

only accurate but also computationally economical. The method that has naturally 

emerged as the best alternative of wave function dependent methods in terms of 

accuracy and efficacy is density functional theory (DFT). DFT provides an alternative 

route for computing the properties of a system by employing electron density as the 

fundamental parameter. In other words, the DFT utilizes the electron density as such a 

basic quantity that can be interpreted to predict chemical and physical properties of 

any system. Intriguingly, using electron density as the fundamental parameter to 

compute properties of quantum mechanical systems has always been a tempting area 

to theoretical chemists because of the following advantages it possesses over the wave 

function: (i) unlike the wave function, the electron density of a quantum mechanical 

system is an experimentally measurable quantity and (ii) the electron density depends 

only on three spatial coordinates, whereas the wave function of a system composed of 

n particles has a dependency on 4n variables: 3n for coordinates and n for spin. Thus, 

density based methods are expected to be more economical than the wave function 

based ones if one considers computational time and resources, which is what has been 

achieved with recent developments with the help of smart and robust algorithms that 
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have been implemented in many quantum chemical packages. Consequently, DFT is 

available now for computing all kinds of properties of many different types of 

systems. In the following subsections, we will give a brief introduction to density 

functional theory.    

2.3.1 The Electron Density 

In the section 2.3 we have learnt that the DFT postulates employing the electron 

density as a fundamental parameter to obtain all the essential properties of a quantum 

chemical system. In this section, we have described the theoretical formulation of the 

electron density, an ingredient on which the entire recipe of DFT is based. The 

electron density is defined as the probability to find one electron of arbitrary spin 

within a particular volume element while the rest of the electrons may be anywhere 

else in the space. The electron density is a physically observable quantity and can be 

measured employing experimental techniques such as X-ray diffraction, transmission 

electron microscopy (TEM), scanning tunneling microscopy (STM), and atomic force 

microscopy (AFM). Theoretically, the physical interpretation of Equation (2.8) 

directly leads to the electron density ( )r . Mathematical expression of the total 

electron density of a n-electronic system can be obtained as the following multiple 

integral of the modulus square of the wave function over all the spin coordinates (s) of 

all the electrons and over all but one of the spatial coordinates ( r ), 

  2

1 2 1 2( ) .... | , ,...., | ........n nr n x x x ds dx dx                                                         (2.20) 

Here .x r s , and ( )r  is the probability of finding any of the n electrons in the 

volume element 1dr  but with arbitrary spin. The rest of the n-1 electrons will have 

arbitrary positions and spins in the state represented by . Strictly speaking, ( )r  

represents the probability density, but calling it the electron density is a common 

practice. The multiple integral represents the probability of finding one particular 

electron in the volume element 1dr  (here, 1 1 1.x r s ). However, since electrons are 

indistinguishable, the probability of finding any electron out of total n at this position 

is just n times the probability of finding one particular electron. ( )r  follow some 

specific properties, which have been described below,      

https://en.wikipedia.org/wiki/Transmission_electron_microscopy
https://en.wikipedia.org/wiki/Transmission_electron_microscopy
https://en.wikipedia.org/wiki/Scanning_tunneling_microscope
https://en.wikipedia.org/wiki/Atomic-force_microscopy
https://en.wikipedia.org/wiki/Atomic-force_microscopy
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1. ( )r is a non-negative function of the three spatial variables, which integrates to 

the total number of electrons and vanishes at infinity, 

( ) 0r                                                                                                                   (2.21) 

1( )r dr n                                                                                                             (2.22) 

( ) 0r                                                                                                            (2.23) 

2. ( )r exhibits a maximum possessing a finite value at a given position of the atom 

due to the attractive force exerted by the positive nuclei. At this position, the gradient 

of density exhibits a discontinuity resulting in a cusp because of the singularity in the 

a

ia

Z

r
 part in the Hamiltonian (Equation (2.2)), as 0iar   at this position. The 

properties of the cusp are intimately related to the nuclear charge of the atom, 

0
lim[ 2 ] ( ) 0
ia

a
r

Z r
r





 


                                                                                           (2.24) 

where aZ  is the nuclear charge and ( )r is the spherical average of ( )r .  

3. ( )r  shows an asymptotic exponential decay for large distances from the nuclei for 

any system, 

( ) exp[ 2 2 | |]r I r                                                                                             (2.25) 

where I is the exact first ionization energy of the system. 

2.3.2 The Pair Density 

The pair density is the probability of finding a pair of electrons with spins 1  and 2  

simultaneously within two different volume elements 1dr  and 2dr  while the other n-2 

electrons have arbitrary positions and spins. It is given as, 

  2

1 2 1 2 3( , ) ( 1) .... | , ,...., | ........n nx x n n x x x dx dx                                                        (2.26) 
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Like the electron density, the pair density is also a positive quantity and is normalized 

to the total number of non-distinct pairs of electrons, i.e., n(n-1)
*
. It is symmetric in 

the coordinates. The pair density is of great importance since it contains all 

information about electron correlation. 

2.3.3 The Thomas-Fermi Model 

Although the journey towards modern DFT began just a few decades ago, the first 

attempt to use electron density to obtain information about atomic and molecular 

systems has been dated back to the early days of quantum chemistry, just shortly after 

the introduction of the Schrödinger equation (1926). The first approximation of such a 

kind was proposed by Llewellyn Thomas (1927) and Enrico Fermi (1927). They 

introduced electron density in place of the wave function as a means to understanding 

the electronic structure of many-body systems. This model is known as the Thomas–

Fermi (TF) model.
4-6

 In this quantum statistical model, Thomas and Fermi used the 

concept of the uniform electron gas with a constant electron density. They further 

derived the expression of the kinetic energy of a quantum mechanical system. The 

expression for the kinetic energy in the TF model can be obtained by following 

functional: 

     
2 5

2 3 3
3

3
10

TFT r r dr                                                                            (2.27) 

All other electronic contributions due to nuclear-electron attraction and electron-

electron repulsion, according to this model, are treated in a completely classical 

manner. The total energy can thus be written as: 

     
     2 5

1 22 3 3
1 2

12

3 1
3

10 2
TF

r r r
E r r dr Z dr drdr

r r

  
                    (2.28) 

This model possesses the following limitations. It gives a very rough estimate of the 

actual kinetic energy of the system, as the electrons in this model have been 

considered to be part of a gas of a constant electron density. Furthermore, the 

exchange and correlation effects are totally ignored. Thus, upon implementing the TF 

*It is also common to use a different normalization coefficient n(n-1)/2, which corresponds to the distinct number 

of pairs of electrons. 

https://en.wikipedia.org/wiki/Schr%C3%B6dinger_equation
https://en.wikipedia.org/wiki/Llewellyn_Thomas
https://en.wikipedia.org/wiki/Enrico_Fermi
https://en.wikipedia.org/wiki/Electronic_structure
https://en.wikipedia.org/wiki/Many-body
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model for molecular systems, it has been observed that the model is unable to 

describe the existence of a chemical bond. Therefore, the TF model shows extremely 

poor performance in describing real molecular systems. However, the real importance 

of the TF model is not in the accuracy of the method but due to the fact that it was the 

first prescription for representing energy using only the electron density without any 

additional information. In particular, it should be noted that no recourse to the wave 

function was taken in this model.  

Now that we have a functional expressing the energy in terms of the electron density 

alone, the next important step is to find and identify the correct density. In order to 

find out the correct density for use in Equation (2.28), Thomas and Fermi employed 

the variational principle. They assumed that the ground state of the system is related 

to the density, for which the expression of the total energy is minimized under the 

constraint 1( )r dr n  . However, at that point of time, it was still unknown whether 

expressing the total energy of a system in terms of density is physically justified and 

whether a method employing the variational principle on the density is conceptually 

acceptable in this context. Thus, this model has mostly come out of intuition than 

solid physical ground. Therefore, this model is considered as a limited model and in 

the present context, the TF approach only has historical value rather than any practical 

significance. 

2.3.4 Hohenberg-Kohn (HK) Theorems 

The density functional theory we are acquainted with and exercise today was born in 

1964 when a landmark paper was published by Hohenberg and Kohn in Physical 

Review.
7
 They proposed two fundamental theorems regarding the electron density of 

the system with simple proofs. These two theorems not only solve the queries 

regarding the justification of the approximations used in the Thomas Fermi model but 

also provide the sound theoretical foundation needed to construct DFT rigorously in 

the ground state. In fact, these theorems represent the key theoretical pillars on which 

all modern day density functional theories are constructed. The two theorems can be 

stated as: (1) every observable of a stationary quantum mechanical system, including 

energy, can be calculated, in principle exactly, from the ground state density alone, 

and (2) the ground state density can be calculated, in principle exactly, using the 
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variational method involving only the density.
4-5

 It is to be noted that the original HK 

theorems were intended for the time independent stationary ground states, but were 

later also been extended to excited states and time dependent systems as well.
8-9

 The 

details of the two HK theorems and their proof have been provided below. 

Theorem 1 ‘The external potential ˆ ( )extV r  is (to within a constant) a unique 

functional of ( )r ; since, in turn ˆ ( )extV r  fixes Ĥ  we see that the full many particle 

ground state is a unique functional of (r) .  

In order to prove validity of the first theorem, Hohenberg and Kohn contrive some 

legitimate assumptions based on the fundamental principles of quantum chemistry, 

which are as follows: under the Born-Oppenheimer approximation, the ground state of 

an electronic system is a direct consequence of the potential exerted by the nuclei. 

They called the potential exerted by nuclei as the external potential, ˆ
extV . This 

assumption can further be clarified by analyzing the expression of the electronic 

Hamiltonian ( ˆ
eH ) of Equation (2.3), which has been derived under the Born-

Oppenheimer approximation. In Equation (2.3), the kinetic energy of electrons ( ˆ
eT ) 

and the electron-electron repulsion term ( ˆ
eeV ) simply adjust themselves to the external 

potential (which is represented as ˆ
neV  in Equation (2.3)) so that the net energy of the 

system is minimized. Thus, for a specific value of ˆ
extV , every other variable of the 

system, including the electron density, accommodate themselves to provide the lowest 

possible ground state energy of the electronic system. Thus, one can consider ˆ
extV  as 

the only variable term in the electronic Hamiltonian - the other parameters ultimately 

rely on it.  

Based on the aforestated assumption, Hohenberg and Kohn asked some very 

fundamental questions: “could the parameter ˆ
extV be uniquely determined just from the 

knowledge of electron density ( )r alone? Is it possible (at least in principle) to get 

the information about the position and type of the nuclei if we accurately know the 

density ( )r of the ground state? Does there exist a precise path for mapping from the 
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density ( ( )r ) to the external potential ( ˆ
extV )?" The answers to all of the 

abovementioned questions were found to be positive. Essentially, the mapping of ˆ
extV

from ( )r  has been observed to be accurate within the limit of a constant, which is 

not a big concern as it is well known that the SE with two different Hamiltonian of ˆ
eH

and ˆ
eH const provides precisely the same eigenstates. The only thing that will vary 

in this case is the value of the energy, which will be shifted by the value of this 

constant. Thus, if this is true, the knowledge of only the density is enough to get 

complete information about the system. As ( )r yields the total number of electrons,

1( )n r dr  , as well determining the ˆ
extV , it is logical to conclude that the knowledge 

of ( )r is an adequate substitute to the knowledge of , the wave function of the 

system. 

The proof of Theorem 1 that has been provided by Hohenberg and Kohn is 

disarmingly simple and is based on the reductio ad absurdum principle. The proof 

runs as follows: 

Let us consider that ( )r represents the exact ground state density of a non-degenerate 

system
*
 of n electrons and that is the wave function of the ground state. Let us 

further assume that for this specific density ( )r , there exist two possible external 

potentials ˆ
extV and ˆ 'extV which differ with each other by more than a constant, since the 

wavefunction, and hence the electron density, remains unaffected if only a constant is 

added to the potential. Then these two different external potentials will certainly 

correspond to two separate electronic Hamiltonian operators ( Ĥ and Ĥ  ) and the two 

Hamiltonians Ĥ and Ĥ  belong to two different ground state wave functions,  and '  

respectively. The ground state energies corresponding to the two wave functions are 

0E  and 0'E respectively, where 0
ˆ| H |E    , 0

ˆ' ' | H' | 'E      and 0 0'E E . 

ˆ ˆ ˆ ˆ
ee extH T V V                                                                                                       (2.29) 

*It is worth noting that later investigations have proven that HK theorems can easily be extended for degenerate 

ground states as well.10 
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ˆ ˆ ˆ ˆ' 'ee extH T V V                                                                                                   (2.30) 

Since both wave functions give rise to the same electron density (this is possible 

considering how the charge density that is constructed from a wave function by 

quadrature, using Equation 2.20, is not unique), the overall scenario can be 

represented schematically as 

ˆ ˆ( ) ' ' 'ext extV H r H V    
 

If we apply the variational principle on the expectation value of energy for the '

with the Hamiltonian Ĥ , 

0'

0
ˆ ˆ ˆ ˆ

E

E H H H H                                                                   (2.31) 

Putting the values of Ĥ and Ĥ  from Equations (2.29) and (2.30) into the Equation 

(2.31), 

  0 0 0
ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ

ee ext ee ext ext extE E T V V T V V E r V V dr                            (2.32) 

Similarly, applying the variational principle on the expectation value of energy for the

with the Hamiltonian ˆ 'H yields,  

  
0

0 0
ˆ ˆ ˆ ˆ ˆ ˆ' ' '

E

ext extE H H H H E r V V dr                      (2.33) 

Adding Equations (2.32) and (2.33) leads us to a contradictory result, 

0 0 0 0 0 0E E E E or                                                                                                       (2.34)              

It is therefore proved that there cannot be two different ˆ
extV that give rise to the same 

ground state density. Thus, the ground state density ( )r uniquely determines the 

external potential ˆ
extV . Using again the concept of the variational principle, we can 

further state that all the properties of the ground state, including the kinetic energy of 
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electrons (  T  ) and the energy of electron interactions (  eeE  ) can be uniquely 

determined by the ground state density.  Thus, the total ground state energy of the 

system can be represented as simply a functional of density alone, 

             ˆ[ ]ne ee ne ee

system dependent universally valid

E E T E r V r dr T E                 (2.35)                                                               

Here,    ˆ( )ne neE r V r dr    (the potential energy due to nuclei-electron 

attraction) is the system dependent term whereas    eeT E   depends only the on 

electron density and is universal, i.e., its mathematical form does not depend on the 

type of system (i.e., on the n, R and Z of the system). Here, we have retained the 

subscript ‘ne’ to highlight the fact that the type of external potential in this case is the 

electron and nuclear attraction. Now, we can further group together the functionals 

that are just responses (the system independent part) and can be considered secondary 

as compared to the  neE  ,  

     HK eeF T E                                                                                            (2.36) 

The system independent part  HKF   is called the Hohenberg-Kohn functional. Now 

the total energy functional can be written as  

       ˆ
ne HKE r V r dr F                                                                                             (2.37) 

This, simple-looking (at first glance)  HKF  functional is the most challenging term 

used in DFT. If the explicit form of both the terms that are involved in it were known, 

we would have solved the SE exactly. And, since it is completely system independent, 

it applies equally well to all kind of systems, from the hydrogen atom to gigantic 

molecules. However, the exact forms of both the terms are still unknown. Digging 

further, we can see that the second term of the  HKF  , the electron-electron 

interaction term  eeE   contains exchange, Coulomb and the self interaction 

correction terms. Thus, it can be separated into two parts: the classical Coulomb part (

 J  , the explicit expression for which is known) and the non-classical contribution (
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 ncE  , containing the Coulomb correlation, exchange and self interaction correction 

terms). Thus, 

  1 2
1 2

12

( ) ( )1
( ) ( ) ( )

2
ee nc nc

r r
E J E drdr E

r

 
                                              (2.38) 

The total energy functional now will be  

       1 2
1 2

12

( ) ( )1ˆ ( )
2

ne nc

r r
E r V r dr drdr E T

r

 
                                         (2.39) 

There are two terms here whose mathematical forms are unknown: ( )ncE   and  T  . 

In the next section, we will show how the major part of the  T   can be obtained by 

the Kohn-Sham (KS) approach. 

We have seen until now that the proof of the first HK theorem showcases the ground 

state density alone is in principle sufficient enough to estimate all properties of 

interest. However, it does not guide us as to how to be sure that the density of our 

choice is the correct ground density for the system. A formal prescription for this has 

been provided in the second HK theorem in terms of the variational principle 

introduced earlier in Section 2.2.4 of this chapter.   

Theorem 2  HKF  , the functional that delivers the ground state energy of the 

system delivers the lowest energy if and only if the input density is the true ground 

state density,  . 

This theorem can be expressed as,  

0 [ ] [ ] [ ] [ ]ne eeE E T E E                                                                               (2.40) 

Thus, for any chosen trial density ( )r  - which satisfies the necessary boundary 

conditions like, ( )r ≥ 0 and ( )r dr n  , and which corresponds to some external 

potential ˆ
extV  - the obtained energy  E  (from functional given in Equation (2.35)) 
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will be an upper bound to the exact ground state energy  0E  .  E   will only be 

equal to 0E  if and only if the true ground state density is inserted into Equation (2.35). 

The proof of the inequality (2.40) is simple. Since it is known that any trial density 

( )r defines its own Hamiltonian Ĥ  and hence its own wave function , this wave 

function can be taken as the trial wave function for the Hamiltonian originated from 

the true external potential ˆ
extV . Therefore,  

0
ˆ ˆ| | [ ] [ ] ( ) [ ] [ ] | |ee extH T E r V dr E E H                             (2.41) 

which is what was desired. 

Before proceeding further, let us scratch out a few more formal theoretical problems 

that should be essentially addressed in the current context. As we have mentioned in 

the previous paragraph, in order for the second HK theorem to be valid, the trial 

density ( )r  must satisfy some predetermined requirements. These conditions are 

abbreviated as the representability of density. The first one is called the N-

representability problem, which states that the ( )r must sum up to the total number 

of electrons ‘n’.
4-5,11-13 

This condition is easy to achieve and automatically ensured 

when ( )r stems from an antisymmetric wave function. Since nearly all practical 

applications in some way are technically related to the wave function, all densities 

that occur in these applications virtually satisfy this condition. The second condition 

is known as the ˆ
extV -representability (or simply as v-representability) problem, which 

states that the trial density must be associated with some external potential ˆ
extV .

4-5,14
 

This condition is not as trivial as that of the N-representability one, because many 

among the available trial densities are not suitable in accordance with the HK 

theorem. Only those densities are eligible that are mapped with an antisymmetrized 

wave function and a Hamilton operator with some type of ˆ
extV . The question that 

arises here is how such densities can be recognized. This is yet an open problem in 

DFT since so far it is not known which conditions a trial density must satisfy in order 

to be v-representable. By taking some reasonable trial densities, Levy (1982) and Lieb 
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(1983) have demonstrated that they cannot be mapped to any ˆ
extV .

15-16
 Thus, if one 

chooses any of those densities it would be unfeasible to converge to any physically 

relevant ground state via variational optimization. Thus, it must be noted that the 

second HK theorem will only be valid if we restrict ourselves to only N- as well as v-

representable trial densities. However, while this is an important problem in 

theoretical DFT, it has only minor relevance from an application point of view. 

Moreover, these rules can be reduced to a much weaker requirement that the density 

must originate from an antisymmetrized wave function without having explicit 

connection to an external potential (the N-representable condition). 

2.3.5 The Kohn-Sham (KS) approach 

As discussed in the previous section, the Hohenberg-Kohn theorems allow us to 

construct a rigorous many body theory using the electron density as the fundamental 

quantity. Using this framework the ground state energy of the atomic or molecular 

system can be written as
7
  

       0
ˆmin ( )n ne HKE r V r dr F                                                                          (2.42) 

where  HKF  is the universal functional consisting of the kinetic energy, the classical 

Coulomb and the non-classical contribution terms as shown below, 

    ( ) ( )HK ncF T J E                                                                                                   (2.43) 

Among these, the exact expression of only ( )J  is known to us. The true explicit 

form of the other two terms remains a mystery. Unfortunately, the expression of the 

kinetic energy (  T  ), which is the major contributor to total energy, is also not 

known with adequate accuracy. Even the final expression with the extended Thomas-

Fermi model is underdeveloped and does not work for molecular systems. Then, the 

question that is of greatest significance here is how to make the Hohenberg-Kohn 

theorems practically applicable for real molecular systems. An alternative to bypass 

this limitation was proposed by Kohn and Sham in their second major paper of 

modern DFT, which appeared in 1965.
17

 Their central idea was to focus mostly on 

how exactly the kinetic energy can be determined. In order to ease the problem and 
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realizing that the kinetic energy of a system can easily be calculated from a known 

wave function (as in the case of the Hartree Fock method), Kohn and Sham 

introduced the concept of the non-interacting reference system (whose electron 

density is the same as the real interacting system of interest) built from a set of 

orbitals (one electron functions) in the Hohenberg-Kohn formalism such that the 

major portion of the kinetic energy can be obtained exactly. A non-interacting system 

is a fictitious system where the electrons behave simply as uncharged fermions and 

therefore do not interact with each other via Coulomb repulsion. The remainder of the 

kinetic energy is merged with the non-classical contributions, which are also 

unknown, but are usually fairly small. By this approach, as much information as 

possible is computed exactly, leaving only a small portion of the total energy to be 

determined by an approximate functional. Thus,   

21
| |

2

n

S i i

i

T                                                                                                                (2.44) 

and 

2
( ) ( , ) ( )

n

s i

i s

r r s r                                                                                                 (2.45) 

Where i  and ST are the wave function and the kinetic energy respectively of the 

reference system. It is evident that TS T  even if both the interacting and non-

interacting systems have the same electron density. However, it is expected that a 

major part of [ ]T  is recovered via ST . In order to correct this error, Kohn and Sham 

suggested the following partitioning of the universal functional  HKF  ,  

[ ] [ ] [ ] [ ]HK S XCF T J E                                                                                   (2.46) 

Where [ ]XCE   is defined as the exchange-correlation energy and is given by, 

E [ ] ( [ ] [ ]) ( [ ] [ ])XC S eeT T E J                                                                     (2.47) 

This functional [ ]XCE  contains all the components of energy that are unknown and 

not accounted for: the contribution of electron exchange, the contribution of electron 



 

Chapter 2 

P a g e | 50  
 
 

correlation (which is the crucial part of the energy for systems containing interacting 

electrons), the residual portion of the kinetic energy (which is not included in the term

ST ), the correction for the self-interaction (which originated from the classical 

Coulomb potential). In summary, all the contributors of the total energy whose 

explicit forms are not known and are difficult to obtain via theoretical techniques are 

put together within this functional. Today, many superior and accurate 

approximations are available for this functional.  

The question that is crucial to be asked at this venture is how we would find the 

potential ( ( )SV r ) for the non-interacting reference system so that it leads to an 

antisymmetrized wave function (the Slater determinant) that is associated with the 

exact same density as our real interacting system. To answer this, we will rewrite the 

energy of our system of interest in terms of the newly separated  HKF  ,   

[ ] [ ] [ ] [ ] [ ]S EX neE T J E E                                                                           (2.48) 

The further expansion of these terms will lead to 

1 2
1 2

12

( ) ( )1
[ ] [ ] [ ] ( )

2
S EX ne

r r
E T drdr E V r dr

r

 
                                         (2.49) 

2 2 2 2

1 2 1 2 1 1

12 1

1 1 1
| | | ( ) | | ( ) | [ ] | ( ) |

2 2

n n n n m

a
i i i j EX i

i i j i a a

Z
r r drdr E r dr

r r
              

                                                                                       

                                                                                                                 ……….. (2.50) 

The only unknown variable in Equation (2.50) is [ ]EXE  . Now, if we apply the 

variational principle on Equation (2.50) to minimize the energy under the constraint:

i j ij   , we will obtain the Kohn-Sham equation, 

2 2
2 1

12 1

2

1

( )1
( )

2

1
( )

2

m

a
XC i

a a

eff i i i

Zr
dr V r

r r

V r




 

  
       

  

 
     
 


                                                         (2.51) 
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The resulting equation is very similar to the eigenvalue-equation of the Hartree-Fock 

(HF) method. However, in the HF method, the Fock operator contains the non-local 

potential that differs for every electron whereas in the Kohn-Sham operator the effV

potential depends only on r  (and is called as local potential) and not on the index of 

the electrons, and hence it is equal for all electrons. On comparing this equation with 

the one-particle equations from the non-interacting reference system we will get the 

expression for SV , which is nothing but effV .   

2
2 1

12 1

( )
( ) ( ) ( )

m

a
s eff XC

a a

Zr
V r V r dr V r

r r


                                                                        (2.52) 

i  in Equation (2.51) is called the Kohn-Sham orbital (or briefly KS orbital), which 

can easily be derived from Equation (2.51) and can be used to compute the density 

(using Equation (2.45)) which can further be utilized for generating a new improved 

effV , which will eventually lead to a new self-consistent cycle as shown in the flow 

chart in Figure 2.1. That is, once we know the various contributions in Equation 

(2.52), we can get the potential effV which we need to insert into the one-particle 

equations, which in turn determines the orbitals and consequently the ground state 

density and the ground state energy by employing the energy expression (2.50). As 

effV  already depends on the density (and correspondingly on the orbitals) through the 

classical Coulomb term as shown in Equation (2.50), the Kohn-Sham one-electron 

Equation (2.51) also have to be solved iteratively until self-consistency is achieved, 

just like the Hartree-Fock equations. 

XCV  in Equation (2.51) is simply defined as the functional derivative of EXE with 

respect to   as its explicit form is also unknown, similar to the XCE , 

XC
XC

E
V







                                                                                                          (2.53) 

It is necessary to realize here that the i s are not equivalent to the real orbitals of the 

system and hence they do not connect to any real physically meaningful system. Their 

exclusive purpose is to provide a theoretical mapping between the kinetic energy and 
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the density. It is also useful to note that the KS wave function is a single determinant 

approach and it fails where multiple determinants are needed in order to describe the 

system; for example, the dissociation of a molecule. A general scheme for a KS 

iteration cycle (during a single point or a geometry optimization process) is illustrated 

in Figure 2.1 below. Notably, if the exact forms of EXE  and XCV  were known, the 

Kohn-Sham strategy would give the exact value of the energy, i.e., the correct 

eigenvalue of the Hamilton operator. The formalism that has been illustrated so far in 

this section does not contain any approximation. Thus, unlike the Hartree-Fock 

model, where the approximation is introduced right from the beginning, the Kohn-

Sham approach is in principle exact! The approximation enters only when we need to 

decide on an explicit form of the unknown functional (by any technique) for the 

exchange-correlation energy EXE  and the corresponding potential XCV . The major 

goal in development of modern DFT is therefore to find better and better 

approximations to these two quantities. This has led to a large number of functionals 

that are available to us for the computation of the energy for a variety of systems. 

These functionals are found to be highly system specific and require some sort of 

theoretical understanding, instead of being used blindly.  

In course of the past few decades, DFT has become the pivotal computational tool 

that has been employed by a vast range of researchers across the globe. They include 

both theoretical as well as experimental chemists/physicists.  However, many 

physicists and chemists regard the journey of DFT from just a theoretical concept to 

the present state of glory as merely a fortuitous venture. This might have happened 

due to the easy accomplishment of accuracy, which is often regarded as a challenging 

task in ab initio wave function based methods. A number of theoretical chemists also 

consider the fundamental theories somewhat dubious and the simplistic single 

deterministic approach provokes as a cause for further skepticism. However, 

considering the accuracy in addition to the reduction in computational cost, the 

widespread preference for DFT seems like a rational choice. Due to the widespread 

use of modern DFT, performing fruitful calculations for a large number of systems of 

real size has become possible within a limited span of time. Supporting experimental 

results or predicting new chemistry by theoretical calculations has now been reduced 

to merely a few days job with the aid of DFT. On the other hand, the wave function 
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based methods are still impractical to be applied to the actual systems related to 

chemistry, biology and material sciences. This implies that the extensive availability 

of DFT software packages and the ever growing DFT-community must be viewed as 

a natural progress rather than a miracle.  

 

Figure 2.1 The flow chart for Kohn Sham iterations for the single point or the single 

step during optimization.  
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Abstract: It has been well established that long range multipoint electrostatic 

interactions have a significant effect on the stability of hydrogen bonded complexes. 

Interestingly, multi-point electrostatic interactions are directional in nature. However, 

the directional aspects of long range electrostatic interactions have been totally 

overlooked so far in the literature. In this chapter, we have proposed a method that 

estimates the impact of long range electrostatic interactions in terms of the 

electrostatic force. The method can take care of the directionality as well as the 

magnitude of the interactions. We have suggested here that the consideration of the 

electrostatic force can provide better information about the binding strength of 

systems when the bonding is predominantly electrostatic. We have further proposed 

that the electrostatic force may simply be calculated considering the atoms in 

molecules as point charges and employing Coulomb’s electrostatic equation for force. 

The benchmarking of the proposed method has been done against the forces that have 

been obtained employing the finite difference method with the help of energy 

decomposition analysis for 16 planar hydrogen bonded complexes. 

3.1 Introduction 

Noncovalent interactions are of great significance in several varied and 

important areas of chemistry and biology. Given their significance, there has 

been a conscious effort in recent times to exploit such interactions in order to 

achieve specifically designed goals, in areas as diverse as those of asymmetric 

catalysis,
1-4

 supramolecular chemistry,
1,5-6

 crystal engineering,
7-10

 polymer 

chemistry,
6,11-12

 peptido-mimetic chemistry,
4,13-14

 and molecular medicine.
15-18

 

However, in order to fully unlock and exploit the potential of such noncovalent 

interactions, it is necessary to properly understand the factors that determine 

their strength. Some of these interactions are de facto dominated by 
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electrostatics (e.g. XH-Y H-bonds),
19

 whereas some are dominated by 

dispersion and other factors (e.g. CH-π,
20

 π-π
21

). In this computational and 

theoretical study, our focus has been on the development of understanding of 

systems where electrostatic noncovalent interactions are the principal 

influencing factor.  

In such systems, the fundamental question is that of understanding the 

extent of long-range electrostatic interactions in determining important 

properties of the system, such as the binding behaviour of two partners into a 

single complex. A typical family of complexes that has generated great interest 

in this regard is that of the planar hydrogen bonded complexes. Jorgensen et al. 

in their seminal theoretical study on triply hydrogen bonded nitrogenous bases 

explained that it is inadequate to consider only primary electrostatic interactions 

in determining the association constant for a system with two partners held 

together by hydrogen bonding.
22

 They concluded that the electrostatic 

interaction between the immediate non-hydrogen bonded donors and acceptor, 

which they defined as secondary electrostatic interactions (SEI), also contribute 

significantly to the binding (Figure 3.1a). This has been supported by a plethora 

of experimental studies.
23-30

 However, the results of some subsequent studies
23-

24,31 
have brought this hypothesis into question. Popelier et al. in their 

comprehensive QTAIM (Quantum Theory of Atoms-in-Molecules) study on 28 

base pairs complexes have shown that the electrostatic energy of interaction 

between many remote atom pairs across a hydrogen bond is also influential to 

the binding, and hence the consideration of the electrostatic interaction of all 

the atoms of one partner with all the atoms of the other may be necessary in 

order to get the proper picture of the long range electrostatic influence on the 

binding.
32

  

The question that has sparked the current investigation is this: since long 

range SEIs have been demonstrated to be significant, should not the 

electrostatic force, rather than the electrostatic energy of interaction, be the 

more important property that needs to be evaluated, in order to get proper 

understanding and insight into such systems? For example, in structures such as 

those of proteins and DNA, hydrogen bonds are surrounded by atoms from 

every side in a three dimensional framework. In such a situation, the 
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electrostatic energy cannot define the strength of the interaction 

unambiguously. Electrostatic force, which has directionality, thus becomes a 

more significant factor. This point is illustrated by a simple model shown in 

Figure 3.1b. If all of the individual distances between the charges on the smaller 

subunit and the charges on the larger subunit in Figure 3.1b are equal in the two 

complexes, the intermolecular electrostatic potential of both the systems would 

be the same. However, the electrostatic force of interaction will vary: the 

structure on the right will be more tightly held. One can also see from Figure 

3.1b that the line of approach of the two species is of significance. Therefore, it 

is more important to consider the electrostatic force of interaction rather than 

the electrostatic energy. 

 

Figure 3.1 a) Electrostatic interactions between H-bond acceptor and donors in 

triply H-bonded complexes as proposed by Jorgensen et al.; A and D symbolize 

hydrogen bond acceptor and donor atoms respectively; black, blue and pink 

arrows represent attractive primary, attractive secondary and repulsive 

secondary interactions respectively; the association constant decreases with the 

increasing number of repulsive secondary interactions. b) The representation of 

electrostatic forces between two molecular segments bonded by noncovalent 

interactions and having different charge distributions in the three dimensional 

space; d is the distance between the two charges. This model considers both 

primary and secondary interactions. 

Several methods such as the EDA (energy decomposition analysis), 

NCE (natural Coulomb electrostatics) and QTAIM have been developed and 

are being practiced regularly for segregating and quantifying the electrostatic 

contribution in the interaction between two partners or fragments in a system. 

However, all of these methods rely on the computation of the electrostatic 

energy rather than the force. Credit for the pioneering contributions to the 

electrostatic force analysis, however, should be given to Berlin, who partitioned 
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diatomic molecules (for example, a covalently linked H2 molecule) into binding and 

nonbinding regions on the basis of a binding force function f(r) obtained by the actual 

computed electron density under the Born-Oppenheimer approximation.
33

 Many 

attempts were made to extend Berlin’s approach to analyze covalent bonds in 

polyatomic molecules by Bader et al.,
34

 Johnsen,
35

 Koga et al.,
36

 and other authors.
37

 

However, this approach had also been criticized by Epstein,
38

 Koga et al.
36

 and 

Silberbach
39

 for different reasons. Overall, the concepts of a binding and an 

antibinding region become unrealistic when applied to real life chemistry, specifically 

to polyatomic molecules. The noted alternative method to obtain directionality in 

noncovalent interactions is provided by the Buckingham-Fowler model, according to 

which directionality in noncovalent bonds can be achieved as a function of the 

relative orientation of interacting partners by putting them in van der Waals contact of 

each other and then by allowing one of them to roll over the other in search of the 

minimum electrostatic energy (till the global minimum is achieved).
40 

However, their 

method does not describe the consideration of the electrostatic force of binding to 

obtain the directionality in nocovalent interactions.  

In the current work, we propose the determination and understanding of 

the electrostatic forces (EFs) as a viable alternative to account for the strength 

and nature of electrostatic interactions. We have further shown that the forces 

may be calculated simply by employing Coulomb’s law, with the atoms being 

considered as point charges. The charges on the atoms have been determined 

from quantum chemical calculations, and the net electrostatic force of 

interaction between two partners has been determined in a particular direction 

assigned after careful analysis of the molecular structures (see Figure 3.6, 

Results and Discussion section). To showcase the reliability of the method, we 

have benchmarked it against the forces that have been obtained employing the 

finite difference method with the help of the energy decomposition analysis for the 

sixteen near-planar hydrogen bonded complexes where the electrostatic interaction 

has been known to be the significant contributing factor. These complexes have been 

studied extensively by Leigh and co-workers, as well as others, and are proposed to be 

the standard models for important biological systems (Figure 3.4).
23,25-27 

Furthermore, 

we have also discussed the scope of the work, thereby underlining its significance in 

several different areas of chemistry, biology and material sciences. 
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3.2 Computational Details and Background Theory 

All the DFT calculations, until unless mentioned specifically, were carried out 

using the Turbomole 6.4 suite of quantum-chemical programs.
41

 Geometry 

optimizations were performed using the PBE
42

 functional in the solvent phase 

with the Conductor like Screening Model (COSMO)
43

 employing chloroform 

(epsilon = 4.81) as the solvent. The electronic configuration of the atoms was 

described by a triple‐zeta basis set augmented by a polarization function 

(TURBOMOLE basis set TZVP). The resolution of identity (RI),
44

 along with 

the multipole accelerated resolution of identity (marij)
45

 approximations were 

employed for an accurate and efficient treatment of the electronic Coulomb 

term in the density functional calculations. The option “disp” provided in 

Turbomole package (DFT-D2, a general, empirical dispersion correction 

proposed by Stefan Grimme for density functional calculations) was used for 

dispersion corrected DFT calculations for all the calculations with Turbomole.
46

  

The Energy Decomposition analysis (EDA) was carried out using 

Turbomole 7.0 at the same level of theory and under the same conditions of 

solvent and dispersion that have been used for geometry optimizations using the 

Turbomole version 6.4 (the EDA implementation is not available with 

Turbomole 6.4). 

The Mulliken
47

, NBO
48

 and Löwdin
49 

charges have been used to 

calculate electrostatic forces on each fragment of every complex along a 

particular direction that described the intermolecular interactions most suitably 

(i.e. along the line of direction, see the figures 7a and 7b). To compute the 

magnitude of the net force of binding, i.e., the binding force, the vector sum of 

electrostatic forces experienced by each fragment along the above said direction 

has been considered.  

It is to be noted here that interactions involving the hydrogen bond 

acceptors and donors that are directly involved in hydrogen bonding with each 

other are referred to as primary interactions. The electrostatic interactions 

between any pair of atoms between two partners that are not directly involved 

in hydrogen bonding have been defined as long range secondary electrostatic 
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interactions. These interactions also include the Jorgensen’s type of secondary 

electrostatic interactions (SEIs).  

A recent review by Clark, Politzer, Murray and others states that even 

the polarization/induction and covalent (or donor-acceptor charge transfer) 

factors in the noncovalent bonds are essentially electrostatic in nature.
19

 

According to the Feynman interpretation, even the dispersion interaction is 

electrostatic in nature.
50

 This indicates that the proper treatment of electrostatic 

interactions is adequate enough to fully describe all kinds of noncovalent 

interactions. The Born-Oppenheimer approximation reveals molecules to be a 

collection of point charge nuclei and a cloud of indistinguishable electrons 

described by electron density. To distinguish a molecule in the form of atoms 

and bonds, in a point charge analysis, the electron density is divided on the 

criteria of basis sets, i.e., the atomic orbitals. When a noncovalent bonding 

partner is kept in the electric field of another partner, the induction causes a 

change in the local electron density of the first, and vice versa. This is reflected 

in the point charge calculation as the modification in the charges of the atoms 

when the charges are calculated for partners in the complex in comparison to 

the charges when calculated with the two partners infinitely separated. The 

point charges that are calculated for the atoms in a complex will, therefore, also 

include the polarization and donor-acceptor charge transfer in an approximate 

way. This kind of analyses has been done by other groups as well to account for 

the effect of polarization and donor-acceptor contributions.
51

 Recently, 

noncovalent interactions between covalently bonded atoms of the Groups IV-

VII and a negative site (e.g. a Lewis base) have been discovered, and are 

commonly referred to as σ-hole bonding, because of the presence of a positive 

cap on the electrostatic potential surface on the opposite side of one of the 

covalent bonds of the atom, labeled as a σ-hole.
52-54

 One of the most common 

known cases of σ-hole bonding is halogen bonding. The σ-hole arises due to 

anisotropy of the atomic charge distribution, and can be visualized through an 

anisotropic electrostatic potential around the atom. This results in unusual 

behavior of atoms that have σ-holes. Such atoms can have regions of both 

positive and negative electrostatic potential on their surfaces, and they can thus 

interact attractively with both negative and positive sites respectively, in 
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different directions.
52,54

 Assigning a single atomic charge to such atoms in 

molecular complexes will fail to describe σ-hole bonding. More recently, 

methods have been developed in molecular dynamics (MD) simulations to 

address such behavior in a more accurate way. Force fields have been 

developed where the positive region of halogen atoms are represented as an 

extra point of charge in a way so that the net formal charge and the electrostatic 

potential assigned to the atom remain the same.
55,56

 The results of this method 

have also been corroborated by high level quantum chemical calculations.
55

 

Therefore, assigning one extra-point charge to every positive hole in a 

molecule/complex was found to give a good reasonable approximation for 

modulating other electrostatic properties. However, σ-hole bonding is not found 

to be universally manifested by all the elements of Groups IV-VII in every 

chemical composition. In general, σ-hole bonding is not exhibited by fluorines 

and is insignificant in other elements of the same period, particularly when they 

are not covalently linked to more electronegative atoms.
55,57

 This can be 

justified by looking at the molecular electrostatic potential surface map of the 

corresponding compounds. Molecules that do not possess σ-holes may not 

require additional treatment (of assigning extra point charges for representing 

σ-holes) to accurately address the electrostatic properties. To further confirm 

whether the individual noncovalent hydrogen bonded partners, considered in 

this study, possess σ-holes on their electrostatic potential surfaces, we have 

constructed the molecular surface electrostatic potential map of a set of 

representative noncovalent partners containing nitrogen and fluorine atoms at 

their interactive sites. The obtained electrostatic potential surfaces reveal that 

none of the moieties that have been considered in this study possess σ-holes on 

their surface (Figure 3.2 below). It is, therefore, correct to conclude that the 

point charge calculations employed in the current work provide a good 

approach to estimating the net electrostatic interactions, especially when 

determined from charge calculations at a high level of theory. However, 

additional caution should be taken for molecules containing σ-holes in them. 
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Figure 3.2 The molecular surface electrostatic potential in Hartrees, computed 

on the 0.0004 au contour of the electron density, using the GaussView software 

at the CPCM(CHCl3)/M062X/6-31G** level of theory with the geometries 

optimized using G09. The blue colour indicates positive electrostatic potential 

and the red color indicates negative electrostatic potential, whereas the 

intermediate colours indicate intermediate electrostatic potential. The colour 

scale was kept uniform in all the cases.   

3.3 Results and Discussion 

In order to determine the electrostatic force of binding between two 

noncovalent bonded partners, the approach that has been proposed here has 

been to determine the Coulombic force between each pair of atoms, with the 

atoms being chosen from the different partners, and then taking a vector sum up 

all these individual contributions to obtain the net force of binding. The point 

charge approximation has been proposed as a practical and more general choice 

for this purpose, and each atom has been considered to have a charge, 

determined by the QM calculations, as described in the previous section. Since 

force has direction, the Coulombic interaction has been proposed to be 

considered along a certain common line to obtain the force of binding for two 

bonded partners: the “line of direction” for the given molecular complex (see 

Figure 3.6). Therefore, only the component of the individual pair-wise 

interactions between two partners is proposed to be considered along that given 

line (Figure 3.6c). The algorithm for the code that incorporates this approach 

has been provided in Figure 3.3 below. This method has been explained below 

in details considering sixteen planar hydrogen bonded complexes.  

The family of the planar hydrogen bonded complexes involves two 

partners interacting through X-H---Y hydrogen bonded interactions, with the 

number of such hydrogen bonds varying from two to four. All the hydrogen  
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Figure 3.3 A flow chart of the Fortran 90 code used for calculating the net force 

between two partners in hydrogen bonded complexes. 

bonds in these complexes exist in one plane. These complexes have been 

proposed to serve as useful models for investigating and understanding 

multipoint hydrogen bonding, which is of great importance to biological 

systems as well as to multifunctional materials and supramolecular 

polymers.
23,25-27,58

 This has led to publication of a large number of reports in 

reputed international journals in recent times that have discussed different 

planar hydrogen bonded structures belonging to this family. This family of 

planar hydrogen bonded complexes has been chosen specifically to test our 

approach because it has been shown that SEIs are very important for 

determining the stability of these complexes,
23-30

 which has led chemists to the 

design principle of having all the hydrogen bond acceptors on one partner and 

all the hydrogen bond donors on the other.
22

 We have therefore taken a sample 

set of sixteen different representative complexes to show the viability of our 

approach. The optimized structures of these complexes at the 
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COSMO(CHCl3)/PBE/TZVP level of theory have been shown below in Figure 

3.4.  

 

Figure 3.4 The optimized geometries of planar hydrogen bonded complexes at 

the COSMO(CHCl3)/PBE/TZVP level of theory. Pink, cyan, brown and white 

colors represent carbon, hydrogen, nitrogen and fluorine atoms respectively, 

whereas, dotted blue lines represent hydrogen bonds. 

It has been reported that long range electrostatic interaction energies, 

which vary with r as r
-1

, are significant in determining the net binding energy of 

hydrogen bonded complexes.
32

 The magnitudes of electrostatic forces, 

however, vary with r as r
-2

. The question that is of significant relevance in this 

context is this: do the electrostatic interaction forces in hydrogen bonded 

partners also have long range influence? To examine this, we have calculated 

all the pair-wise electrostatic forces between atoms on two partners in X-15 

(see Figure 3.4 for the structure). The pair-wise forces in this case have been 

computed along the line joining the center of geometries (geometrical centers) 

of the frontier hydrogen bonded atoms in two partners in X-15, as this line 

seems to represent binding interactions between the two partners most 



 

Chapter 3 

P a g e | 65  
 
 

appropriately. A graph with the magnitude of pair-wise electrostatic force 

(considering Mulliken and NBO charges) on the Y axis and the corresponding 

atom-atom distance on the X axis is shown in Figure 3.5 below. It can be 

deduced from Figure 3.5 that the electrostatic forces are significant even 

beyond 12 Å of distance between two atoms at two bonded partners. Thereby, it 

is concluded that the long range electrostatic forces are also significant in the 

hydrogen bonded systems. 

 

Figure 3.5 The pair-wise atomic electrostatic force vs. the corresponding atom-

atom distance: a) with Mulliken charges, and b) with NBO charges. Only the 

magnitude of the pair-wise forces has been shown here.  

However, a careful inspection of molecular structure is necessary in 

order to determine the direction to compute the net intermolecular electrostatic 

force of interaction to represent the net binding force. A thorough analysis 

reveals that the line joining the center of geometry of the frontier atoms in the 

planar hydrogen bonded complexes describes the interaction forces most 

appropriately, because this is the line along which the two partners that will 

hydrogen bond would approach and bind with each other, as revealed by the 

molecular surface electrostatic potential map in Figure 3.6a. The frontier atoms 

of a hydrogen bonding partner are atoms that are nearest to the complementary 

partner and are directly involved in the hydrogen bonding (Figure 3.6b). The 

center of geometry of the frontier atoms of a partner is the geometrical center of 

the frontier atoms. The X, Y and Z coordinates of the geometrical center of a 

particular partner were calculated by taking the average of the corresponding 
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coordinates of all the frontier atoms. It has been assumed here that the two 

partners will approach each other along the line connecting the center of 

geometries of the frontier atoms. This hypothesis has been tested by a thorough 

analysis where we have calculated all the pair-wise binding forces between 

atoms at two partners along lines (in the same plane, as hydrogen bonds in these 

cases are almost planar) making angles of 0
◦
, 30

◦
,
 
60

◦
, 90

◦
, and so on up to 360

◦
 

for a sample set of 16 representative complexes of the planar hydrogen bond 

family using Mulliken charges (Table 3.1 below). The net forces of binding 

were also calculated along these lines. The magnitude of the total binding force 

was found to be most favorable (negative) along the originally chosen reference 

line of direction (i.e., at 0
◦ 

and 360
◦
) for 10 out of the total 16 structures. A 

further analysis using NBO charges gives 15 structures having the most 

favorable binding along this line, and analysis using Löwdin charges gives 13 

structures with maximum binding force along this line of reference (Table 3.1). 

Therefore, the line joining the center of geometries of the two hydrogen 

bonding partners was found to be the most appropriate, common line for the 

line of direction calculations for the family of planar hydrogen bonded 

complexes (Figure 3.6b). All the forces on one partner due to the presence of 

the other were calculated along this “line of direction” but in the direction of 

mutual approach as illustrated in Figure 3.6c below by a simple two 

dimensional (2D) model complex. It should be noted here that Figure 3.6c is a 

2D model chosen for the purpose of simplicity and clarity. The complexes 

considered in this study are three dimensional (3D). Suitable measures have 

been taken in order to calculate the component of the forces along the line of 

direction by employing vector algebra. 

The idea behind choosing a particular line as a line of direction has been 

derived from the following logic: when the electrostatic interaction is the 

dominant factor in the binding, the two binding partners, in general, would 

approach each other along a direction that is most favorable electrostatically, 

i.e., along the direction that maximizes the favorable electrostatic force of 

interaction. This implies that the magnitude of the electrostatic force of 

interaction must be the highest (with negative sign) along this direction, which 

we define here as the “line of direction”. This point can be understood by 
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looking at the potential energy surface of the individual partners (please see 

Figure 3.6a). Having hypothesized that there exists a direction (or a line) along 

which the favorable electrostatic force of interaction between two partners in a 

hydrogen bonded complex is the greatest, we have tried to deduce this direction 

by looking at the molecular geometries of the individual partners in the 

complex, and by employing the force analysis. With a simple approximation 

that all the hydrogen bonds in the complex are similar in strength, we can reach 

the conclusion that the line joining the center of geometries of the individual 

partners would be the best line to generalize as a line of direction in planar 

hydrogen bonded complexes, as also suggested by our force analysis results 

(Table 3.1). It can also be observed from Table 3.1 that the binding forces 

obtained at the chosen angles are positive (unfavorable), indicating that bonding 

between the two partners in a given complex along these lines is not possible. 

Thus, the results of our study indicate that there exist two distinct binding and 

anti-binding regions around the hydrogen bonded systems (or any electrostatic 

dominated noncovalent bonded system) as well, similar to what had been 

observed and described by Berlin for covalent compounds using actual electron 

density in his seminal 1951 paper.  

After ensuring a particular line as the line of direction, we have 

corroborated our electrostatic force analysis method with the electrostatic forces 

obtained by the help of the EDA analysis method, which we have termed “EF 

(EDA)”. EF (EDA) was calculated as a finite difference force obtained by 

taking the spatial derivative of the electrostatic energies (EEs), i.e., it was 

calculated by taking the negative gradient of electrostatic energies between the 

two points: -{(EE2 – EE1)/(0.1)}. One of the two points considered is the 

optimized geometry, with the corresponding EDA obtained electrostatic energy: 

EE1, and the other is the geometry optimized after translating one partner by 

0.1 Å away from the other partner along the line of direction, with the 

corresponding EDA obtained electrostatic energy: EE2. It should be noted that 

these newly obtained geometries for each complex case were optimized via a 

constrained geometry optimization, where the frontier atoms of each complex 

were frozen, in order to preserve the center of geometry, and by maintaining the 

additional distance of 0.1 Å between the centers of geometry in the two  
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Figure 3.6 A schematic representation of a) the direction of approach of two partners 

represented through the molecular surface electrostatic potential, b) the center of 

geometry of frontier atoms on two partners describing the line of direction and c) the 

electrostatic force vector acting on one partner due to the charges on the other in a two 

dimensional planar model complex. The Molecular Surface electrostatic potential was 

computed in Hartrees on the 0.0004 au contour of the electron density using the 

GaussView software at the CPCM(CHCl3)/M062X/6-31G** level of theory. The blue 

colour on the potential surface indicates a positive electrostatic potential and the red 

colour indicates a negative electrostatic potential, whereas the intermediate colours 

indicate intermediate electrostatic potentials. The colour scale was kept uniform for 

both the partners while constructing the potential surface. Cg1 and Cg2 in b) and c) are 

the geometric centers of frontiers atoms of partner 1 (upper) and 2 (lower) 

respectively. The line joining Cg1 and Cg2 is defined to be the line of direction, which 

is the line along which the two partners will approach and interact with each other, as 

described by the nature of the electrostatic potential surfaces of the two partners in a). 

F1, F2, F3 and F4 in c) are the electrostatic forces acting on the atoms in one partner 

due to the charges on the atoms of the complementary partner. a1, a2, a3, and a4 are 

angles subtended by the forces F1, F2, F3 and F4 respectively from the line of 

direction. Therefore, F1cos(a1), F2cos(a2), F3cos(a3), and F4cos(a4) are the components 

of the forces F1, F2, F3 and F4 respectively along the line of direction. F is the net 

electrostatic force acting along the line of direction. 
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Table 3.1 Electrostatic Forces along the lines making angles 0
◦
, 30

◦
,
 
60

◦
, 90

◦
, up to 

360
◦
 from the line connecting the centre of geometries of frontier atoms of hydrogen 

bonding partners for a sample set of 16 representative complexes of the planar 

hydrogen bond family 

 0◦ 30◦ 60◦ 90◦ 120◦ 150◦ 180◦ 210◦ 240◦ 270◦ 300◦ 330◦ 

 

X-

1 

a -163.4 -122.2 -48.3 38.6 115.1 160.8 163.4 122.2 48.3 -38.6 -115.1 -160.8 

b -451.8 -354.8 -162.8 72.9 289.0 427.7 451.8 354.8 162.8 -72.9 -289.0 -427.7 

c -101.3 -77.8 -33.5 19.8 67.8 97.6 101.3 77.8 33.5 -19.8 -67.8 -97.6 

 

X-

2 

a -280.2 -207.8 -79.8 69.6 200.4 277.5 280.2 207.8 79.8 -69.6 -200.4 -277.5 

b -634.9 -524.8 -274.2 49.9 360.7 574.8 634.9 524.8 274.2 -49.9 -360.7 -574.8 

c -152.7 -120.1 -55.3 24.3 97.4 144.4 152.7 120.1 55.3 -24.3 -97.4 -144.4 

 

X-

3 

a -253.6 -190.0 -75.6 59.1 178.0 249.1 253.6 190.0 75.6 -59.1 -178.0 -249.1 

b -541.1 -436.2 -241.5 17.9 272.5 454.1 514.1 436.2 241.5 -17.9 -272.5 -454.1 

c -133.8 -106.6 -51.1 18.2 82.7 125.0 133.8 106.6 51.1 -18.2 -82.7 -125.0 

 

X-

4 

a -135.1 -96.6 -32.3 40.7 102.8 137.4 135.1 96.6 32.3 -40.7 -102.8 -137.4 

b -609.9 -447.7 -165.6 160.9 444.3 608.7 609.9 447.7 165.6 -160.9 -444.3 -608.7 

c -81.8 -59.7 -21.6 22.3 60.2 82.0 81.8 59.7 21.6 -22.3 -60.2 -82.0 

 

X-

5 

a -326.4 -242.7 -93.9 80.0 232.5 322.7 326.4 242.7 93.9 -80.0 -232.5 -322.7 

b -667.5 -562.9 -307.6 30.2 359.9 593.1 667.5 562.9 307.6 -30.2 -359.9 -593.1 

c -161.8 -130.8 -64.8 18.6 97.1 149.5 161.8 130.8 64.8 -18.6 -97.1 -149.5 

 

X-

6 

a -202.8 -148.4 -54.3 54.4 148.5 202.8 202.8 148.4 54.3 -54.4 -148.5 -202.8 

b -487.3 -409.9 -222.7 24.3 264.7 434.2 487.3 409.9 222.7 -24.3 -264.7 -434.2 

c -117.0 -93.1 -44.2 16.5 72.8 109.6 117.0 93.1 44.2 -16.5 -72.8 -109.6 

 

X-

7 

a -105.0 -74.5 -24.0 32.9 81.0 107.4 105.0 74.5 24.0 -32.9 -81.0 -107.4 

b -621.9 -459.1 -173.4 158.9 448.5 618.0 621.9 459.1 173.4 -158.9 -448.5 -618.0 

c -108.0 -78.5 -28.1 29.9 79.9 108.5 108.0 78.5 28.1 -29.9 -79.9 -108.5 

 

X-

8 

a -267.0 -195.1 -71.0 72.2 196.0 267.3 267.0 195.1 71.0 -72.2 -196.0 -267.3 

b -568.4 -484.9 -271.5 14.7 296.9 499.6 568.4 484.9 271.5 -14.7 -296.9 -499.6 

c -151.3 -120.1 -56.7 21.9 94.7 142.0 151.3 120.1 56.7 -21.9 -94.7 -142.0 

 

X-

9 

a -450.8 -333.7 -127.2 113.4 323.6 447.1 450.8 333.7 127.2 -113.4 -323.6 -447.1 

b -812.1 -680.5 -366.6 45.6 445.5 726.1 812.1 680.5 366.6 -45.6 -445.5 -726.1 

c -245.9 -193.6 -89.3 38.8 156.6 232.4 245.9 193.6 89.3 -38.8 -156.6 -232.4 

 

X-

10 

a -243.8 -185.2 -77.0 51.8 166.8 237.0 243.8 185.2 77.0 -51.8 -166.8 -237.0 

b -846.0 -670.8 -315.8 123.8 530.3 794.6 846.0 670.8 315.8 -123.8 -530.3 -794.6 

c -166.2 -126.8 -53.4 34.3 112.8 161.1 166.2 126.8 53.4 -34.3 -112.8 -161.1 

 

X-

11 

a -75.8 -51.6 -13.5 28.2 62.3 79.7 75.8 51.6 13.5 -28.2 -62.3 -79.7 

b -321.0 -256.2 -122.7 43.7 198.3 299.8 321.0 256.2 122.7 -43.7 -198.3 -299.8 

c -66.1 -51.1 -22.4 12.3 43.7 63.4 66.1 51.1 22.4 -12.3 -43.7 -63.4 

X-

12 
a -95.5 -58.4 -5.7 48.5 89.8 107.0 95.5 58.4 5.7 -48.5 -89.8 -107.0 

b -307.7 -262.0 -146.1 9.0 161.7 271.0 307.7 262.0 146.1 -9.0 -161.7 -271.0 

c -89.3 -70.7 -33.1 13.3 56.2 84.0 89.3 70.7 33.1 -13.3 -56.2 -84.0 

X-

13 

a -301.8 -208.6 -59.5 105.5 242.2 314.1 301.8 208.6 59.5 -105.5 -242.2 -314.1 

b -674.3 -455.8 -115.1 256.4 559.2 712.2 674.3 455.8 115.1 -256.4 -559.2 -712.2 

c -160.0 -107.8 -26.8 61.5 133.2 169.3 160.0 107.8 26.8 -61.5 -133.2 -169.3 

X-

14 
a -167.9 -135.3 -66.4 20.3 101.6 155.6 167.9 135.3 66.4 -20.3 -101.6 -155.6 

b -680.4 -547.3 -267.6 83.9 412.8 631.2 680.4 547.3 267.6 -83.9 -412.8 -631.2 

c -164.7 -139.6 -77.0 6.1 87.7 145.7 164.7 139.6 77.0 -6.1 -87.7 -145.7 

X-

15 
a -521.1 -399.3 -170.6 103.9 350.5 503.2 521.1 399.3 170.6 -103.9 -350.5 -503.2 

b -

1173.3 

-931.5 -440.1 169.2 733.2 1100.7 1173.3 931.5 440.1 -169.2 -733.2 -

1100.7 

c -241.0 -190.4 -88.7 36.7 152.3 227.1 241.0 190.4 88.7 -36.7 -152.3 -227.1 

X-

16 

a -273.3 -212.8 -96.2 46.1 176.0 258.8 272.3 212.8 96.2 -46.1 -176.0 -258.8 

b -869.5 -684.0 -315.2 138.1 554.3 822.0 869.5 684.0 315.2 -138.1 -554.3 -822.0 

c -163.2 -129.9 -61.8 22.9 101.4 152.8 163.2 129.9 61.8 -22.9 -101.4 -152.8 

a = computed electrostatic force using Mulliken Charges; b = computed electrostatic 

force using NBO charges; c = computed electrostatic force using Löwdin Charges; all 

forces are in pN; the values at 360˚ are exactly same to the values at 0˚, and hence 

have not been shown here. 

Please see Figure 3.4 for the optimized geometries X-1 to X-16.  
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partners. The EF (EDA) thus obtained was compared with the EF obtained by our 

charge analysis approach. Linear plots with correlation coefficients of 0.88, 0.90 and 

0.84 were obtained for the Mulliken (Figure 7a), NBO (Figure 7b) and Lӧwdin 

(Figure 7c) charge analyses methods. Furthermore, since a change of 0.1 Å in the 

distance between the two centers of geometries should not lead to any appreciable 

change in the geometries, it is expected that single point calculations with the 

translated geometries, followed by the EDA analysis, will also provide the same 

results. This was indeed found to be the case: plots of EF vs the EF(EDA) obtained by 

our approach showed similar correlation of 0.87, 0.92 and 0.85 for the Mulliken 

(Figure 7d), NBO (Figure 7e) and Lӧwdin (Figure 7f) charge analyses methods. These 

results suggest that the EFs obtained by employing our point charge analysis 

correlates excellently and linearly with the EFs obtained from the EDA analysis, and 

thereby validates our approach. Hence, this suggests that this method (employing 

point charges) can be employed for computing the electrostatic force of binding for 

any noncovalent bonded systems when the bonding is predominantly dominated by 

electrostatic contributions.  

Herein, we have discussed two methods to obtain the electrostatic force of 

binding in hydrogen bonded complexes: (i) the one that employs atoms as point 

charges and (ii) the EF (EDA) method, that employs the electrostatic energy of 

binding obtained from EDA analysis. There are several advantages of (i) over (ii). It is 

a simple and general method and can be exploited effectively employing any quantum 

chemical (QM) package. However, the EDA analaysis is not implemented in all QM 

packages and hence its application is limited. The exact contributions from every 

individual atom, atom-pairs or molecular fragments towards the overall stabilization 

of the system can be using (i). Thus, (i) can also be exploited for the rational 

designing of new superior noncovalent bonded systems or in the fine-tuning of the 

binding strength of the existing hydrogen bonded systems by just allowing minimal 

changes in the molecular structure as per the requirement. It is to be noted here that 

there is no method reported so far that can be employed effectively to pinpoint the 

binding strength of individual hydrogen bonds in multi-hydrogen bonded systems. 

However, the binding strength of each and every hydrogen bond in multi-hydrogen 

bonded systems may be obtained in terms of the binding force using (i), when the 

pair-wise atomic forces between different partners are computed along the line joining 
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acceptor and donor atoms of a given hydrogen bond. Considering the multi-hydrogen 

bonded complexes that are prevalent in biological systems such as proteins, DNAs, 

RNAs, carbohydrates and in supramolecular complexes and synthetic polymers, 

method (i) is of immense significance. On the other hand, method (ii) lags behind on 

all of these assessing parameters.  

 

Figure 3.7 The Pearson correlation graph for planar hydrogen bonded molecules. EF 

(EDA) represents the EF (electrostatic force) obtained by calculating the negative of 

the gradient of the electrostatic energies of interaction between two points, calculated 

by the energy decomposition analysis (EDA) method. One of the two points 

considered for each complex is the optimized geometry, and the other point is the 

geometry obtained after translating one partner of each complex by 0.1 Å away from 

the corresponding partner along the line of direction. a), b) and c) represent EF vs. EF 

(EDA) plots where the EF was calculated using Mulliken, NBO and  Löwdin 

population analyses respectively and the EF (EDA) was calculated by constrained 

geometry optimization  (keeping frontier atoms fixed) for the complexes obtained 

after translation.  c), d) and e) are EF vs. EF (EDA) plots obtained when EF was 

calculated using Mulliken, NBO and  Löwdin population analyses respectively, and 

the EF (EDA) was calculated by single point energy calculations of the complexes 

obtained after translation. 
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3.4 Scope of the Work 

The sections above have demonstrated how the current approach can effectively be 

employed in determining the binding strength of electrostatic dominated noncovalent 

bonded systems, and contributions from different molecular parts or atom pairs. There 

are many areas in chemistry and biology where just a fine-tuning of hydrogen bond 

strength (or distance between binding partners) triggers the selectivity and the yield of 

the reaction.
59

 It is likely, therefore, that the approach can be useful in providing 

deeper insights into many other areas of chemistry as well. Biomolecules, for 

instance, are primarily governed by hydrogen bonds that are dominated by long range 

electrostatic interactions. Furthermore, the unfolding behavior of proteins in acidic 

and basic media, as well as in certain salt solutions, can be better understood with the 

current approach. The mobility of ions in a liquid is significantly governed by long 

range solute solvent electrostatic interactions. The current approach would also help 

in understanding the behavior of hydrogen bonded solvents - this is because long 

range SEI have been found
22-32

 to be impactful in determining the H-bond strength. 

The importance of hydrogen bonding and electrostatic interactions has also been seen 

in foldamer chemistry.
4,13,14

 It is also to be noted that the exciting and rapidly 

developing field of ionic liquids would be highly benefited by an understanding of 

long range electrostatic interactions, as the behavior and solvation properties of 

solutes in ionic liquids will depend on the SEI. Furthermore, noncovalent interactions 

have recently been exploited in stereochemical induction, where the approach of 

prochiral substrates to the chiral catalysts was allowed only from a specific 

direction.
1-4,59

 Our EF analysis approach would provide meaningful insights into the 

mechanistic understanding of such reactions, and that would help in tuning such 

systems for superior catalytic performance. This model could also be useful in 

understanding the behavior of ionic crystals. 

3.5 Conclusions 

The current work showcases a simple method based on evaluating the electrostatic 

force (EF) of interaction between two partners in molecular complexes where 

noncovalent electrostatic interaction is the dominant factor. More importantly, the 

current work emphasizes the significance of long range secondary interactions 
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between all atoms of one binding partner with all the atoms of the other. The work 

also shows that the consideration of directionality in defining such interactions is 

important and demonstrates how it can be implemented to obtain the binding strength 

of hydrogen bonded complexes. It has been shown that in multi-hydrogen bonded 

planar complexes, the line joining the center of geometries of the frontier atoms of 

two partners defines the molecular interactions most suitably. Forces obtained 

considering atoms in molecules as point charges correlates linearly with the forces 

obtained with the help of EDA analysis using the finite difference scheme. Given the 

diverse areas of chemistry, material sciences and biology where long range 

electrostatic interactions play a significant role in determining the strength of the 

overall interaction, the current approach is of significant relevance. 
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Chapter 4 

Exploiting Long Range Secondary Electrostatic Forces for 

Regulating Electrostatics Dominated Noncovalent 

Interactions 

 

Abstract: It has been well established that long range secondary electrostatic 

interactions (SEIs) have a significant effect on the stability of supramolecular 

complexes. However, general rules to exploit SEIs for the rational design of diverse 

supramolecular complexes have been difficult to obtain. In this work, we outline a 

quantum chemical approach that can be exploited for this purpose. This approach is 

seen to provide excellent correlation between the electrostatic force of binding and the 

binding energy of two partners in hydrogen bonded complexes, as well as of two ions 

in ion-pair complexes. Furthermore, we illustrate how the comprehensive analysis of 

the electrostatic force of binding allows for the rational design of new complexes 

where the association constant between the two partners can be increased or decreased 

as desired, by several orders of magnitude. Hence, the current work showcases a 

general, simple and powerful method of understanding and exploiting long range 

secondary electrostatic interactions. We have further shown that the consideration of 

electrostatic force leads to two distinct regions around the electrostatic dominated 

noncovalent bonds: binding and anti-binding regions, similar to what has been 

reported by Berlin, Bader and others on covalent compounds, by considering the 

actual electron density. 

4.1 Introduction 

Noncovalent interactions play crucial roles in defining specific three dimensional 

structures of biomolecules such as DNAs, RNAs and proteins. These discrete and 

definitive structures of biomolecules are responsible for diverse biomolecular 

functions. Noncovalent interactions also govern certain physical and chemical 

properties of almost all chemical substances including water and other key solvents. 

Drawing inspiration from nature, noncovalent interactions have been exploited in 
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recent times to accomplish certain targets in multiple and diverse areas of chemistry 

and biology such as stereoselective catalysis,
1-4

 supramolecular chemistry,
1,5-6

 crystal 

engineering,
7-10

 polymer chemistry,
6,11-12

 peptido-mimetic chemistry,
4,13-14

 and 

molecular medicines
15-18

 and so on. The interactions that have been exploited 

maximally in such cases are those that are dominated by electrostatic contributions 

such as hydrogen bonding, ion-pair interactions, σ-hole interactions, CH(polar)-π 

interactions and so on.  

It has been shown that long range secondary electrostatic interactions (SEIs) 

play a significant role in determining the stability of hydrogen bonded complexes,
19-20

 

which is dominated by electrostatic contributions.
21

 This had led experimentalists to a 

design principle of putting all the donors groups on one partner and acceptors on the 

other (also referred to as Jorgensen’s hypothesis
19

) in order to obtain the strongest 

binding in the planar hydrogen bonded complexes having a hydrogen bonded pattern 

similar to the nitrogen bases.
22-29

 However, the results of some subsequent studies 

have also questioned the reliability of this design principle.
20,22-23,30

 This is 

particularly because the interactions between remotely placed atoms present at two 

partners have also been found to be significant.
20

 Moreover, a general rule to exploit 

SEIs for the rational design of diverse supramolecular complexes has proved difficult 

to obtain. In addition to this, a simple and general method to pinpoint the 

contributions of every part or region of hydrogen bonded partners towards the overall 

stability of an electrostatic dominated noncovalent interaction is lacking.  It must also 

be noted that all the hydrogen bonded complexes that exist in nature or those that are 

synthesized chemically are not planar in structure. Also, it is not always desirable to 

have very strong noncovalent bonding between noncovalent bonded partners in each 

and every system. For example, in the case of homogeneous olefin polymerization 

catalysts, it is desirable to have as weak binding as possible between the two counter 

ions in order to produce a vacancy at the active site of the cationic metallocene center 

so as to allow new olefins to come, bind and polymerize.
31-34

 There are also some 

cases where just a little tuning in the hydrogen bond strength is preferable in order to 

achieve improved stereoselectivity in the product.
35

  

In the current work, we propose the determination and understanding of 

the electrostatic forces (EFs) of binding between two partners as a viable 

method for the rational designing of new superior systems of desirable binding 
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strength. The details of the method have been provided in Chapter 3. The 

forces, in this study, have been calculated by employing Coulomb’s law, with 

the atoms being considered as point charges. The charges on the atoms have 

been obtained from quantum chemical calculations. All the pair-wise 

interactions between atoms at the two bonded partners have been considered in 

order to account for the long range electrostatic influence. The net electrostatic 

force of interaction between two partners has been determined in a particular 

direction assigned after careful analysis of the molecular structures.  

The current investigation focuses on two completely different families of 

complexes where the electrostatic interaction has been known to be the significant 

contributing factor: (i) the near-planar hydrogen bonded molecular complexes that 

have been studied extensively by Leigh and co-workers, as well as others, and that are 

models for biological systems,
22,24-26

 and (ii) contact ion-pairs that are very significant 

in homogenous olefin polymerization,
31-34

 which have been modeled by binding the 

cationic zirconocene, Cp2ZrMe
+
 with several different counterions. These two 

illustrative examples have been specifically chosen in order to highlight the efficacy 

of the current approach, because they represent two completely different challenges in 

their structure and function: while the goal of researchers working with the class of 

molecules in (i) has been to obtain as strong a binding as possible between the two 

partners, the objective in the field of homogenous olefin polymerization (case (ii)) is 

to make the interaction between the cation and the counterion as weak as possible. 

The current approach allows each of these objectives to be realized, showing its 

general versatility and usefulness, and allowing for the rational design of new systems 

that are significantly better than the state-of-the art in the different fields.  

4.2 Computational Details  

All the DFT calculations, until unless mentioned specifically, were carried out 

using the Turbomole 6.4 suite of quantum-chemical programs.
36

 Geometry 

optimizations were performed using the PBE
37

 functional in the solvent phase 

using the Conductor like Screening Model (COSMO)
38

 employing chloroform 

(epsilon=4.81) as the solvent. The electronic configuration of the atoms was 

described by a triple‐zeta basis set augmented by a polarization function 
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(TURBOMOLE basis set TZVP). The resolution of identity (RI)
39

, along with 

the multipole accelerated resolution of identity (mari-j)
40

 approximations were 

employed for an accurate and efficient treatment of the electronic Coulomb 

term in the density functional calculations. The option “disp” provided in 

Turbomole package (DFT-D2, a general, empirical dispersion correction 

proposed by Stefan Grimme for density functional calculations) was used for 

dispersion corrected DFT calculations for all the calculations with Turbomole.
41

 

Only the electronic energies were considered for calculating the binding and 

interaction energies. The free energies of binding were calculated to determine 

the association constant of specific systems wherever mentioned in the 

manuscript. The binding energy (Eb) between two noncovalently bonded 

fragments was calculated using the following formula 

Eb = Ecomp - (Eo,frag1 + Eo,frag2)                                                                         (4.1) 

Where, Ecomp is the energy of noncovalently bonded complex, and Eo,frag1 and 

Eo,frag2 are energies of two independently optimized fragments involved in the 

weak interactions. The interaction energy (Ei) between two noncovalently 

bonded fragments was calculated as 

Ei = Ecomp - (Efrag1 + Efrag2)                                                                              (4.2) 

Where, Ecomp is the energy of noncovalently bonded complex, and Efrag1 and 

Efrag2 are single point energies of two fragments being separated from an 

optimized complex. 

The Energy Decomposition analysis (EDA) was carried out using 

Turbomole 7.0 at the same level of theory and under the same conditions of 

solvent and dispersion that have been used for geometry optimizations using the 

Turbomole version 6.4 (the EDA implementation is not available with 

Turbomole 6.4).  

The Gaussian geometries were optimized at the M06-2X/6-31G** level 

of theory
42

 using the Gaussian 09 suite of quantum-chemical programs.
43

 The 

solvent effect was added through the Conductor like Polarization Continuum 

Model (CPCM) using chloroform as a common solvent for all the geometries 

considered.
44 

To ensure that none of the atoms in any chosen system posses the 

σ–hole (as described in Computational Details and Back ground theory section 

of Chapter 3), the Molecular Surface electrostatic potential have been computed 
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on the 0.0004 au contour of the electron density for some representative 

partners, using the GaussView software at the CPCM(CHCl3)/M062X/6-

31G**of theory (Figure 4.1 below).  

 

Figure 4.1 The molecular surface electrostatic potential in Hartrees, computed 

on the 0.0004 au contour of the electron density, using the GaussView software 

at the CPCM(CHCl3)/M062X/6-31G**of theory with the geometries optimized 

using g09. The blue colour indicates positive electrostatic potential and the red 

color indicates negative electrostatic potential, whereas, the intermediate 

colours indicate intermediate electrostatic potential. The colour scale was kept 

uniform in all the cases.   

The Mulliken
45 

and NBO
46

 charges have been used to calculate 

electrostatic forces on each fragment of every complex along a particular 

direction that described the intermolecular interactions most suitably (i.e. along 

the line of direction, see the Figures 4.3a and 4.3b). To compute the magnitude 

of the net force of binding, i.e., the binding force, the vector sum of electrostatic 

forces experienced by each fragment along the above said direction has been 

considered. A flow chart revealing the algorithm of the code that was employed 

for computing forces is provided in Figure 3.3 of Chapter 3 and Figure 4.13 of 

this chapter. Löwdin
47

 and CHelpG
48 

charge analyses have also been employed 

for calculating the forces and for providing further validation of our method for 

a representative set of 16 planar hydrogen bonded structures.  
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A careful analysis reveals that the line joining the center of geometries 

of the frontier atoms in the planar hydrogen bonded complexes describes the 

interaction forces most appropriately. We have defined this line as line of 

direction. The detailed analysis of how a particular line has been chosen as the 

line of direction has been provided into Chapter 3. The frontier atoms of a 

hydrogen bonding partner are atoms that are nearest to the complementary 

partner and are directly involved in the hydrogen bonding. It has been assumed 

here that the two partners will approach each other along the line connecting the 

center of geometries of the frontier atoms. The pair-wise forces between atoms 

at two partners were, therefore, calculated along these lines to obtain the net 

force of binding for the planar hydrogen bonded complexes. However, in the 

case of the olefin polymerization catalysts, the line joining the central (metal) 

atom of the cation and the central atom of the anion was found to be most 

appropriate line of direction for portraying the intermolecular electrostatic force 

of interaction, as the magnitude of electrostatic force of binding was found to 

be more (with Mulliken and NBO charges) along this line in comparison to the 

line parallel to the Zr-F bond. The forces on one partner due to the presence of 

the other were calculated along this “line of direction” but in the direction of 

mutual approach as illustrated in Chapter 3. 

4.3 Results and Discussion 

In order to determine the EF existing between two partners, the approach that 

has been adopted has been to determine the Coulombic force between each pair 

of atoms, with the atoms being chosen from the different fragments, and then 

summing up the forces. This provides the net EF of interaction between the two 

fragments. As mentioned in the Introduction, the point charge approximation 

has been employed for this purpose, and each atom has been considered to have 

a charge, determined by the NBO and/or the Mulliken charge analysis. Since 

force has direction, the Coulombic interaction has been considered along a 

certain common line: the “line of direction” for the given molecule (see Chapter 

3 for details of the method). Therefore, only the component of the force along 

that given line has been considered.  
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(i) The Planar Hydrogen Bonded Structures Case. This family of complexes 

involves two planar fragments interacting through X-H---Y hydrogen bonded 

interactions, with the number of such hydrogen bonds varying from two to four. 

The significance of such complexes lies in the fact that they can serve as model 

structures for investigating and understanding multipoint hydrogen bonding, 

which is highly relevant to biological systems as well as to multifunctional 

materials and supramolecular polymers.
22,24-26,49

 Hence, there have been a large 

number of reports in recent times that have discussed different planar structures 

belonging to this family. A typical optimized structure is shown in Figure 4.2a 

below: with four N-H---N hydrogen bonds connecting two fragments.  

 

Figure 4.2 a) The optimized geometry of the cationic complex reported by Leigh et 

al.; black, cyan and orange colours represent carbon, hydrogen and nitrogen atoms 

respectively; dotted lines represent the hydrogen bonding interactions. Hydrogen 

atoms other than those involved in hydrogen bonding interactions have been deleted 

for clarity. b) A schematic picture of the cationic complex showing the three regions 

into which each of partners was divided for the electrostatic force analysis. 

This family of complexes is an ideal choice for testing our approach because it 

has been shown that SEIs are very important for determining the stability of these 

complexes,
22-29

 which has led experimentalists to the design principle of having all the 

hydrogen bond acceptor groups in one fragment and all the hydrogen bond donor 

groups in the other
19

. We have therefore taken a sample set of sixteen different 

representative complexes from this family, optimized the structures (with Turbomole 

6.4 and the COSMO(CHCl3)/PBE/TZVP level of theory, see Figure 3.4 in Chapter 3) 

and obtained the total force of electrostatic interaction between the two fragments for 
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each case. The line of direction along which the force had been considered is the 

“center of geometry” of the frontier atoms of the two fragments, because this is the 

line along which the two partners that will hydrogen bond would approach and bind 

with each other.  The flow chart of the code being implemented to calculate the EFs in 

this case has been provided in Figure 3.3 of Chapter 3. Furthermore, we have obtained 

the energy of binding of the two fragments for each case. A graph with the EF (with 

the charges obtained from a Mulliken charge analysis) on the Y Axis and the 

corresponding binding energies on the X Axis is shown in Figure 4.3a below. 

Gratifyingly, we find a near linear correlation (r = 0.92) between the two quantities 

for the sixteen cases considered.  In order to show that the result is not an artifact of 

the method of charge analysis, we have repeated the EF calculations by taking the 

charges from the NBO analysis and have obtained a graph of comparable linear 

correlation (r = 0.82), as shown in Figure 4.3b below. It is believed that systems 

dominated by polarization are better represented by NBO charges in comparison to 

the Mulliken.
47

 Since the long range electrostatic interactions between atoms in the 

two hydrogen bonding partners are unlikely to be influenced by polarization (as the 

atoms are from the first and second periods of the Periodic Table), this helps explain 

why Mulliken charges give better results than NBO, especially since the calculations 

have been done with good basis sets. In addition to this, in order to show that similar 

results would be obtained by other population calculation approaches, we have done 

the analysis with another (conceptually different) charge analysis method: Löwdin, 

and obtained a linear correlation (r = 0.93, see Figure 4.3c) for this as well. 

Furthermore, in order to show that the results are not dependent on the choice of basis 

set and functional, we have repeated the optimization calculations at the 

CPCM(CHCl3)/M06-2X/6-31G** level of theory with Gaussian 09, with a slightly 

more diverse group of sixteen structures, and have found a similar correlation 

between the total EF of interaction and binding energies for both the Mulliken (r = 

0.89, Figure 4.3d) and NBO charge (r = 0.81, Figure 4.3e) analysis cases. A further 

analysis with the charges obtained from the CHelpG method (Charges from 

Electrostatic Potentials using a Grid based method) for the same set of 16 molecules 

also gave a satisfactory correlation constant of r = 0.78 (Figure 4.3f). It is to be noted 

that charges assigned to the atoms by the CHelpG method account for the electrostatic 

potential around each atom, and therefore, employing such charges for the force 
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calculations in our method can be considered a means of accounting for the electron 

density around each atom.
48

 

 

Figure 4.3 The Pearson correlation graph for planar hydrogen bonded molecules a) 

EF vs. Eb for Mulliken charges at the COSMO/PBE/TZVP Turbomole 6.4 geometries 

b) EF vs. Eb for NBO charges at the COSMO(CHCl3)/PBE/TZVP Turbomole 6.4 

geometries c) EF vs. Eb for Löwdin charges at the COSMO/PBE/TZVP Turbomole 

6.4 geometries d) EF vs. Eb for Mulliken charges at the CPCM/M06-2X/6-31G** 

Gaussian 09 geometries e) EF vs. Eb for NBO charges at the CPCM(CHCl3)/M06-

2X/6-31G** Gaussian 09 geometries f) EF vs. Eb for ChelpG (Charges from 

Electrostatic Potentials using  a Grid based method) charges at the 

CPCM(CHCl3)/M06-2X/6-31G** Gaussian 09 level of theory. 

To further corroborate our results with the electrostatic component of 

binding energy, we did an energy decomposition analysis (EDA) using 

Turbomole 7.0. A graph with the EF on the Y Axis and the corresponding 

electrostatic component of binding energies obtained from EDA method, “EE 

(EDA)”, on the X Axis, is shown in Figure 4.4 below. We found an improved 

correlation between the two quantities for the sixteen cases considered, for the 

Mulliken (r = 0.94, Figure 4.4a) and NBO (r = 0.86, Figure 4.4b) cases, as 

compared to the EF Vs. Eb plots (Figure 4.3a and 4.3b) shown earlier. This 

further shows that our approach correctly captures the electrostatic interaction 

between the two partners. Likewise, a good correlation was also obtained for 

the Löwdin population analysis (r = 0.90, Figure 4.4c) case. 
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Figure 4.4 The Pearson correlation graph for planar hydrogen bonded molecules a) 

EF vs. EE (EDA) for Mulliken charges at the COSMO/PBE/TZVP Turbomole 6.4 

geometries, b) EF vs. EE (EDA) for NBO charges at the COSMO(CHCl3)/PBE/TZVP 

Turbomole 6.4 level of theory and c) EF vs. EE (EDA) for Löwdin charges at the 

COSMO(CHCl3)/PBE/TZVP Turbomole 6.4 level of theory. EE (EDA) represents the 

Electrostatic component of the binding energy obtained from the Energy 

Decomposition Analysis (EDA) method implemented in Turbomole 7.0. 

In order to further understand why the electrostatic force correlates so well 

with the binding energy, additional calculations have been done with a simple model 

system that is shown in Figure 4.5 below. The figure shows two hydrogen bonding 

partners that each possess two charged centres that are equidistant from their opposite 

charged counterparts. When the charges are all negative or all positive, the net force is 

repulsive (as shown in the figure), but when the charges in one partner are positive 

and the charges in the other partner are negative, then the net force would be attractive 

(not shown in the figure). The net electrostatic force (along with the direction 

obtained) was calculated for each charge combination. Furthermore, for each 

combination, the net electrostatic energy was also calculated. This was done for 

different sets of values for the charges. The set of thirty electrostatic force values thus 

obtained was correlated with the thirty corresponding electrostatic energy values, and 

an exact correlation was obtained (see Figure 4.5c). When an angle 180° different 

from the resultant line of force was taken, an exact negative correlation was obtained 

(see Figure 4.5d). This indicates that at a given distance and for a particular 

arrangement of atoms, the electrostatic force of binding (when considered along the 

direction of approach and along the line of direction) correlates perfectly with the 

electrostatic energy, i.e., the greater the magnitude of the force, the greater is the 

electrostatic binding energy. In other words, the electrostatic force and the 

electrostatic energy change by the same proportion when charges on atoms are  
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Figure 4.5 a) A simple model representing the electrostatic interaction between the 

two partners, each made up of two point charges of the same nature, in a two 

dimensional plane. f1, f2, f3, f4 represent the magnitude of forces experienced by the 

corresponding charged particles due to the charges on the other partner. C1 and C2 are 

the center of geometries of the two particles on the respective partners. The line 

joining C1 and C2 is the line of direction. F1 and F2 are the magnitude of forces 

experienced by the respective partners. F is the magnitude of the force of interaction 

between two partners. E is the electrostatic energy of interaction. b) A further 

simplified model when the magnitude and the nature of both the charges on each 

fragment are the same. c) The Pearson correlation graph between the electrostatic 

force of interaction along the direction of approach of the two partners and the 

electrostatic energy of interaction under the conditions described in b) for a set of 30 

different values of q1 and q2. The forces are in dyn and the energies are in erg. d) The 

Pearson correlation graph between the electrostatic force of interaction along the 

direction opposite to the direction of approach of the two partners and the electrostatic 

energy of interaction under the conditions described in b) for the same set of 30 

different values of q1      and q2. 

changed in a complex while the partners remain at a fixed separation. This explains 

why good linear correlation has been obtained between the EF and binding energy 

within the chosen family of complexes in this study: the major influencing factor 
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within each family (when we move from one complex to the other in the family) is the 

charges on the atoms, and not the distances between the atoms, as the relative atomic 

arrangement of the atoms within each family of complexes is nearly the same. 

Furthermore, the reason why the total electrostatic force of interaction is seen to 

correlate so well with the binding energy is because of the fact that greater 

electrostatic interaction between the two partners allows them to overcome the Pauli 

repulsion force to a greater extent, thereby allowing them to bind more strongly in 

their equilibrium structures. Therefore, determining the electrostatic force of 

interaction along the line of direction, which is the line along which the two partners 

approach and bind, and the line along which the interaction between the partners is 

the greatest, is shown to be the correct approach for understanding the binding 

between the two partners. 

Therefore, the results showcase the validity of our approach, and also illustrate 

the importance of taking the SEIs due to all the atoms in each fragment into 

consideration, rather than the SEIs for only the frontier atoms, as has been the 

traditional view.
19,22-29

 Indeed, a plot of the EF obtained by considering only the 

frontier atoms, versus the binding energy shows a poorer correlation (r = 0.75, for the 

Mulliken charge analysis case), as opposed to r = 0.92 when all atoms are taken into 

account. It is to be noted here that the interactions of the frontier atoms in quadruple 

hydrogen bonded complexes also include the secondary interactions between diagonal 

atoms, which were not taken into account in Jorgesen’s SEIs hypothesis
19

. 

Furthermore, when the EF was calculated by calculating the forces (for all the atoms) 

along a line of direction perpendicular to the line employed in the calculations (the 

line connecting the center of geometries of the frontier atoms, as stated earlier), we 

observed a negative correlation of the EF with the binding energy, with r = 0.85 (the 

Mulliken charge analysis case), with the net EFs for each of the sixteen structures 

now found to be positive (see Figure 4.6). This further shows the significance of 

taking the direction of the electrostatic interaction into account. It is to be noted that 

Berlin
50

 in the 1950s and Bader
51

 and coworkers in the 1960s had attempted to 

understand covalent bonding in compounds by dividing a molecule into “binding“ and 

“anti-binding“ regions based on electron density calculations. In effect, our current 

work shows that the line of direction is analogous to the “binding“ and “anti-binding“ 

regions that had been discussed by Berlin and Bader earlier, with a further important 
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distinction that the line of direction is now applied to non-covalently bonded 

supramolecular complexes.  

 

Figure 4.6 The EF vs. Eb Pearson Correlation graph for planar hydrogen bonded 

molecules for forces calculated along a line perpendicular to the line of direction of 

hydrogen bonds, by employing Mulliken charges for the geometries obtained at the 

COSMO(CHCl3)/PBE/TZVP level of theory using Turbomole 6.4 package.  

We further note here that Popelier et al. had also suggested that including only 

the frontier atom SEIs leads to erroneous results for different hydrogen bonded 

cases.
20

 They pointed out that taking frontier atom SEIs as an indicator and a design 

principle was flawed, because the efficacy of frontier atom SEIs was only limited to 

specific cases. We have employed our approach (structures optimized at the 

COSMO(CHCl3)/PBE/TZVP level of theory, Figure 4.7) to determine the correlation 

between the total EF (including all the atoms, between the two base pair fragments) 

and the binding energy (between the two base pair fragments), for the 28 base pair 

cases (including the uracil-diaminopyridine: U-DAP interaction, see Figure 4.7) that 

Popelier et al. had studied. The line of direction was taken, as before, to be the center 

of geometry of the frontier hydrogen bonding atoms. The results indicate significant 

correlation: r = 0.74 with the Mulliken charge analysis (Figure 4.8a), and r = 0.79 

with the NBO charge analysis (Figure 4.8b). It is to be noted that the EF was 

calculated between the hydrogen bonding partners obtained after geometry 

optimization of the complexes, and the binding energy (Eb) of the complexes was 

obtained with respect to the infinitely separated partners. In order to investigate the 

effect of geometrical variance in the presence and absence of the hydrogen bonded 

partner, we have also done a Pearson Correlation analysis for the EF vs. the 
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interaction energy (Ei) plot (please see the Computational Details section for the 

description of how the Eb and the Ei have been calculated). A marginally improved 

correlation coefficient was obtained for both Mulliken (r = 0.79, Figure 4.8c) and 

NBO (r = 0.81, Figure 4.8d) charge analyses, indicating only a minor change in the 

geometry of molecular fragments while optimized independently, mainly due to their 

rigid aromatic framework. Hence, the calculations of the EF with our approach for the 

28 base pair cases also shows good correlation with the binding energy, indicating 

that our method works for different families of hydrogen bonded complexes.   

However, the advantage of employing the Jorgensen approach – that of 

looking at only the frontier atoms to understand the strength of interaction between 

the two interacting partners - was that it provided a simple means of designing 

systems that would bind more strongly and effectively. While the current work shows 

the limitations of that approach, does it then also provide a superior means of design 

that would lead to more strongly binding systems? It does indeed do so: since the 

code determines the specific force of interaction between each atom in a given partner 

and all the atoms of the other partner, one can write down the value for each such 

interaction in an output file, and then look at the output to determine which specific  

 

Figure  7. The optimized geometries of 28 base pairs considered by Popelier et al. in 

their QTAIM studies. The same convention of nomenclature of base pairs is followed.  

Colour representation: pink – carbon, cyan – hydrogen, brown – nitrogen, strawberry 

– oxygen, dotted blue lines - hydrogen bonds. 
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Figure 4.8 The Pearson correlation graph for nitrogen base pairs a) EF vs. Eb for 

Mulliken charges b) EF vs. Eb for NBO charges c) EF vs. Ei for Mulliken 

charges d) EF vs. Ei for NBO charges.  

interactions are the strongest. As an example, we consider the structure shown in 

Figure 4.2, which has been shown to have the strongest binding,
22

 among all the 

planar hydrogen bonded structures that have been studied to date. Indeed, we obtained 

the binding energy for the two partners in this case to be -43.4 kcal/mol, which is the 

highest among all the cases considered in this study. We aimed to improve the 

binding energy of the system by changing the non-frontier atoms (which were not 

considered in the Jorgensens theory) in order to ascertain the impact of long range 

secondary interactions. We first calculated the net interaction forces experienced by 

every non-frontier atom on the acceptor partner due to all the atoms on the donor 

partner and vice versa. A perusal of the output files shows that both the strongest 

attractive and repulsive interactions are experienced by atoms from the middle region 

(see Figure 4.2b) of the acceptor partner. The atoms 3 and 17 face most attractive 

interactions followed by atoms 10, 7 and 21 respectively, whereas the most repulsive 

interactions experienced by atoms other than H are 9 and 4 followed by 23, 18 and 6 

respectively (see Figure 4.2b). An examination of individual atom-atom interactions 

between the rear atoms of one partner and each atom of the other partner as well 

suggest the same trend in the electrostatic forces, as atoms 3 and 17 face the most 

attractive and 9 and 4 face the most repulsive interactions respectively, all belonging 

to the middle region of the acceptor segments. Interestingly, as revealed from the 
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output files, the magnitude of the attractive interactions are greater than the magnitude 

of the repulsive interactions. Based on this result, in a further analysis, we divided 

each donor and acceptor molecule into three regions (left, middle and right), as shown 

in Figure 4.2b, and calculated the net force experienced by each region due to all the 

atoms on the complementary partner. The output further suggests that the middle 

region of the acceptor contributes the most to the net attractive interaction between 

the two partners. 

Based on this analysis, in order to enhance the net attractive EF between the 

two partners, we first replaced bond a with the isoelectronic B-N bond to obtain a new 

structure. Another structure was obtained by doing the same with bond b. Then, a new 

structure was obtained by replacing bonds a and c together. Finally, all of the bonds a, 

b and c were substituted at once with the isoelectronic B-N bonds, as shown in Figure 

4.9 below. The newly designed AAAA-DDDD cationic systems were obtained with 

improved binding energies of -49.6, -49.2, -55.7, -60.2 kcal/mol respectively (see 

Figure 4.9 a-d). This translates to association constants that are orders of magnitude 

greater than those obtained for the best known case to date, for which the binding 

energy is -43.4 kcal/mol. An electrostatic force analysis reveals that the increase in 

binding affinity occurs mainly due to more favorable interactions between the frontier 

atoms of the newly designed complex, caused by the altered electronics of the frontier 

atoms due to modification at the remote sites. An electrostatic potential surface map 

also suggests accumulation of more negative electrostatic potential near the frontier 

atoms in the newly designed acceptor partner with respect to the originally 

synthesized molecule (see Figure 4.9e). It is to be noted here that the frontier atom 

interactions in quadruply hydrogen bonded complexes also include the secondary 

interactions between diagonal atoms, which have been overlooked in Jorgesen’s 

analysis
19

 (Chapter 3, Figure 3.1a). However, the contributions from the remote atoms 

cannot be neglected.  

This modification has been extended to other similar molecules that have been 

considered in this study (Scheme 4.1 below). In all the cases, the binding energy of 

the newly obtained complexes was found to be increased. Recent reports suggest that 

replacements of C-C bonds of aromatic systems with isoelectronic B-N moieties are 

possible with specified strategies;
52

 hence the synthesis of such proposed compounds 

would be quite feasible. 
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Furthermore, it has been shown in the literature that electrostatic interactions 

are weak in CH-π interactions, where the attractive dispersion interaction is the more 

dominant.
53

 Since our current work shows the significance of interactions in atoms far 

away from the frontier hydrogen bonding region, another simple recipe for improving 

the bonding would be to add phenyl rings in one of the two partners, as shown in 

Figure 4.10 below. The primary electrostatic impact would be marginal, and all the 

EFs between the phenyl ring atoms and the atoms of the partner would have a very 

small component along the line of direction. Therefore, the electrostatic effect of 

adding the phenyl rings would be small, while the system would benefit from 

attractive dispersion interactions, thereby improving the binding strength. This is 

indeed seen to be true: as shown in Figure 4.10a and 10b, which are modifications of 

the structure in Figure 4.2b, with phenyl rings at the end of the frontier line, have 

binding energies of -50.2 and -50.8 kcal/mol respectively, i.e., about 7.0 kcal/mol  

 

Figure 4.9 The optimized geometries of newly designed cationic AAAA-DDDD 

hydrogen bonded complexes, where the C-C bond on the middle region of the 

acceptor partner is replaced with the isoelectronic B-N bonds (a to d). Pink, cyan, 

brown and green colors represent carbon, hydrogen, nitrogen and boron atoms 

respectively, whereas, dotted blue lines represent hydrogen bonds. ΔE is the increase 

in binding energy over their parental complexes (Eb = -43.4 kcal/mol) from where 

they are derived. e) The molecular surface electrostatic potential of acceptor partner in 

d in Hartrees, computed on the 0.0004 au contour of the electron density, using the 

GaussView software at the CPCM(CHCl3)/M062X/6-31G**of theory with the 

geometries optimized using g09. The blue colour indicates positive electrostatic 

potential and the red color indicates negative electrostatic potential, whereas, the 

intermediate colours indicate intermediate electrostatic potential. The colour scale was 

kept uniform for all the cases. 
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Scheme 4.1 A schematic picture of some newly designed acceptor-donor planar 

hydrogen bonded complexes based on our electrostatic force analysis, where central 

C-C bonds on acceptor moieties are replaced by B-N bonds; ΔE = the improved 

binding energy over their corresponding parental complexes, from where they are 

derived.  

stronger than the binding energy obtained for the Figure 4.2b structure. To further 

examine the effect of non-directional attractive dispersion forces on the binding 

strength of complex 2a, we next substituted frontier non-hydrogen bonded hydrogen 

atoms on acceptor and donor partners with sterically less demanding substituents -

CH3, I, Br and -OCH3 respectively, as shown in Scheme 4.2.  Improved binding 

energies were obtained with respect to the parent AAAA-DDDD complex, which 

suggests that the binding gets benefited by dispersion interactions in these designed 

complexes. However, dispersion can be closely counteracted by sterics, which works 

towards destabilizing the complex by weakening the existing hydrogen bonds. Hence, 

the unhelpful steric effect of adding new groups should also be kept in mind when 

designing such systems.  

Now, taking a hypothetical “best case” design improvement of the Figure 4.2b 

structure (Figure 4.9d), one can put three B-N pairs in the place of the C-C bonds, and 

put ortho and para methyl substituted (so as to increase dispersion interactions) 

phenyl rings at each end, in order to get a new structure (see Figure 4.10c). Such a 

structure would be expected to have the best binding energy. This is indeed seen to be 

the case: we find that the binding energy of this complex is as high as -69.6 kcal/mol, 

i.e. 60.4 % greater binding than for the strongest binding structure known to date!  

Such a complex would have an association constant that would be as much as 1.9 x 



 

Chapter 4 

P a g e | 95  
  
 

10
15

 times greater than the association constant of the “best” known complex of this 

family, which shows the great power of understanding and exploiting SEIs by the 

current approach. 

 

Scheme 4.2 A schematic picture of some newly designed acceptor-donor planar 

hydrogen bonded complexes, where the attractive non-directional dispersive force 

was exploited for improved binding; ΔE = the improved binding energy over their 

parental complex  (Eb = -43.4 kcal/mol), from where they are derived. 

 

Figure 4.10 The optimized geometries of newly designed cationic AAAA-DDDD 

hydrogen bonded complexes, where hydrogen atoms in frontier lines are replaced 

with the phenyl groups (a and b), and the optimized geometry of hypothetical best 

case designed cationic AAAA-DDDD hydrogen bonded complex (9d), where 

hydrogen atoms in frontier lines are replaced with the 2,4,6-trimethylphenyl groups 

and three C-C bonds in the middle region of the acceptor partner is replaced with the 

isoelectronic B-N bonds. Pink, cyan, brown and green colors represent carbon, 

hydrogen, nitrogen and boron atoms respectively, whereas dotted blue lines represent 

hydrogen bonds and dotted black lines represent CH-π interactions. ΔE is the increase 

in binding energy over the parental AAAA-DDDD cationic complexes (Eb = -43.4 

kcal/mol), from where they are derived. 
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We note that there might be individual cases in the considered families where 

the electrostatic force would be seen to not correlate with the binding energy. A 

reason for such a deviation is the selection of the common “line of direction” (line 

joining the center of geometries of the frontier atoms in each complex) for all the 

complexes of a family. The best line of direction may vary slightly for specific 

complexes in the family, thus leading to the possibility of having two complexes with 

similar binding energies but slightly different electrostatic forces of binding. 

However, for a given family of complexes of sufficient sample size, the electrostatic 

force of binding will fairly represent the binding strength of the electrostatic 

dominated noncovalent bonds (as suggested by the linear nature of the correlation plot 

between EFs and Eb), and thus, it can be exploited for the design of new, superior 

systems by tuning the strength of the noncovalents bonds. 

(ii) The Contact Ion-Pair Case. The second family of structures that we have 

considered is that of the contact ion-pair catalysts employed in homogeneous 

olefin polymerization. This is an important area of research, beginning from the 

pioneering work done by Kaminsky et al. in the 1980s.
54

 The active catalyst in 

these systems is the cationic species. One of the major foci of investigation in 

these systems has been to make the counterion as weakly coordinating as 

possible (several hundreds of papers have been produced in this pursuit). This is 

because the reduced interaction with the cation would allow the counterion to 

be displaced easily when the olefin substrate approaches the cationic metal 

center. A large variety of counterions have been employed over the years, with 

one of the most successful being the “BARF anion”: B(C6F5)4
-
.
31

 More recent 

counterions that achieve weaker interaction with the cation even in comparison 

to B(C6F5)4
-
 are the dinuclear counterions that have been proposed by 

Bochmann and coworkers.
34

 They will henceforth be referred to as the 

“Bochmann anions”. We decided to investigate the contact ion-pair catalyst 

systems by focusing on how one could rationally design better counterions, i.e., 

ones that would interact more weakly with the counterions even in comparison 

to the Bochmann anions. The zirconocene cation Cp2ZrMe
+
, was employed as 

the model cation in these studies, and the total electrostatic interaction of this 

cation has been considered for different contact ion-pair cases, with a range of 
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different counterions considered. Figure 4.11 below shows the optimized ion-

pair complexes of the zirconocene cation with eight different counteranions. 

The zirconocene complex with the best of the three Bochmann anions has been 

shown in Figure 4.12.  

Since the two binding partners of the ion-pair complex are charged, the 

dominant noncovalent interactions would be likely to be electrostatic in nature, 

which makes this family of complexes appropriate for investigation with our 

approach. It is also to be noted that the sum total of the long range secondary 

EF in the complexes studied was found to be approximately half that of the 

primary EF, which is the same ratio that had been found for the planar 

hydrogen bonded structures studied in (i). 

For the purpose of analyzing the interaction by our approach, the line of 

direction chosen was the line connecting the zirconium atom in the cation and 

the central atom in the anion. The code being implemented to calculate EFs in 

this case is provided in Figure 4.13 below. The results of our calculations (with 

Turbomole 6.4, at the COSMO(CHCl3)PBE/TZVP level of theory) are shown 

in Figure 4.14 below. Like for the planar hydrogen bonded complexes, we 

observed a high amount of correlation between the attractive EF between the 

two ions, and the binding energy. This was true for both the Mulliken (r = 0.88, 

Fig 14a) and the NBO (r = 0.80, Fig 14b) charge analyses. This result further 

showcases the viability of our approach. Also, as for case (i), we were 

interested in exploiting our approach for designing new anions that would serve 

as better counterions than the state of the art, thereby improving the efficiency 

of the homogenous olefin polymerization systems. Now, however, unlike in 

case (i), the focus was upon reducing the binding between the two interacting 

partners. For doing so, we analyzed the nature of the interaction between the 

two ions for the case where the binding energy had been seen to be the weakest: 

for the [Cp2ZrMe-N{CNB(C6F5)3}2] case – the structure shown in Figure 4.12b. 

For this case, the analysis revealed that the -C6F5 ring that is in direct contact 

with the cation had the greatest contribution to the EF (-90.5 pN), followed by 

the central N of the anion (-56.4 pN) (see Table 4.1). Based on this information, 

it became clear that increasing the distance of the zirconium center from the  
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Figure 4.11 The optimized geometries of ion-pair complexes at the 

COSMO(CHCl3)/PBE/TZVP level of theory using Turbomole 6.4. Pink, cyan, 

brown, green, blue, lime and white colors represent carbon, hydrogen, nitrogen, 

boron, zirconium, phosphorous and fluorine atoms respectively, whereas dotted 

blue lines represent hydrogen bonds. 

 

Figure 4.12 a) The optimized geometry of a non-coordinating dinuclear anion and the 

cationic zirconocene complex; black, orange, green, blue, and white represent carbon, 

nitrogen, boron, zirconium and fluorine atoms respectively. All the hydrogens of the 

zirconocene and the fluorides of the anion other than the one involved in coordination 

with the cation have been deleted for clarity. b) A schematic picture of the non-

coordinating dinuclear anion and the cationic zirconocene complex illustrating 

different regions of the anion considered in the force analysis. 



 

Chapter 4 

P a g e | 99  
  
 

 

Figure 4.13 A flow chart of the Fortran 90 code used for calculating the net force 

between two partners in the contact ion-pairs case. 

central nitrogen atom in the Figure 4.12b structure and/or decreasing the electronic 

density from the ring directly associated to the cation would lead to a decrease in the 

EF between the two species. We therefore propose anion 1 shown in Scheme 4.3, 

where the fluorides at the ortho and para positions of the phenyl ring of the 

counterion have been replaced by CF3 groups. The distance between the zirconium 

and nitrogen atoms in the new complex is seen to have increased: from 5.008 Å in the 

Figure 4.9b structure to 6.538 Å. The EF was seen to be decreased (from -94.1 pN to -

88.5 pN for the Mulliken charge analysis case, and from -185.7 pN to -137.1 pN with 

the NBO charge analysis) and the binding energy was seen to have reduced from -

30.7 kcal/mol to -28.7 kcal/mol, thus indicating that the newly proposed anion would 
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be better than the best counterion for homogeneous olefin polymerization systems. In 

a further attempt, in order to reduce the attractive interaction of the phenyl ring of the 

anion that is connected to the cation, we replaced all C6F5 groups of Bochmann’s best 

anion with the C4(CF3)4N
-
 group (Structure 2 in Scheme 4.3), which led to even 

weaker binding: of -23.8 kcal/mol, which is as much as 6.9 kcal weaker than the best 

Bochmann anion considered in this study. The computed association constant of this 

ion-pair system would be 2.2 x 10
6
 times less than the state-of-the-art for this family 

of complexes, again illustrating the power of the present method to significantly 

improve upon existing systems. An electrostatic potential map of this anion shows 

weaker negative potential on its exposed outer surface than Bochmann’s best anion, 

which further corroborates our results (Figure 4.15). 

 

Figure 4.14 The Pearson correlation graph for the olefin polymerization 

catalyst: a) EF vs. Eb for Mulliken charges and b) EF vs. Eb for NBO charges. 

 

Scheme 4.3 The schematic picture of the zirconocene complexes of the newly 

designed weakly coordinating anions. 
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Table 4.1 Electrostatic Forces analysis for the zirconocne complex with the best 

Bochmann’s anion based on the Mulliken charge analysis for the geometries obtained 

at the COSMO/PBE/TZVP level of theory using Turbomole 6.4. All the Forces are in 

pN. 

Region 1 2 3 4 5 6 7 8 9 10 11 

Force -90.5 -2.1 -9.6 22.6 38.4 -56.4 31.5 6.0 -6.9 -14.9 -12.2 

 

Figure 4.15 The molecular surface electrostatic potential in Hartrees, computed 

on the 0.0004 au contour of the electron density, using the GaussView software 

at the CPCM(CHCl3)/M062X/6-31G**of theory with the geometries optimized 

using G09: a) the best of Bochmann’s anions and b) the newly designed anion 2 

in Scheme 4.3. In this scale, the blue colour indicates positive electrostatic 

potential and the red color indicates negative electrostatic potential, whereas the 

intermediate colours indicate intermediate electrostatic potential values. The 

colour scale was kept uniform in all the cases. 

4.4 Conclusions 

The current work employs a simple method based on evaluating the 

electrostatic force (EF) of interaction between all atoms of one binding partner 

with all the atoms of the other in molecular complexes where the noncovalent 

electrostatic interaction is the dominant factor. Excellent correlation is seen 

between the electrostatic force of binding and the binding energy of two 

partners within a family of molecular complexes when the interactions between 
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corresponding partners are dominated by electrostatics and the major varying 

factor in different complexes is atomic charges and not the distances between 

the atoms. The significance of the work lies in the fact that such an approach 

provides insight into the nature of bonding in the different systems studied, and 

can be exploited to design new systems with significantly increased or 

decreased binding, as desired, in comparison to the state-of-the-art. Multifold 

increase and decrease in binding energies has been obtained by altering distant 

atoms in the noncovalently bonded partners for two distinctly different families 

of complexes.  
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Abstract: Long range electrostatic interactions between atoms of hydrogen bonded 

partners have been found to be significant in determining the strength of electrostatic 

dominated noncovalent interactions. Similarly, the hydrogen bonded systems that 

exist in the solvent environment are prone to get affected by the long range influence 

of explicit solvent molecules. Despite the ubiquitous presence of solvent molecules 

around most of the noncovalently bonded systems in biology and chemistry, this fact 

has not earned adequate attention in the literature. Moreover, estimating the long 

range influence of solvent molecules on such interactions employing conventional 

theoretical methods are not possible. However, the method that we have recently 

proposed, which describes calculating the electrostatic force of binding to estimate the 

strength of electrostatic dominated interactions, can effectively be employed to obtain 

a qualitative picture of the long range influence of explicit solvent molecules. In this 

chapter, we have reported an extensive theoretical and computational study that was 

intended to explore this phenomenon on three distinctly different types of hydrogen 

bonded model systems. We have seen in our study that the explicit solvent molecules 

indeed influence the strength of hydrogen bonds, and that this influence is expressed 

primarily in two ways: (a) through charge transfer and induction effects involving 

solvent molecules and (b) through the long electrostatic range influence of solvent 

molecules.    

5.1 Introduction 

Noncovalent interactions are at the center of biological processes. Many chemical and 

physical phenomena of high relevance in chemistry and material science are also 

governed by weak interactions.
1
 Recently, in target-oriented synthesis and catalysis, 

noncovalent interactions have been exploited as tools to accomplish specific targets.
1,2

 

However, the influence of these interactions and their dependence on external factors 

has not been understood completely. To fully unravel and exploit the potential of 
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these weak interactions, it is necessary to understand their effects and efficacy in 

greater detail. Noncovalent interactions that have attracted maximum attention so far 

are those that are dominated by electrostatic contributions, for example, for the case 

of hydrogen bonding.
1,2

 The fact that has earned significant attention regarding 

electrostatic dominated noncovalent interactions in recent times is this - their 

influence is long range, and their strengths are influenced considerably by long range 

electrostatic interactions between remotely placed atoms.
3
 For instance, the long range 

secondary electrostatic interactions between the remote atoms associated with 

hydrogen bonded partners have been shown to have a distinct and deterministic 

influence on the association constant of multi-hydrogen bonded systems. This 

signifies that the structure, orientation, and position of even distant atoms or 

substituents on the hydrogen bonding partners will have a decisive impact on 

hydrogen bond strength.
3,4

 Intriguingly, hydrogen bonded systems largely exist 

surrounded by a quantum of solvent molecules inside the synthetic or cellular 

environment. The explicit presence of solvent molecules, therefore, may potentially 

alter the strength of hydrogen bonds through the long range electrostatic interactions. 

Orientation, position, structure, and the number of solvent molecules that surround the 

hydrogen bonded system within a solvation shell or even beyond, all, have the 

potential to influence the strength of any interaction where electrostatic contributions 

are predominant. Since electrostatic interactions are directional, the long range 

electrostatic influence due to solvent molecules may also alter the geometry of such 

systems. Current literature reports show that the solvent indeed affects the geometries 

and the stability of noncovalent bonded systems.
5-9

 However, it does not classify any 

study, to the best of our knowledge, which precisely pinpoints the effect of explicit 

solvent molecules on the stability, strength or geometry of noncovalent bonds. 

Moreover, existing literature elucidates the following properties of solvents that 

influence the H-bond strength: (a) the dielectric constant of the solvent or the 

medium,
6
 (b) the competitive role of hydrogen bonding solvents,

5,8
 which competes 

for hydrogen bonding with the solvent-exposed hydrogen bonding units of solutes, 

and (c) the local arrangement of solvent dipoles near the hydrogen bonded units of 

solutes.
9
 The effect of solvent molecules on the geometry of noncovalent bonded 

solutes such as proteins has also been understood through hydrophobic or solute-

solvent interactions.
5
 However, the hydrogen bonds that are less exposed to the 
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solvent or that are present at the interior sites in the chemical architecture of solutes 

(particularly in large molecules such as proteins, DNAs, and polysaccharides) feel the 

weaker dielectric effect. The dipolar arrangement near hydrogen bonds and the 

contest between solvent molecules and solute for making hydrogen bonds at such sites 

is also unlikely. On the other hand, atoms within solvent molecules acquire certain net 

partial charges, which can interact electrostatically with the charged atoms of 

hydrogen bonded partners even from longer distances in the given region of influence, 

and hence can alter the strength of a given hydrogen bond. Therefore, consideration of 

only the above effects is not adequate to quantify the complete role of solvent on the 

strength and geometry of hydrogen bonds.  

Considering the ubiquity and wide applicability of electrostatic dominated 

noncovalent interactions and their practical dependence on the long range electrostatic 

effect of solvent molecules, it is of great practical significance to fundamentally 

understand the influence of explicit solvent molecules on the strength and geometry of 

noncovalent bonded solutes. However, conventional theoretical methods are not 

eligible to be applied directly to quantify such effects. The method that we have 

recently proposed that is based on electrostatic force calculations to represent the 

binding strength may be employed in this case to understand the long range effect of 

solvent molecules on the strength of electrostatic dominated interactions.
4
 We have 

employed this method to study the influence and impact of solvent molecules on the 

hydrogen bond strength of three inherently different kinds of hydrogen bonded 

systems in this study. They are: (i) a small model peptide synthesized by Paramjit 

Arora and coworkers,
10

 (ii) a 50mer water cluster studied extensively by Dieter 

Cremer and coworkers
11

 and (iii) the cation-water shell in water.
12

 These examples 

from three different areas have been chosen specifically to illustrate the generality of 

the result. The electrostatic force of binding for a chosen hydrogen bond of all 

systems has been calculated along the line joining the hydrogen bond acceptor and 

donor atoms (hydrogen bonding line) employing Coulomb’s equation for force, with 

the atoms being considered as point charges. The charges on the atoms have been 

determined from quantum chemical calculations. Two slightly modified approaches 

(with two slightly different algorithm and codes) has been employed to compute the 

binding forces in case (i), and for cases (ii) and (iii). These approaches have been 
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discussed further in the Computational Details section below. A flow chart of Fortran 

codes that have been implemented is provided in Figures 5.1 and 5.2. 

5.2 Computational Details 

All the DFT calculations were carried out using the Turbomole 6.4 suite of quantum-

chemical programs in the solvent phase employing the Conductor-like Screening 

Model (COSMO)
13

 using water (epsilon = 78.5) as the solvent.
14

 Geometry 

optimizations were performed employing the PBE functional.
15

 The electronic 

configuration of the atoms was described by a triple-zeta basis set augmented by a 

polarization function (TURBOMOLE basis set TZVP). The resolution of identity 

(RI),
16

 and the multipole accelerated resolution of identity (MARI-J)
17

 approximations 

were employed for an accurate and efficient treatment of the electronic Coulomb term 

in the density functional calculations. All the calculations were performed with DFT-

D2, a general empirical dispersion correction proposed by Stefan Grimme for density 

functional calculations.
18

 Only electronic energies were considered for energy 

analysis of all the systems.  

The Mulliken,
19

 NBO
20

 and Löwdin
21

 charges have been used to calculate the 

electrostatic forces of binding for each hydrogen bond of every system. The forces 

were calculated along the line joining the donor and acceptor atoms of a particular 

hydrogen bond. To compute the magnitude of the net force of binding, i.e., the 

binding force, the vector sum of the electrostatic forces experienced by each fragment 

along the aforementioned line has been considered. A flow chart revealing the 

algorithm of the code that was employed for computing the forces have been shown in 

Figures 5.1 and 5.2. Two slightly modified versions of the original code
4
 have been 

used to compute the binding forces. For the peptidic systems, case (i), where there is 

no clear-cut demarcation of hydrogen bonding partners, the entire molecular space 

corresponding to each hydrogen bond has been divided into three regions to obtain the 

force of binding: acceptor, donor and the middle region. Either side of two parallel 

planes (donor and acceptor planes) that are drawn perpendicular to the hydrogen 

bonding line and pass through the donor and acceptor atoms respectively constitute 

these regions (see Figure 5.3). The region that is between the donor and acceptor 

planes is defined as a middle region. The region that is on the other side of the 

acceptor plane (that is away from the donor plane) is termed as the acceptor region. 
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Similarly, the region that is on the other side of the donor plane, and that is away from 

the acceptor plane is considered as the donor region (please see Figure 5.3). All the 

pair-wise interactions between atoms of donor and acceptor regions and the atoms of 

these two regions with the atoms of the middle region have been considered in this 

case in order to compute the binding force for a chosen hydrogen bond. The same 

procedure had been repeated to compute the bond strength of each of the hydrogen 

bonds for (i) (see Figure 5.1). For the cases (ii) and (iii) where there is the clear-cut 

demarcation of the hydrogen bonding partners, all the pair-wise atomic electrostatic 

interactions between two partners have been considered to obtain the electrostatic 

force of binding for any chosen hydrogen bond (see Figure 5.2). The effect of explicit 

solvent molecules on hydrogen bond strength has been computed as the vector sum of 

the component of individual pair-wise forces obtained along the hydrogen bonding 

line when all the pair-wise atomic interactions between all atoms of solvent molecules 

and solute have been considered (Figures 5.1 and 5.2).  

Recent literature reveals that the polarization and the donor-acceptor charge 

transfer terms that contribute significantly to noncovalent interactions are electrostatic 

in nature.
22

 The Feynman interpretation describes even dispersion interaction to be of 

electrostatic origin.
23

 This suggests that the proper treatment of electrostatic 

interactions is adequate for a complete description of all kinds of noncovalent 

interactions. In fact, these effects are being captured approximately in population 

analysis schemes. The Born-Oppenheimer approximation reveals molecules as a 

collection of point charge nuclei and electron density distributed over the molecular 

space. To distinguish atoms and bonds in a molecule in point charge analyses under 

the Born Oppenheimer approximation, the electron density is divided based on atomic 

orbitals. When a noncovalent bonding unit or a partner is kept in the vicinity of 

another molecule or partner, the induction causes a change in the local electron 

density of all the atoms close by. This gets reflected in the point charges of atoms as a 

modification in the charges when the charges calculated for molecules or partner in 

the vicinity of another molecule or partner and the charges calculated keeping these 

molecules or partners at infinite separation are compared. This kind of analysis has 

also been done earlier by other research groups to demonstrate the effect of 

polarization and donor–acceptor contributions.
24

 These partitioning schemes of 

molecules into atoms (different population analyses schemes) have also been able to 
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provide a qualitative estimation of the amount of charge that is being transferred from 

one partner to another during the formation of a noncovalent bond.
24

 The amount of 

the charge getting transferred may differ depending on the scale of the particular 

charge analysis method that is being chosen at a time. Similarly, a comparison of 

atomic charges for a molecule in absence and presence of explicit solvent molecules 

will provide a qualitative estimate of the charge getting transferred from solvent 

molecules to the solute or vice versa. The magnitude or direction of transferred 

charges may depend on the partitioning scheme in this case as well. It is worth to note 

here that the charge transfer effect and induction effect involving solvent molecules 

will eventually get reflected as a difference in the magnitude of the electrostatic force 

of binding for a hydrogen bonding unit of a solute, when forces are calculated from 

the charges derived in presence and absence of explicit solvent molecules. The 

caution that must be taken in employing the point charge approach that we have 

described here, particularly in σ–hole bonded complexes,
25

 is that the atoms or 

molecules that are under investigation must not possess σ–holes in them. Such atoms 

can have regions of both positive and negative electrostatic potential on their surfaces, 

and assigning a single atomic charge to such atoms may lead to erroneous results. 

Recently, strategies have been devised to deal with such systems more accurately. 

Such atoms are proposed to be given one extra point charge to the positive region (σ–

hole) so that the net formal charge and the electrostatic potential assigned to the atom 

remain the same.
26,27

 However, σ-holes are found to be manifested by only heavier 

atoms of groups IV-VII when these atoms are linked covalently with a highly 

electronegative group.
26,28

 The systems that we have studied here do not possess such 

elements or groups bonded to them, and hence no extra effort has been required to 

treat σ–holes for these cases.  

It is to be noted that interactions involving the hydrogen bond acceptors and 

donors that are directly involved in hydrogen bonding with each other are called 

primary interactions. The electrostatic interactions between any pairs of atoms 

between two hydrogen bonded partners have been commonly referred to as long range 

electrostatic interactions. Therefore, the long range interactions involve all primary 

and secondary electrostatic interactions together.   
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Figure 5.1 The flowchart of the Fortran 90 code used for calculating the electrostatic 

force of binding for a given hydrogen bond in a peptide in the presence of explicit 

solvent molecules. 
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Figure 5.2 The flowchart of the Fortran 90 code used for calculating the electrostatic 

force of binding for a given H-bond between two partners in the presence of explicit 

solvent molecules. 
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Figure 5.3 Schematic representation of different regions of hydrogen bonds: (a) in 

cases where a clear-cut demarcation of hydrogen bond acceptors and donors partners 

are not possible, and (b) in the cases where the demarcation of acceptor and donor 

partners is clear. The entire space in (a) is divided into three regions by two parallel 

planes that are drawn perpendicular to the hydrogen bonding line and passes through 

acceptor and donor atoms. The hydrogen bonding space in (b) is divided into two 

regions by a plane that passes via any point between donor and acceptor atoms and is 

perpendicular to the hydrogen bonding line. 

5.3 Results and Discussion 

In this theoretical and computational study, we intended to investigate the influence of 

long range secondary electrostatic influence due to explicit solvent molecules on the 

stability of hydrogen bonds. In this study, these effects have been examined in terms 

of the electrostatic force exerted by solvent molecules on the hydrogen bonded unit of 

solutes. In order to determine the electrostatic force (EF) of binding of a given 

hydrogen bond, the approach that has been adopted has been to determine the 

Coulombic force between each pair of atoms, with the atoms being chosen from the 

different regions or partners (as described in Computational details section), and then 

summing them up the force values vectorially. Since force has direction, the 

electrostatic interaction has been considered along the line that describes a hydrogen 

bond most appropriately: the line joining acceptor and donor atoms of a chosen 

hydrogen bond (hydrogen bonding line) for any given system (see Fig. 3). Therefore, 

only the component of these pair-wise forces along that given line has been 



 

Chapter 5 

P a g e | 115  
 
 

considered to obtain the net force of binding. The influence of solvent molecules on 

hydrogen bond strength has been determined as the net electrostatic force exerted 

together by all atoms comprising solvent molecules on every atom of the hydrogen 

bonded system in a given geometry, while the component of pair-wise forces have 

been taken along the aforementioned line to get the net force. As mentioned in the 

previous sections, the point charge approximation has been employed for this 

purpose, and each atom has been considered to have a charge, determined by the 

NBO, the Mulliken and the Löwdin population analyses.  

(i) The Small Peptide Case: protein secondary structure motifs are basically 

composed of α-helices and β-sheets. They are structural blocks of three dimensional 

tertiary structures of functional proteins and the basic structure of many structural 

proteins. These protein motifs are distinguished based on differential hydrogen 

bonding patterns involving the peptide backbone, which is specific to each of these 

types. In a cellular environment, these structures (in soluble proteins) are surrounded 

by different shells of water molecules. Thus, understanding the effect of solvent 

molecules (water in this case) on the stability of protein secondary structure motifs is 

of fundamental and practical significance. To investigate this problem, we have 

chosen a representative hydrogen bond surrogate derived α-helix that has been 

synthesized by Arora and coworkers.
10

 The crystal structure of this dodecapeptide has 

been reported in the dimeric form with 15 water molecules intact. The reason behind 

choosing this specific example is the self-contained helical nature of this peptide. 

Usually, α-helices composed of 10 or less amino acid residues are not stable due to a 

low nucleation probability according to the helix-coil transition theory.
29

 To 

overcome the nucleation barrier, Arora and coworkers have devised a strategy of 

using a preorganized α-turn at the N-terminus of the peptide by replacing the main 

chain hydrogen bond between the C=O of the i
th

 amino acid residue and the N-H of 

the i+4
th

 amino acid with the C-C covalent bond.
30

 This covalent linker is called as the 

hydrogen bond surrogate, which has been able to induce stability in helical 

conformations of small peptides. Therefore, to investigate the influence of solvent 

molecules on the hydrogen bond strength of proteins or peptidic structures, a self-

contained helix was preferred over a small peptide model in our study. A geometry 

optimization of this dimeric helix in the presence (dimer-water complex) and absence 
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(bare dimer) of 15 water molecules (that have been reported with the crystal structure) 

have been carried out. The optimized geometry of the dimer in the presence and 

absence of 15 explicit water molecules has been shown below in Figure 5.4. A single 

point energy calculation of the dimer isolated from the optimized dimer-water 

complex reveals that the peptide dimer in the dimer-water complex is unstable as 

compared to the optimized bare dimer (i.e., dimer in absence of 15 water molecules) 

by 31.6 kcal/mol. This could be because of the weakening of the main chain or 

interhelix hydrogen bonds, or geometrical or conformational changes that have 

occurred in the peptide during geometry optimization in the presence of explicit 

solvent molecules, which has brought the peptide into a different local minima. There 

could be two possible reasons for this: (i) the long range influences of solvent 

molecules (that might have altered the bond parameters in the peptide) and (ii) the 

mutual interaction between solvent molecules that have brought the peptide into the 

other conformation, which is inevitable in the presence of explicit solvent molecules, 

and can be observed easily by comparing the two structures. Comparisons of 

corresponding dihedral angles that belong to heavy atoms (except hydrogen atoms) in 

the bare dimer and isolated dimer from the dimer-water complex support this 

assertion in this case.  

It is well understood that even a slight perturbation in bonding parameters 

(bond lengths or bond angles) due to external factors (e.g., electric field, that may 

arise due to the long range electrostatic interactions of solvent) brings the molecule 

into the other local minimum, specific to this external effect. The single point energy 

of this geometry in the absence of the external factor will always be higher than the 

energy of the geometry that is obtained after optimization in the absence of the 

external factor, because a minimum in one condition does not generally belong to the 

minimum in another condition (see Table 5.1, for example). This effect can be 

observed in geometry optimizations from the exact crystal structure geometries. The 

geometry optimization from the crystal structure of any molecule at any level of 

theory in a neat condition (in vacuum or in implicit solvent) does not complete in a 

single step (the optimization has often been seen to occur with the fall in energy of the 

molecule on the potential energy surface), indicating that the experimental 

environment has not been exactly mimicked in the theoretical calculations. The 

changes in the bond parameters of bonds that do not comprise hydrogen atoms (since 
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hydrogen atoms are generally not traced in X-ray diffraction) may also be observed in 

optimization. All of this simply means that the two structures that are obtained from 

experiments and from geometry optimizations belong to two different minima under 

two different conditions. The conformational changes that arise from changes in the 

dihedral angles in a molecule, on the other hand, may or may not lead to a difference 

in the energy of the system, as two different conformational minima may or may not 

have the same energy. However, for peptides, it is difficult to distinguish and identify 

the influence of these two effects on the energy of the system.  

 

Figure 5.4 The optimized geometry of (a) dimer-water complex and (b) the bare 

peptide dimer at the COSMO(water)/PBE-D2/TZVP level of theory. Hydrogen atoms 

of the dimer that are not involved in hydrogen bonding have been deleted for clarity. 

Color coding: cyan - hydrogen, light black – carbon, pink – oxygen, green – nitrogen.  

Bonds with broken lines represent hydrogen bonds.  

However, these effects can be studied separately in structures where only one 

of these effects is prevalent, like the water clusters. To elaborate this point we have 

explored the cluster of 15 water molecules that has been isolated from the optimized 

dimer-water complex. Figure 5.5 below shows the cluster of 15 water molecules 

isolated from the optimized dimer-water complex. Comparative data for structural 

changes that have occurred due to the influence of other neighboring molecules and 

their impact on the energy of each water molecule in the dimer-water complex has 

been provided in Table 5.1. The sum of single point energies of 15 water molecules 

isolated from the optimized dimer-water complex was found to be 6.0 kcal/mol higher 

than the sum of energies of the infinitely separated 15 water molecules (i.e., 15 times 

the energy of an optimized water molecule). One can see from the structure of a water 

molecule that the conformational changes in the water molecules due to external 
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perturbation (for example, interactions with peptide dimer or neighboring water 

molecules in this case) is not possible, as water does not contain any dihedral angle. 

This indicates that the long range influence of peptide and the neighboring solvent 

molecules (if applicable) have distorted the geometry of each water molecule in such 

a way that the overall effect is their destabilization. The energy of destabilization of 

water molecules ranges between 0.0 to 0.7 kcal/mol, and sums up to a total of 6.0 

kcal/mol (Table 5.1). The long range influence of one molecule on the bonding 

parameters of another can be understood in two ways: (i) through induction and (ii) 

through the charge transfer effect. Both of these effects cause restructuring of the 

molecular electron density, and hence affect the bonding and geometry of the 

molecule. The induction effect can further be understood as the influence of the 

electric field created by the former on the electronic distribution of the latter. In cases 

where the charge transfer effect is negligible, the long range influence of one 

molecule on the geometry of another can be approximated as the effect of the electric 

field (which would mostly be anisotropic because of the shape of molecules as well as 

the differential distribution of electron density over the molecular space) that is 

created by the former in which the latter is kept and vice versa. Since the magnitude 

of an anisotropic electric field in a given space depends on the distance as well as on 

the direction, different bonds in a molecule in the presence of another may locally feel 

different values of the electric field, which will depend upon the orientation and 

distance of the chosen bond from the neighboring molecule. When there are many 

such molecules (say, solvent molecules) present in the vicinity of one molecule (say 

solute), a bond (in the solute) may be assumed to be kept in the resultant field of 

electric fields created by all other molecules, including distant atoms of solute, which 

may take any value, including zero. Since covalent bonds are believed to be 

comprised of many charge-separated resonance contributors, a covalent species can 

be stabilized or destabilized via minor charge-separated resonance contributors in the 

presence of the external electric field.
31

 Therefore, depending upon the magnitude and 

direction, the resultant electric field created by neighboring molecules may increase or 

decrease the bond dissociation energy of a given bond. Different bonds in the 

molecule will experience different effects (Table 5.1, columns 2-4), which will 

eventually lead to additional stability or instability in the molecule. Since the covalent 
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bonds are stronger and rigid, structural perturbations in such bonds are very limited in 

a weak electric field. 

 

Figure 5.5 The geometry of an isolated cluster of 15 water molecules from the 

optimized dimer-water complex at the COSMO(water)/PBE-D2/TZVP level of 

theory. Color scheme: cyan - hydrogen, pink – oxygen. Bonds with broken lines 

represent hydrogen bonds.  

However, in case of noncovalent bonds, even a small value of the electric field 

may alter the geometry drastically. Owing to the long range effect of electrostatic 

interactions, an electrostatic dominated noncovalent bond, X-H…Y, can also be 

thought to be composed of an assembly of many charged contributors, as shown in 

Figure 5.6. The multi-point electrostatic interactions between two partners can be 

uniquely represented as a two-point electrostatic interaction between a positive and a 

negative equivalent charge when these charges are kept in place of donor and the 

acceptor partners respectively at a separation so that the magnitude and direction of 

the electrostatic interaction remain unchanged. To keep these charges at equilibrium, 

the Pauli repulsion between two charges should also be the same as the actual 

interacting species. Thus a classical hydrogen bond of the form X-H…Y can be 

argued to be the result of the interaction between two representative charged species, 

[X-H…Y ↔ H
+q

p…Y
-q

n] (see Figure 5.6). An electric field acting along this line 

(H
+q

p…Y
-q

n line, the line joining donor and acceptor atoms) will affect the strength of 

this bond significantly. Fields that are applied perpendicular to this line are expected 

to affect the geometry of the system. 

To evaluate the effect of the solvent, it can be assumed that this species inside 

the solvent is surrounded by a shell of solvent molecules. Since every atom of the 

solvent acquires a certain formal charge (that may be represented as a point charge) or 
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a set of charges (in cases where σ- and π-holes may exist) due to the differential 

electronegativity of covalently linked atoms that compose the solvent molecules, the 

collective effect of these charges may produce a local electrostatic field. The direction 

and magnitude of this field may vary in space depending upon the local chemical 

environment, and the structure and local arrangement of the solvent molecules. 

Consequently, the field created by the explicit presence of solvent molecules may 

alter the strength of the hydrogen bond and many other properties of the solutes such 

as the geometry, conformations, and hence the overall stabilization of the solute. It is 

to be noted that a solvent molecule within a solvent or in a solution can be also be 

considered as the solute to see the effect of other neighboring molecules on its 

geometry and energy. What must also be noted here is that the consideration of the 

electric field created by solvent molecules will not account for the entire effect of long 

range electrostatic interactions due to solvent molecules on the energy or stability of 

the hydrogen bonded solutes. The electric field mainly covers the induction effect of 

long range electrostatic interactions. However, the energy of a charged system also 

depends on the interactions with other charged centers, which are not covered in the 

consideration of the equivalent electric field for a given hydrogen bonding unit. 

However, the method that we have proposed based on electrostatic force calculations 

has an upper hand in covering all these effects in a qualitative manner to account for 

the influence of solvent molecules on the strength of a hydrogen bond in the solute. 

 

Figure 5.6 A schematic representation of the electrostatic dominated noncovalent 

interaction between two species H2X and H2Y, which is represented as the multipoint 

electrostatic interaction between atoms at complementary partners; each of them 

acquires a certain formal charge.  
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Table 5.1 Geometrical parameters of an isolated cluster of 15 water molecules from 

optimized dimer-water complex as well as the optimized water molecule at the 

COSMO(water)/PBE-D2/TZVP level of theory. 

 

 

S. 

N

o. 

O-H1 

bond 

length 

O-H2 

bond 

length 

H-O-H 

bond 

angle 

ΔE 

(kcal/ 

mol) 

amount of charge transferred w.r.t. 

single isolated water 

NBO Mulliken Löwdin 

 

 

 

Cluster of 

15 water 

molecules 

isolated 

from 

optimized 

dimer-

water 

complex 

1 0.984 0.984 101.9 0.1 0.05518 0.09871 0.14071 

2 0.974 0.975 104.6 0.0 0.01577 0.03105 0.03785 

3 0.989 0.989 107.2 0.5 -0.01188 0.00063 -0.03859 

4 0.994 1.001 103.0 0.6 -0.03973 -0.05019 -0.09725 

5 0.981 0.990 105.9 0.3 0.00415 0.02242 0.03194 

6 1.009 0.973 105.4 0.7 -0.00247 0.02334 -0.00664 

7 0.981 0.986 105.5 0.2 -0.02594 -0.00715 -0.05012 

8 0.985 0.982 109.3 0.6 -0.04127 -0.0243 -0.09681 

9 0.998 0.991 103.6 0.5 -0.03291 -0.01161 -0.06368 

10 0.973 0.993 105.5 0.3 0.01303 0.00723 0.01004 

11 0.981 0.992 104.1 0.2 -0.0207 -0.02651 -0.05247 

12 0.974 1.000 105.6 0.5 -0.03624 -0.00125 -0.04692 

13 0.992 0.993 106.0 0.6 0.00578 0.02755 0.03667 

14 1.003 0.981 103.6 0.5 -0.01026 0.01979 -0.01581 

15 0.993 0.992 103.8 0.4 0.02559 0.05561 0.08215 

Optimized 

water 

molecule 

 

1 

 

0.973 

 

0.973 

 

103.6 

 

0.0 

 

0.00 

 

0.00 

 

0.00 

ΔE = energy of an water molecule in the dimer-water complex with respect to the 

energy of an optimized water molecule. 

Though this method explains the long range influence of solvent molecules on 

the hydrogen bond strength, its applicability is general and can be employed to 

enumerate the effect of long range electrostatic interactions due to any kind of system; 

and on the interactions that are dominated by electrostatic contributions in general. 

Thus, the geometrical changes due to the long range influence in the 

individual molecules in the dimer-water complex lead to an overall destabilization of 

the system by 37.5 kcal/mol. However, this disadvantage is easily compensated for by 
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the formation of the hydrogen bonds (in total = 33) between water molecules (a total 

of 9, see Figure 5.5) and between water molecules and peptide dimer (a total of 24 

hydrogen bonds have been found between them). The interaction energy (see Section 

2.4 of Chapter 1 for definition) of 9 hydrogen bonds formed within solvent molecules 

has been found to be -41.4 kcal/mol. The interaction energy of the 24 peptide-water 

hydrogen bonds has been obtained to be -133.1 kcal/mol. Therefore, a total 

stabilization of -174.5 kcal/mol has been obtained due to the formation of a total of 33 

intermolecular hydrogen bonds. It must also be noted that several XH (X=N,C)-O 

interactions between peptide and water molecules has also been observed, along with 

the classical hydrogen bonds. The overall effect is the stabilization of the dimer-water 

complex by 136.9 kcal/mol (binding energy = -136.9 kcal/mol, see Section 2.4 of 

Chapter 1 for definition) with respect to the infinitely separated dimer and water 

molecules. It is to be noted here that the optimized geometries have been obtained in 

the dielectric of water to exclusively pinpoint the effect of the explicit solvent 

molecules.  

To obatin the effect of solvent molecules on the hydrogen bond strength, the 

electrostatic force of binding for all hydrogen bonds of the peptide backbone in the 

dimer-water complex has been calculated (Table 5.2). The net contribution from all 

the 15 water molecules towards the electrostatic force of binding for each hydrogen 

bond has been found to be positive, i.e., unfavorable, irrespective of the charge 

analysis schemes (columns 3, 6, and 9 of Table 5.1). This result suggests that explicit 

water molecules weaken the main chain hydrogen bonds of the peptide dimer. To 

further elaborate upon the role of explicit water molecules, we have calculated the 

electrostatic force of binding for each main chain hydrogen bond in the bare dimer 

(Table 5.3).  Table 5.3 suggests that the net force of binding for 8 hydrogen bonds out 

of a total 12 are larger for the dimer-water complex than for the bare dimer (with the 

exceptions being the 4
th

, the 6
th

, the 8
th

 and the 10
th

 hydrogen bonds), and this result is 

consistent with the types of charges being employed. This implies that though the 

explicit contribution from the 15 molecules of water in the dimer-water complex is 

unfavorable, the net effect is still favorable, and it strengthens most of the hydrogen 

bonds. This could be because of the induction caused due to the electric field of 15 

water molecules or the charge transfer effect. To see the amount of charge being 

transferred from the water molecules to peptide or vice versa, see Table 5.1. These 
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effects affect the magnitude of atomic charges, which lead to the electrostatic force of 

binding. 

Table 5.2 The calculated electrostatic force of binding in pN for the main chain 

hydrogen bonds in the optimized geometry of the dimer-water complex when the 

optimization is performed at the COSMO(water)/PBE-D2/TZVP level of theory from 

the crystal structure.  

H-bond 

distance 

(Å) ‡ 

NBO charges Mulliken charges Löwdin charges  

force 

helix 

force 

water 

net 

force 

force 

helix 

force 

water 

net 

force 

force 

helix 

force 

water 

net 

force 

1.797 -876.6 42.7 -833.9 -217.3 18.2 -199.1 -137.0 10.2 -126.5 

1.993 -760.8 53.3 -707.4 -184.5 25.7 -158.8 -119.5 15.0 -104.5 

2.03 -712.9 46.2 -666.7 -157.3 23.7 -133.6 130.3 13.9 -116.4 

1.812 -491.0 16.1 -475.0 -125.0 8.7 -116.6 -96.1 7.2 -88.9 

2.36 -685.0 23.3 -661.8 -186.3 12.8 -173.5 -130.3 8.1 -122.2 

1.834 -319.8 23.1 -296.7 -104.7 10.7 -94.1 -75.4 8.0 -67.4 

1.921 -621.7 17.8 -603.9 -153.7 9.0 -144.8 -98.1 6.2 -91.9 

2.035 -815.8 42.8 -773.0 -231.7 18.0 -213.7 -157.9 11.3 -146.7 

1.889 -493.2 18.0 -475.1 -141.6 9.9 -131.7 -82.3 7.6 -74.7 

1.85 -636.6 10.3 -626.3 -138.4 4.3 -134.0 -82.4 3.1 -79.3 

2.116 -718.7 8.7 -710.0 -181.1 8.4 -172.7 -138.5 4.2 -134.3 

1.846 -404.0 9.7 -394.4 -94.5 6.8 -87.8 -64.2 3.1 -61.1 

helix = contributions from the peptide dimer                                                                                  

water = contributions from 15 explicit water molecules                                                        

net = the vector sum of the forces obtained from peptide and solvent contributions                 

‡ for the water-dimer complex obtained after optimization of the crystal structure 

geometry  

To further ensure the generality of this result, we performed ab initio MD 

simulations on the dimer-water complex at the COSMO(water)/HF/3-21G** level of 

theory with a 0.5 fs time step and at 298.15 K for 3.2 fs. Geometries were analyzed at 

2.55, 2.85 and 3.15 ps for equilibration. The geometry obtained at 3.15 ps was 

optimized at the COSMO(water)/PBE-D2/TZVP level of theory. This new geometry  
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Table 5.3 The calculated electrostatic force of binding for the main chain hydrogen 

bonds of the peptide dimer when optimization is performed at the 

COSMO(water)/PBE-D2)/TZVP level of the theory under three different conditions.  

H-

bond 

length 

(Å) ‡ 

net force (pN) 

(optimized dimer-water 

complex form crystal 

geometry) 

net force (pN) 

(optimized crystal 

geometry in the absence 

of 15 water molecules) 

net force (pN) 

(Optimized dimer-water 

complex after 3.15 ps ab 

initio MD simulation) 

 a b c a b c a b c 

1.797 -833.9 -199.1 -126.5 -539.3 -125.2 -88.3 -577.1 -172.5 -103.1 

1.993 -707.4 -158.8 -104.5 -654.0 -158.4 -120.6 -764.5 -192.5 -128.1 

2.03 -666.7 -133.6 -116.4 -604.4 -162.9 -122.9 -756.5 -186.7 -137.1 

1.812 -475.0 -116.6 -88.9 -477.1 -121.6 -93.3 -682.0 -175.3 -123.7 

2.36 -661.8 -173.5 -122.2 -542.1 -153.7 -98.6 -557.3 -123.6 -76.9 

1.834 -296.7 -94.1 -67.4 -444.3 -140.7 -106.9 -401.1 -114.7 -72.2 

1.921 -603.9 -144.8 -91.9 -522.7 -120.1 -63.8 -640.9 -157.6 -116.3 

2.035 -773.0 -213.7 -146.7 -815.4 -219.9 -167.5 -632.7 -166.0 -110.7 

1.889 -475.1 -131.7 -74.7 -400.5 -118.5 -74.1 -520.8 -139.0 -83.3 

1.85 -626.3 -134.0 -79.3 -702.2 -176.8 -135.4 -516.0 -112.6 -76.2 

2.116 -710.0 -172.7 -134.3 -647.5 -153.2 -104.5 -801.6 -198.7 -142.6 

1.846 -394.4 -87.8 -61.1 -294.6 -83.6 -50.4 -581.8 -176.6 -110.5 

a = the net force obtained from NBO charges                                                                                   

b = the net force obtained from Mulliken charges                                                                                  

c = the net force obtained from Löwdin charges                                                                                

‡ for the dimer-water complex obtained after optimization of the crystal structure 

geometry 

was found to be 4.0 kcal/mol lower in energy than the previous one. Force analysis of 

all backbone hydrogen bonds of the peptide dimer in this geometry of dimer-water 

complex further suggest the positive (unfavorable) contributions from water 

molecules for each hydrogen bond irrespective of the type of charges being employed. 

However, the net attractive force of binding due to the contributions of both, the 

peptide and solvent molecules, has been found to be larger for most of the hydrogen 

bonds consistently with all the three types of charges (9 with NBO and 8 with both 

Mulliken and Löwdin charges), than the bare dimer (see Table 5.3 above). The reason 
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for this stabilization can further be explained in terms of induction and charge transfer 

effects caused due to the electric field of 15 water molecules, and not due to the effect 

of explicit charges on atoms of the solvent in the dimer-water complex. Thus, it can 

be concluded statistically that the explicit solvent molecules enhance the strength of 

main chain hydrogen bonds, in general, in the dimer-water complex that we have 

considered. 

 (ii) The Water Cluster Case. Water is basic to life on the earth. Life originated in 

water. Also, all the vital processes for life happen in the aqueous environment. It has 

been known for decades that liquid water is a network of intermolecular hydrogen 

bonds, which is eventually responsible for the unique properties of water. Several 

quantum chemical studies have been carried out in the past to understand the complex 

structure of liquid water.
11,32-37

 In all of these studies, water has been modeled as a 

cluster of water molecules. The methods that have been used mostly in these studies 

have been Hartree-Fock, density functional theory and perturbation theory. These 

studies have been mostly targeted to obtain the binding energy of different types and 

sizes of water clusters.
32,33

 The effect of shape and size of water clusters on the dipole 

moment,
33

 polarizability,
34

 vibrational spectra,
35,36

 intermolecular charge flow,
34

 

electron density at hydrogen bond critical points
37

 and the cooperativity effect of 

hydrogen bonding
38

 have all been studied in detail in water clusters. Despite the 

extensive list of literature dedicated to understanding the structure of water, no 

explicit conclusions has yet been obtained about the structure of liquid water. This is 

because of the fluidity and dynamics in the hydrogen bonded array formed by the 

water molecules. However, it has been noticed clearly that the arrangement of 

different water molecules around the hydrogen bond acceptor and donor vary locally 

in hydrogen bonded clusters, which lead to the differential strength of hydrogen bonds 

formed between them. Based on the coordination number of hydrogen bond donor 

and acceptor molecules, a total of 36 kinds of hydrogen standard bonds are predicted 

to be present in water when penta-coordination of oxygen and di-coordination of 

hydrogen atoms are excluded.
11

 Lenz and co-workers have studied water clusters up 

to the size of 30 water molecules and categorized some of these hydrogen bonds 

based on the O-H vibrational stretch of the donors.
36

 Tao et al. have studied four 

50mer water clusters and recognized 16 out of 36 hydrogen bonds in them.
11

 They 
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have also organized these hydrogen bonds in the order of their increasing strength 

using the local H-bond stretching force constant.
11

 The coordination pattern of the 

strongest and the weakest hydrogen bonds has been shown below in Figure 5.7(a). 

However, the long range influence of surrounding water molecules on the H-bond 

strength of these hydrogen bonds have not been evaluated in their study. By 

calculating the dipole moment and intra- and intermolecular bond order in water 

clusters Bako and co-workers have shown that the electrostatic effects on H-bonding 

caused by the non-immediate environment in liquid water is important.
38

 However, 

they have not exactly pinpointed the contributions of neighboring molecules on the 

hydrogen bond strength. To understand the actual contributions and long range 

influence of neighboring water molecules on the differential stability of hydrogen 

bonds, we have done a force analysis of the strongest and weakest type of hydrogen 

bonds that have been described by Tao et al. We have optimized all of the four (A-D) 

50mer water clusters reported in their studies at the COSMO(water)/PBE-D2/TZVP 

level of theory. The cluster (cluster D) with lowest energy has been chosen for further 

force analysis. The optimized geometry of this cluster is shown in Figure 5.7(b). The 

strongest and weakest hydrogen bonds have been recognized based on following 

criteria, as described in reference 11 by Tao et al. The strongest hydrogen bond (20-

02): the hydrogen bond donor partner is associated with two more water molecules 

through hydrogen bonding involving the oxygen atom and the acceptor molecule is 

involved in two extra hydrogen bonds through hydrogen atoms. Both hydrogen 

bonded partners in this case are tri-coordinated through hydrogen bonding. One 

hydrogen atom in the donor partner is free from hydrogen bonding, and an 

unstaurated hydrogen bonding space is available at the oxygen atom in the acceptor 

partner (Figure 5.7b).  The weakest hydrogen bond (11-11): both the partners in this 

case are involved in two additional hydrogen bonds involving one each with hydrogen 

and oxygen atoms. One free vacancy for hydrogen bonding is available on both the 

partners: at the oxygen atom on the donor and at one of the hydrogens on the acceptor 

(Figure 5.7b). Three hydrogen bonds of type 20-02 and seven hydrogen bonds of type 

11-11 have been recognized in this cluster. In the force analysis, the hydrogen bonded 

molecules have been considered as a solute while the rest of the surrounding 

molecules have been considered as the solvent for each hydrogen bond type. The 

results of force analysis are summarized in Table 5.4. 
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Figure 5.7 a) The optimized geometry of the 50mer water cluster at the 

COSMO(water)/PBE-D2/TZVP level of theory. b) Schematic representation of 

strongest and weakest hydrogen bonds in 50mer water cluster. Dotted lines in pink 

represent hydrogen bonds of interest; whereas dotted lines in blue color represent 

hydrogen bonding with the immediate environment for the given hydrogen bonded 

water dimer. The acceptor and donor molecules in two cases have been shown in red 

and black colors respectively. 

Contributions from surrounding water molecules for all the hydrogen bonds of 

type 20-02 (strongest) have been found to be negative, i.e., favorable, whereas the 

contributions from the surrounding for the hydrogen bonds of type 11-11 (weakest) 

have been found to be positive (unfavorable) for 4 out of the total 7 cases. This result 

has been consistent with different types of charges being employed. The average 

values of different contributing forces in both of the types have been provided in 

Table 5.4, with the standard deviation inside parenthesis. The contributions from 

water molecules that are directly involved in hydrogen bonding in the 20-02 case have 

been larger (larger negative values) than for the 11-11 case, for all of the hydrogen 

bonds, indicating the role of the charge transfer effect. The charge transfer effect is 

nothing but the covalent contributions. The difference in the values of the forces for 

hydrogen bonded water molecules in two cases can be attributed to the covalent 

contributions to the hydrogen bonding. Our results suggest that the covalent 

contributions in 20-02 should be larger than for the 11-11 case (Table 5.4, column 

“contributions from water complex”, last three rows), which is in agreement with the 

supposition made by Tao et al. They have suggested that the 20-02 is largely covalent 

in nature, while 11-11 is electrostatic. It is worth noting here that the dipole moment 
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Table 5.4 The calculated average electrostatic force of binding in pN for 20-02 and 

11-11 types of hydrogen bonds present in the 50mer water cluster revealing 

contributions from different parts of the cluster, when the geometry was optimized at 

the COSMO(water)/PBE-D2/TZVP level of theory. 

H-bond 

type 

H-bond 

distance 

(Å)  

primary 

interactions 

force 

net Force from 

water dimer  

Force from 

surrounding 

molecules  

net force of 

binding  

 

20-02 

(strongest) 

   1.639 

(0.01) 

a -107.6 (1.52) -37.1 (2.55) -15.8  (4.57) -52.9 (2.39) 

b -38.3 (0.51) -13.5 (0.93) -5.4  (1.32) -18.9 (0.58) 

c -19.9 (0.29) -7.7 (0.64) -2.9  (0.64) -10.6 (0.41) 

 

11-11 

(weakest) 

 

1.794 

(0.02) 

a -90.0 (2.19) -9.9 (8.67) 5.0  (13.64) -4.9 (14.92) 

b -32.1 (1.20) -2.5 (3.81) 2.1 (5.09) -0.3 (6.04) 

c -15.5 (0.30) -0.3 (1.95) 1.1  (2.51) 0.8 (3.14) 

Strongest 

-weakest 

-0.155 a -17.6 -27.2 -20.8 -48.0 

b -6.2 -11 -7.5 -18.6 

c -4.4 -7.4 -4.0 -11.4 

       

a = the net force obtained from NBO charges                                                                                   

b = the net force obtained from Mulliken charges                                                                                  

c = the net force obtained from Löwdin charges                                                                                

Values outside parentheses are average values and inside parenthesis are standard 

deviations for a given type of hydrogen bond 

of a water molecule in a cluster changes even with the addition of water molecules in 

the non-immediate environment from where direct charge transfer is negligible.
38

 This 

suggests that the charges (redistributed in the cluster with respect to the isolated case) 

on the atoms in the water molecules present in the non-immediate environment also 

play a definitive role in determining the properties of water molecules. These long 

range effects cannot be captured by the traditional methods that have been employed 

in understanding hydrogen bonding strength in water clusters. The long range 

contributions of the surrounding water molecules (in the given electronic distribution 

in a cluster) on hydrogen bonds in water clusters can, however, be obtained from our 

method. As described earlier, these forces have been found to be attractive and 

aligned along the hydrogen bonding line for all hydrogen bonds in the 20-02 case. 
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The average value of this force for all hydrogen bonds has been provided in the 

column “contributions from solvent molecules” in Table 5.4.  

Thus, the net force of binding for all hydrogen bonds in the 20-02 case has 

been found to be more negative than the hydrogen bonds of 11-11 type, indicating 20-

02 to be stronger than 11-11, as reported by Tao et al.
11

 

(iii) The Cation-shell Case. Solvated ions are present everywhere: in fresh drinking 

water to the oceans and in biological systems.
39

 Many chemical systems and solutions 

also comprise of solvated ions.
40

 Thus, understanding the solvation of ions and the 

factors that determines their solvation is very important in chemistry and for practical 

applications. The purification of water,
41

 electrochemical applications,
42

 and the 

reactivity or conductivity of ions in a solution
42,43

 all depend on the solvation of ions 

in a given solvent. Differential solvation of ions in different solutions have also been 

exploited in solvent separation techniques.
44

 Different concentric shells of solvent 

molecules are often formed around ions in solution. The energy released in the 

formation of these shells is one of the key factors responsible for the solvation of ions. 

The arrangement of solvent molecules in solvation shells depend on the nature, charge 

and size of the ion as well as on the nature of the solvent. Solvation (hydration) of 

ions inside water is accompanied by the formation of hydrogen bonds between water 

molecules that form different layers of solvent shells. It is thus a question of 

fundamental interest whether solvent molecules from other shells or different water 

molecules from the same shell affect the strength of hydrogen bond that is formed 

between water molecules from two shells. In order to answer this question, we have 

chosen two specific examples for a comparative study. It is reported that the length 

and strength of hydrogen bonds formed between the first and the second shells of 

Mg
2+

- and Al
3+

- cations vary significantly.
12

 To find the contributions of other water 

molecules from the second shell in order to understand this problem, we optimized the 

Mg
2+

- and the Al
3+

-water shells considering water molecules only up to the second 

shell, and did a comprehensive force analysis for the hydrogen bonds in two 

geometries belonging to two different cations. The starting structure for geometry 

optimization of Al
3+

-shells has been taken in reference with the MD simulation results 

reported by Farao et al.
45

 A similar geometry has also been taken as a starting point 

for the optimization of the Mg
2+

-shell. The optimized geometries of these cations 
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shells have been shown in Figure 5.8 below. It has been seen that the water molecules 

in the first shell are coordinated with the cations through covalent bonding in an 

octahedral geometry. However, water molecules of the first shell interact with that of 

the second shell through hydrogen bonding. The hydrogen bond lengths for all the 12 

hydrogen bonds formed between two shells have been listed in Table 5.5. It can be 

seen from Table 5.5 (columns 1 and 6) that the hydrogen bonds formed between the 

first and the second shells of Mg
2+

 cation are significantly larger in comparison to the 

shells for the Al
3+

cation.  

 

Figure 5.8 The optimized geometry at the COSMO(water)/PBE-D2/TZVP level of 

theory of (a) the Mg
2+

-water shell and (b) the Al
3+

-water shell. Color symbols: cyan – 

hydrogen, blue – Mg, maroon – oxygen, magenta – Al.  

The water molecules from the second shell other than the one that is involved 

in hydrogen bonding have been considered as explicit solvent molecules and their 

influence on hydrogen bonds formed between the two shells has been obtained by the 

force analysis. The results from the force analysis (with charges obtained from NPA) 

of all 12 hydrogen bonds in these cation-shells has been provided in Table 5.5. It can 

be seen from Table 5.5 that the contributions from the explicit solvent molecule in 

both of the cases for all hydrogen bonds are repulsive, which indicates that the 

explicit presence of these molecules weakens the hydrogen bond strength. To further 

corroborate this result, we optimized these cation shells removing 11 explicit water 

molecules from the second shell in each of the two cases. The optimized geometries 

for the two cases are shown below in Figure 5.9. It can be observed from Figure 5.9 

that the hydrogen bond distances between the aforementioned shells in two cases 
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decreases significantly, which is in accordance with our results. The hydrogen bond in 

Al
3+

-water shell is closer to a weak covalent bond than a noncovalent bond with slight 

covalent contributions. We have further separated out the contributions from the first 

shell and the cations (Table 5.5, columns 4 and 9) to the overall bonding. 

Contributions from the first shell and the cation in both the cases are significantly 

negative, making the overall force attractive, thereby make these hydrogen bonds 

feasible. It can further be noticed from Table 5.5 that the contributions from the first 

shell of water and the trivalent aluminium cation in the Al
3+

-water shell is much larger 

than the Mg
2+

-water shell. This provides the reason why hydrogen bonds between the 

first and second shells of the Al
3+

-water shell is smaller (and hence stronger) than the 

Mg
2+

-water shell. 

Table 5.5 The calculated electrostatic force of binding for different hydrogen bonds 

revealing contributions from different parts of the Mg
2+

-water and Al
3+

-water shells at 

the COSMO(water)/PBE-D2/TZVP level optimized geometries. 

Solvated Mg cation (forces in pN, NBO) Solvated Al cation (forces in pN, NBO) 

H-

bond 

length 

(Å)  

water 

dimer  

water 

from 

2
nd

 

shell  

1
st

 

shell 

and 

metal  

Net 

force 

of 

binding 

H-

bond 

length 

(Å)  

water 

dimer  

water 

from 2
nd

 

shell  

1
st

 shell 

and 

metal  

net 

force 

of 

binding  

1.747 11.9  11.7  -57.6  -34.0  1.608 -4.1  30.1  -98.6  -72.6  

1.747 11.6  12.0  -57.1  -33.5  1.609 -4.1  30.2  -98.7  -72.5  

1.748 12.1  12.0  -58.4  -34.4  1.608 -4.1  30.2  -98.7  -72.6  

1.748 11.9  12.4  -58.2  -33.9  1.609 -4.1  30.1  -98.6  -72.6  

1.748 12.1  12.4  -58.8  -34.4  1.609 -4.1  30.2  -98.7  -72.6  

1.747 11.5  12.6  -57.1  -33.0  1.609 -4.1  30.3  -98.7  -72.5  

1.748 12.2  12.2  -59.5  -35.0  1.608 -4.1  30.0  -98.5  -72.6  

1.748 11.7  12.8  -58.7  -34.2  1.609 -4.1  30.0  -98.4  -72.5  

1.748 12.1  12.5  -59.2  -34.7  1.609 -4.1  30.0  -98.5  -72.5  

1.747 11.6  12.1  -57.1  -33.5  1.608 -4.0  29.8  -98.3  -72.5  

1.748 12.0  12.4  -58.7  -34.3  1.608 -4.0  30.0  -98.5  -72.5  

1.747 11.5  12.7  -57.5  -33.3  1.608 -4.0  30.0  -98.5  -72.5  
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Figure 5.9 The optimized geometry at the COSMO(water)/PBE-D2/TZVP level of 

theory of (a) the Mg
2+

-water shell and (b) the Al
3+

-water shell. Color symbols: cyan – 

hydrogen, blue – Mg, maroon – oxygen, magenta – Al.  

5.4 Association constant of hydrogen-bonded complexes 

We have shown that the long range secondary electrostatic interactions bestow 

directionality into the electrostatic dominated noncovalent interactions. This effect 

can be estimated in terms of the electrostatic force considering the atoms as point 

charges.
4
 Contributions from the explicit solvent molecules in terms of the net 

electrostatic force exerted by them on hydrogen bonding solutes can also be obtained. 

The derivative of the electrostatic force with respect to a positive test charge is the 

electrostatic field. The field thus obtained can be applied on the molecule to obtain the 

influence of solvent molecules on the hydrogen bonding of solutes. The component of 

the field along the hydrogen bond will exclusively influence the strength of the 

hydrogen bond. Furthermore, the components that are perpendicular to the hydrogen 

bonding plane will affect the geometry of the hydrogen bonded systems. However, 

these geometrical changes may lead to a strain in the molecule and thus affect the net 

stabilization indirectly. However, the electric field calculated thus may not provide 

the exact value of the force for the water molecules when applied to a hydrogen 

bonded solute, as the field is calculated with respect to a test charge whose magnitude 

is different than the actual charge that is present in the system. Theoretical methods 

that are available today provide the electric field employing a reference test charge, 

which may lead to erroneous results. The calculated field-equivalent involving actual 

charges of the system is expected to provide a better force for replacing the solvent 
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molecules in the calculations, provided the charge analysis being employed to obtain 

atomic charges is reliable.  

Once the exact-field equivalent for the solvent is known, the association 

constant of two hydrogen bonding partners can be estimated in the presence of 

explicit solvent molecules, employing the field equivalent of the solvent through the 

following equation. It should be noted here that there is no theoretical method 

available to date that can give an estimate of the effect of explicit solvent molecules 

on the association constant of hydrogen bonded complexes or that can provide 

association constant of partners in the presence of explicit solvent molecules.  

Ks = exp(-ΔGS/RT)                                                                                                    (5.1) 

Where Ks is association constant of a hydrogen bonded complex in the presence of 

the explicit solvent molecules and ΔGS is the free energy of association in the 

presence of explicit solvent molecules, which can be calculated from the following 

equation: 

ΔGS  = ΔGX + ΔGY + ΔGZ  - 2.ΔG                                                                             (5.2) 

Where ΔGX, ΔGY and ΔGZ are the free energies of association when the field-

equivalent for the solvent is applied along X, Y and Z axes respectively, and ΔG is the 

free energy of association in the absence of explicit solvent molecules. The derivation 

of Equation 1.1 is as follows . 

When the free energy of association of hydrogen bonded complexes in absence of 

explicit solvent molecules is ΔG, the association constant K for a hydrogen bonded 

complex in the absence of any external factor is written as,  

K = exp(-ΔG/RT)                                                                                                      (5.3) 

When an external electric field or any other perturbation is applied along a hydrogen 

bond, say along the X-axis 

Kx = exp(-ΔGx/RT)                                                                                                    (5.4) 

Now, ΔGx can be written as the sum of ΔG and the perturbation energy due to external 

factor, say λx. Therefore, Equation (5.4) can be written as, 
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Kx= exp(-(ΔG+λx)/RT)                                                                                        

=>  Kx= exp(-ΔG/RT).exp(-λx/RT)  

=>  Kx= K.K’                                                                                                             (5.5) 

where K’= exp(-λx/RT)  

Similarly, when the external electric field is applied along the Y and the Z axes, the 

respective association constants would be – 

Ky= K.K’’                                                                                                                  (5.6) 

and 

Kz= K.K’’’                                                                                                                 (5.7) 

respectively, where K’’ = exp(-λy/RT) and K’’’ = exp(-λz/RT).  

Therefore, when the electric fields are applied along all the axes, the association 

constant can be written as, 

K=K.K’.K’’.K’’’=(K.K’).(K.K’’).(K.K’’’)/K
2
=Kx.Ky.Kz/K

2 

 =>  ΔGs = ΔGx + ΔGy + ΔGz -2.ΔG,                                                                           

which is the desired equation.  

5.5 Conclusions  

We have shown that the strength of an individual H-bond in multi-hydrogen bonded 

systems can be estimated by computing the electrostatic force of binding along the 

chosen H-bond when the forces are derived from atomic charges. Thus, the influence 

of solvent molecules on hydrogen bonds can also be estimated as the difference in the 

electrostatic force of binding in the presence and absence of solvent molecules. The 

results of the force analysis of hydrogen bonds in three different kinds of systems 

suggest that the mere explicit presence of solvent molecules may affect the H-bond 

strength, which may depend upon the abundance and orientation of the solvent 

molecules. These effects can be seen to be operated by two means: (i) the charge 

transfer and the induction effect of solvent molecules and (ii) the long range 

electrostatic interactions involving solvent molecules.  
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Abstract: Solvent’s influence on reaction barriers has been understood in four basic 

ways, through (i) macrosolvation, (ii) microsolvation, (iii) the proton relay effect and 

(iv) the coordinating effect. A reaction barrier gets altered due to differential 

stabilization of transition state and reactant structures in almost all chemical 

transformations by (i) and (ii), and by direct participation of solvent molecules in a 

few that reduces strain in transition state structures through (iii) and (iv). The major 

reason argued behind differential stabilization of reactants and transition state 

structures (TSs) is the differential charge distribution in them. The effect of 

differential charge distribution has also been seen in the differential stabilization of 

the two structures in an externally applied electric field. Importantly, explicit solvent 

molecules that are present near reaction sites may also create their own local electric 

field, which may then affect the reaction barriers. In this chapter, we have proposed a 

general scheme to enumerate the effect of the electric field created by solvent 

molecules on reaction barriers. We have further shown that a field-equivalent-solvent 

approach may be employed for representing the effect of actual solvent molecules in 

the reaction profile, in order to obtain the activation barriers in the condensed phase. 

The barriers obtained in this field-equivalent of solvent approach by employing our 

method correlate linearly with the barriers obtained in the actual presence of solvent 

molecules for eight sample cases. Although this method has been described by 

employing the field equivalent of solvent molecules, it has general significance and 

can be exploited to compute the effect of any molecule or molecular fragment on the 

barrier heights in terms of their corresponding field-equivalent in QM calculations.  

6. 1 Introduction 

All homogeneous in vivo or in vitro reactions happen in a solvent environment. The 

presence of a specific solvent environment has been found to be critical for the 
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occurrence of a number of chemical transformations.
1-10

 It has been shown that the 

solvent does not merely act as a spectator or just a medium, but also takes part 

actively in many chemical transformations.
3-9

 It has also been reported that the 

presence of a specific solvent and its coordination in specific arrangements induces 

stereoselectivity.
12

 Moreover, the existing literature elucidates four basic features of 

the solvent that can affect the reaction barrier: (i) macrosolvation or the bulk solvation 

or the polarity effect,
1
 (ii) microsolvation or the noncovalent bonding effect,

11,13
 (iii) 

the proton relay effect of polar protic solvents
12,14

 and (iv) the coordinating effect of 

organic or basic solvents
15-16

 (see Figure 6.1). A reaction barrier gets affected due to 

differential stabilization of the transition state and reactant structures by (i) and (ii), 

and by direct participation of solvent molecules that reduces strain in transition state 

structures (TSs) through (iii) and (iv). Conditions (i) and (ii) are common to almost all 

kinds of reactions happening in homogeneous environments. However, the last two 

effects are restricted to only a few specific cases. The major reason argued behind 

differential stabilization of reactants and TSs via (i) and (ii) is the differential charge 

distribution of atoms that are part of the reaction coordinates in the given reaction. 

Effects (i) and (ii) have been suggested to be captured in quantum chemical 

calculations by the cluster continuum model that employs geometry optimizations in 

solvent continuum with explicitly added solvent molecules.
17 

However, this model is 

lengthy and has many flaws in its implementation, in comparison to actual solvent 

systems in full QM calculations. For example, consideration of a rigid shell of solvent 

molecules (which is often formed due to covalent coordination of the solvent 

molecules with cations) covering the reactants or TSs may not be true in cases of 

uncharged or diffused charged systems. Thus, determining the appropriate number of 

solvent molecules to be considered in implementing this model for a given reaction is 

a tedious task. Even in the cases where a rigid cluster of solvent molecules 

surrounding the reacting species may be obtained, the long range electrostatic 

influence of weakly coordinated solvent molecules (with reacting species) on the 

reaction barriers may not be captured employing this model. More importantly, a 

complete shell of solvent molecules cannot be employed to a large or moderate size 

molecular system in QM calculations. The intermolecular interactions and the large 

conformational space of larger solvent clusters add further complications in 

implementing this model to the real chemical systems. Furthermore, the unresolved 
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structure of the solvent in a given condition of reaction put in additional practical 

difficulties for the successful exploitation of this model.  

 

Figure 6.1 Different roles of solvent in determining the reaction barrier: a) effect of 

solvent polarity, b) effect of microsolvation through noncovalent bonding, c) the 

proton relay effect involving the polar protic solvent and d) the coordinating effect of 

the aromatic solvent. Colour representation: black – carbon, pink – oxygen, green – 

nitrogen, cyan – hydrogen, Corn silk – Iron, Blue – aluminium. The dotted blue line 

represents the hydrogen bond and the dotted red line represents bonds that are part of 

the reaction coordinate. Hydrogen atoms that are not the part of the transition state 

and the hydrogen bonding solvent are omitted for the sake of clarity.  

The effect of long range electrostatic influence on reaction barriers can also be 

correlated to the reactions that are performed exclusively inside molecular cages.
18

 

Furthermore, the secondary coordination spheres of enzyme active sites that are liable 

to exert long range electrostatic influence have been found to be extremely important 

in enzyme catalysis.
19

 It has been seen in bio-mimetic reactions, in particular in 

metalloenzymes, that a mimic of only active sites of enzymes leads to poor reactivity 

and selectivity.
20

 Different approximate approaches such as quantum 

mechanics/molecular mechanics (QM/MM),
21

 quantum chemical cluster approach,
22

 

empirical valence bond (EVB) approach
23

 have been developed and employed for the 

quantum chemical modelling of enzymatic reactions in order to capture the long range 

electrostatic influence and steric effects. Another important method that has been 

reported that  deals with the enhanced efficiency of QM calculations of larger 

molecular systems is the molecular tailoring approach.
24

 However, all of these 

approaches are approximate and apply full QM calculations on only small model 



  

Chapter 6 

P a g e | 143  
 
 

systems, with the additional disadvantage of their having no accurate partitioning or 

truncations schemes. The two basic advantages these methods offer in taking a whole 

molecular system or a bigger model system over small models are the improved 

treatment of steric and the electronic effects. It is to be noted that the electronic effect 

in non-conjugated systems is nothing but the electrostatic effects. Considering the 

popularity and importance of the aforementioned methods, it is apparent that the long 

range electrostatic influence of distant substituents on reacting species and/or catalyst 

or the explicit solvent molecules on rate determining barriers (RDBs) are of general 

and practical significance. Herein, we have proposed an alternative approach to 

account for the long range influence of distal substituents or the explicit solvents 

molecules on the barrier heights of a given chemical reaction.  

Since the charge distribution of atoms (particularly those atoms that are part of 

reaction coordinates) in reactants and TSs vary, their response in the externally 

applied electric field will also differ, which may lead to discrimination in the 

stabilization of the two structures depending upon the orientation and the magnitude 

of the applied field. Recently, electrostatic catalysis had attracted significant 

attention.
25

 For both chemical and biological systems and for a wide range of 

chemical transformations, it has been shown that the applied external electric field 

indeed affects the reaction barriers.
25

 This point has been illustrated employing both 

experimental as well as the computational approaches.
25-26

 This fact has lead to the 

central aspect of our approach: since atoms in solvent molecules acquire certain 

electric charges, they may create their own local electric field whose magnitude and 

orientation may vary point to point in the reaction site. Thus, different bonds in 

reactants and TSs may feel different values of the electrostatic field, and hence will be 

stabilized differently, which will eventually be reflected in the barrier heights 

obtained in the presence of solvent molecules. The same can also be obtained by 

determining the electrostatic field that is applied by the solvent molecules (field-

equivalent-solvent) on the bonds that undergo charge redistribution during the 

reaction. The electrostatic field effect created by solvent molecules may be 

understood in terms of the long range electrostatic interactions, as the multipoint 

electrostatic interactions show directional behaviour.  

Also, as described earlier, including actual solvent molecules brings multiple 

additional effects and hence complexity into the calculations that need to be taken 
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care of, addressing which may make the QM calculations unreasonably slow and 

expensive. In this theoretical and computational study, we have proposed a method to 

bypass the multivariant effect of the actual solvent molecules with only one variable, 

i.e., replacing actual solvent molecules with their field-equivalent in the quantum 

chemical calculations. Geometry optimizations applying field equivalent of solvents 

and the implicit solvent model together are proposed to provide a better picture of the 

solvent effect as compared to the existing solvent models. The field-equivalent-

solvent in this study has been obtained along all the bonds that are part of the reaction 

coordinates, as all bonds may feel their own unique field equivalent in the given 

solvent. The method that has been employed to obtain the field-equivalent-solvent 

along reaction coordinates has been described in the “Field-equivalent-solvent” 

subsection of “Theoretical Background” section. Thus obtained field-equivalent-

solvents along different reactions coordinates may be applied along corresponding 

bonds to obtain the corresponding barriers employing full QM calculations. Then, the 

net barrier in the field-equivalent-solvent may be obtained by the following Equation 

(a detailed description and the proof of the Equation has been provided in the “Barrier 

in field-equivalent” subsection of the “Theoretical Background” section): 

 ‡ ‡ ‡ ‡ ‡

1 2 1 .s nG G G G n G                                                                 (6.1)                

Where ‡

sG is the net barrier in field-equivalent of solvent, which corresponds
 
to the 

barrier in presence of the actual solvent molecules; ‡

1G , 2

‡G , …, ‡

nG  are 

barriers when corresponding field-equivalent-solvents have been applied along 

different bonds that are part of the reaction coordinates; 
‡G  

is the barrier in the 

absence of explicit solvent molecules and their field-equivalent, and n is the number 

of bonds that are part of the reaction coordinates for a given reaction. A linear 

correlation between the net barriers obtained in the field-equivalent-solvent and the 

barriers obtained in the presence of the actual solvent molecules have been obtained 

for eight sample cases. This indicates that the quantitative trend has been maintained 

in the barriers heights and thus the method can be synergised with the implicit solvent 

model to account for the solvent effect in a more accurate way in the actual practical 

applications employing QM calculations. Although this method has been described 

estimating electric field effects of explicit solvent molecules, it has a general 
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significance and can be exploited to compute the effect of any molecule or molecular 

fragment on the barrier heights in terms of their corresponding field-equivalent 

employing full QM methods. For example, in cases such as enzyme catalysis where it 

has been proposed that the electric field created by the protein environment affect the 

rate and the selectivity of the reaction, this method would be very relevant and 

significant. Therefore, this method can be employed in conjunction with the Quantum 

Chemical Cluster approach for an improved treatment of electronic and steric effects 

of enzymatic reactions.  

This long range electrostatic effect of explicit solvent molecules has not been 

effectively included in the available implicit models of the solvent.
27-29

 The solvent 

models such as COSMO-RS (conductor like screening model for real system)
28

 and 

mean field theory of solvent
29 

addresses this issue only to a certain extent. Therefore, 

the current approach represents a significant advance in the modelling of distal 

electrostatic effects. 

6.2 Computational Details  

All the DFT calculations, until unless mentioned specifically, were carried out at the 

M06-2X/6-31G** level of theory
30

 using the Gaussian 09 suite of quantum-chemical 

programs.
31

 All the QM calculations, for all the geometries of reactants and transition 

states (in both presence and absence of explicit solvent molecules), have been 

performed in the solvent phase employing Conductor like Polarization Continuum 

Model (CPCM).
32

 The solvent systems that have been considered in this study are 

water (ε = 78.3553), DMSO (ε = 46.826), methanol (ε = 32.613) and toluene (ε = 

2.3741). The optimized reactants geometries for all the reactions, in the presence or in 

the absence of explicit solvent molecules, have been obtained by keeping all reactant 

molecules in one structure. Only the rate and selectivity determining steps for all the 

chosen reactions have been considered to illustrate our approach, which accounts for 

the long range influence of solvent molecules on reaction barriers.  It has been 

assumed that the bonds that undergo electronic redistribution in the transition state 

will only be influenced by the charges on the atoms of the explicit solvent molecules. 

Therefore, all the bonds that undergo physical changes during the course of reaction 

due to redistribution of electron density or electric charges (i.e., the bonds that are part 
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of the reaction coordinate) have been considered in the force analysis. However, it is 

worth noting that all the bonds in the reactants and transition states are liable to get 

affected by the long range electrostatic influence of solvent molecules, but the bonds 

that do not undergo any changes during the course of the reaction will get affected 

equally (or nearly equally) in the reactant and the transition states (provided that the 

relative position of the solvent molecules in the two structures are the same), and 

hence will not alter the reaction barrier. Therefore, the bonds that are not part of the 

reaction coordinates have not been considered for force analysis investigating the long 

range electrostatic influence of the solvent molecules.  

In order to estimate long range electrostatic influence of solvent molecules on 

the reaction barriers, all of the selected bonds have been considered to be made up of 

two subsystems. The NBO
33

 charges have been used to calculate the net electrostatic 

force experienced by each subsystem related to a chosen bond in a molecule (or a line 

along which a new bond is going to be formed between two reactant molecules in the 

transition state). The electrostatic force on each fragment (or subsystem) of a chosen 

bond due to the other fragment of the same bond or the other molecules in the vicinity 

has been calculated along that chosen bond. The magnitudes of the forces for any 

fragment or subsystem belonging to any chosen bond has been calculated employing 

the dielectric constant of the same solvent (as per Coulomb’s Law) that has been 

employed in the QM calculations of that system. The procedures described in Chapter 

5 to obtain the electrostatic force of binding for hydrogen bonded complexes have 

been applied here as well in order to obtain the net electrostatic forces corresponding 

to every subsystem that represent the aforementioned bonds most appropriately. Two 

different variants of the code have been employed for the force calculations for bonds 

in acyclic and cyclic systems. This point has been explained in detail in the next 

section. The forces experienced by different fragments of all the chosen bonds have 

been employed for the calculation of the corresponding field-equivalent-solvent, 

which have further been employed to compute the corresponding barriers. These 

barriers have then been utilized to obtain the net barrier (according to Equation (6.1)) 

in the field-equivalent-solvent, which corresponds to the barrier in presence of actual 

solvent molecules. This approach has been described in detail in the following 

section. 
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6.3 Theoretical Background 

In order to estimate the long range electrostatic influence of explicit solvent 

molecules, we have introduced the concept of the field-equivalent-solvent. The 

electrostatic forces experienced by each subsystem belonging to a selected bond, in 

the presence and absence of explicit solvent molecules, for a given set of reactants in 

a given reaction, have been used for the computation of the field-equivalent-solvents, 

and this procedure has been applied for all the bonds that belong to reaction 

coordinates in a chosen chemical reaction. In principle, the field-equivalent-solvent is 

the electric field, which is when applied in absence of solvent molecules, exerts the 

same force (of same magnitude and direction) on the given subsystem that had been 

exerted by the explicit solvent molecules. Thus, the field-equivalent-solvent has been 

proposed to be used as a proxy to obtain the long range influence of solvent molecules 

on reaction barriers without considering the solvent molecules explicitly in the 

calculations. A detailed description of the field-equivalent-solvent and how it may be 

calculated and implemented in the calculations for different bonds in different 

conditions of bonding for any given chemical transformation has been provided in 

subsequent subsections.  

6.3.1 Field-equivalent-solvent 

The field-equivalent-solvent has been defined here as the electric field, which when 

applied will create the same effect on the barrier that is created by the actual solvent 

molecules. It is very important to note here that the field-equivalent-solvent is 

different from the actual electric field created by the solvent molecules along a chosen 

bond. An electric field due to a charged particle at any point in space is conceptually 

defined as 

 
0

0

lim 0 FE q
q

    
 

                                                                                             (6.2) 

where F is the electrostatic force experienced by a reference positive point test charge 

0q under the condition 0 0q  . In the current scenario, the electrostatic force F  

exerted by the solvent molecule on the reference positive point test charge 0q at the 
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bonding points (positions of the atoms that make the bond), would be considered for 

the calculation of the electric field E . When this E will be applied along a chemical 

bond, the subsystems belonging to that bond, say each having equivalent charge eq , 

will experience the force 0.( )eq F q , which is different from the actual force (which is 

F ) applied by the solvent molecules on the subsystems, and hence will lead to a 

different amount of stabilization to that bond. Thus, E cannot be applied as a proxy 

for the actual solvent molecules. It must also be noted here that the available quantum 

chemical softwares provide the values of E at different points in a given geometry. 

The field-equivalent-solvent for a chosen subsystem belonging to a bond in a given 

system is, however, defined in this study as,  

e
e

FE
q

                                                                                                                   (6.3) 

so that when eE is applied on the subsystems, it will exert the force .e eq E F on 

them, which is the same force that had been applied by the actual solvent molecules. 

However, there is no exact way to calculate the field-equivalent-solvent. Herein, we 

have proposed an approximate approach to calculate the field-equivalent-solvent for 

every chosen bond that belongs to the reaction coordinate for a given chemical 

reaction.  

In order to calculate the field-equivalent-solvent specific to a bond, each bond 

has been considered to be made up of two subsystems, which have been joined 

together by this bond. It has been considered that any alteration in the electrostatic 

force experienced by these subsystems due to the presence of explicit solvent 

molecules or any external factor (say, the electric field) will lead to a change in the 

bond length, and hence the relative stabilization of that bond. Based on the structure 

of the reacting molecules, there could be two possible situations in which any chosen 

bond (whether it is already existing in any of the given reactants or going to be 

formed for the first time in the transition state structure during the course of the 

product formation) may be present: (i) the bond is part of a cyclic ring or (ii) the bond 

is not a part of any cyclic ring. This point has been illustrated in Figure 6.2 below. 

The reaction between a proline enamine (an intermediate in the proline catalyzed 
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asymmetric Aldol reaction) and benzaldehyde has been considered here for this 

purpose. Figure 6.2a showcases the direction in which the electron density gets 

polarized during the course of the reaction, which elucidates the fact that the bonds 

are part of the reaction coordinate in the enamine intermediate. Figure 6.2b and 6.2c 

showcase the specific examples of bond type (ii) and (i) respectively in the enamine. 

As illustrated in Figure 6.2b, identifying subsystems in situation (ii) is easy and they 

can be obtained by recognizing two groups (present at either side of the bond) that 

make this bond. This situation resembles the type of the hydrogen bonded systems 

that have been shown in Figure 5.3b of Chapter 5. However, identification of two 

subsystems in situation (i) is not trivial. In order to obtain the two subsystems for a 

bond that is a part of a cyclic ring in a reacting species, the strategy that has been 

applied here is to divide the entire molecular space of that reactant into three regions 

by drawing two parallel planes that are perpendicular to this bond and that pass 

through two atoms that make this bond, as shown in Figure 6.2c. This situation 

resembles the type of hydrogen bonded system that has been shown in Figure 5.3a of 

Chapter 5. The two outer regions have been considered as the two subsystems in this 

case (Figure 6.2c). This is because any perturbation in the electrostatic force 

experienced by atoms of these two regions due to external effects will directly lead to 

a change in the binding parameters of the related bond, which is represented by these 

subsystems. It has been assumed that the perturbation in the electrostatic force 

experienced by atoms in the middle region due to external factors will not directly 

lead to any change in the binding parameters of the bond type (i), until unless the 

external parameters do not lead to a change in the value of atomic charges. The 

electrostatic effect of all the atoms that fall in the middle region on the bonding 

parameter of (i) has been, therefore, included in calculation of the net force 

experienced by the two subsystems while calculating the field-equivalent-solvent for 

this bond, as an atom of this region will also be interacting with atoms of the two 

outer regions in a given geometry. It has been considered that there will be mutual 

electrostatic interaction between every atom of subsystem 1 with every atom of 

subsystem 2, in both, in the presence as well as in the absence of the explicit solvent 

molecules. Notably, mutual electrostatic interactions within subsystems for any bond 

type have not been considered for the calculation of the field-equivalent-solvent, as 

these interactions may not affect the stabilization of the chosen bond. The rest of the 
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neighboring molecules (or the atoms in the middle region of bond type (i)) may 

interact simultaneously with the atoms of both the subsystems, and, hence, may affect 

the electrostatic stabilization of the chosen bond. Therefore, electrostatic interactions 

due to atoms of neighboring systems, whenever present, have been accordingly taken 

into account while calculating the net binding force experienced by subsystems along 

the chosen bond in a given scenario. A schematic explanation of the bonds that 

undergo changes and hence constitute the reaction coordinate has been provided in 

Figure 6.2d with the example of the self-dehydration of the carbonic acid. Bonds 1, 2, 

3 and 4 in Figure 6.2d are the part of the reaction coordinate.  

Once the subsystems related to every bond belonging to the reaction 

coordinate have been identified for both the reactants as well as the transition state 

structures, the field-equivalent-solvent for every subsystem and subsequently for 

every bond can be calculated as per the following procedure. The field-equivalent-

solvent of a bond is nothing but the net field-equivalent-solvent along that bond, 

which may be calculated by taking the average value of the field-equivalent-solvent of 

the two subsystems that represent this chosen bond.  

 

Figure 6.2 Schematic illustration of: a) the direction of electron density flow in 

enamine during the reaction with benzaldehyde, revealing the bonds that are part of 

the reaction coordinate in enamine, b) two subsystems related to a bond in a reactant 

species that is not the part of the cyclic ring, c) two subsystems related to a bond in a 

reactant species that is a part of the cyclic ring; m and n represent two perpendicular 

planes passing through two extreme points of this bond, and d) bonds that are part of 

the reaction coordinate in the self-dehydration reaction of carbonic acid. 
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Let us consider that the electrostatic force experienced by subsystems 1 and 2 

along a chosen bond in the absence of explicit solvent molecules are 1F  and 2F

respectively, and the forces experienced by these subsystems in the presence of 

explicit solvent molecules along the same bond are 
'

1F  and 
'

2F  respectively. It is now 

clear that the difference of these forces in the presence and in the absence of solvent 

molecules on each subsystem along the chosen bond will be the contributing force 

from the solvent molecules in the given orientation of the solvent. It is to be noted that 

the values of 
'

1F  and 
'

2F  may change in a different orientation of the solvent 

molecules, since electrostatic force is a directional quantity. Thus, 
'

1 1F F  will be the 

net force applied by the solvent molecules on the subsystem 1 along the chosen bond 

in a chosen orientation of the solvent molecules. Similarly, 
'

2 2F F  will be the net 

force applied by the solvent molecules on the subsystem 2 along the chosen bond in 

that same orientation of the solvent molecules. Now, if we know the equivalent 

charges of the subsystems, we will easily get the field-equivalent-solvent for them by 

the help of Equation (6.2).  

The problem that arises here is how the equivalent charge that will represent 

the electrostatic interactions of the entire subsystem will be obtained. It is reasonable 

to assume here that the charges on the atoms that do not take part in the reaction 

remain unchanged or change by a very nominal amount in the transition state 

structure. If we keep the orientation of the solvent molecules in the reactant and 

transition state structures fixed, the interactions of these charges with the solvent 

molecules will not differ significantly in the reactant and the transition state 

structures. Even the induction or charge transfer effects of the solvent molecules will 

perturb these charges by almost the same amount in the two structures and their 

mutual interactions with the solvent molecules almost be the same in the two 

structures, provided that the distance of these atoms from the solvent molecules 

remain unchanged, which can be ensured by keeping the solvent’s orientation fixed in 

the two structures. Thus, the interactions of these charges with the solvent molecules 

will, in principle, not lead to differential stabilization of the two structures. However, 

the atoms that undergo charge rearrangement in the transition state structure will 

experience differential electrostatic influence of solvent molecules in the reactant and 

the transition state structures. These atoms are the ones that are part of the reaction 
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coordinate. Therefore, atoms that constitute the selected bond for which field-

equivalent-solvent has to be calculated are the most significant. The charges on these 

atoms have been considered in this study as the equivalent charges of the respective 

subsystems, which belong to a chosen bond. Let us consider now that the charge on 

these atoms in the subsystem 1 and 2 in the absence of solvent molecules are ,1eq  and 

,2eq respectively. Since we want to estimate the electric field effect of solvent 

molecules as an external perturbation, the charges on these atoms in the absence of 

water molecules have only been considered for both reactants and the TSs. Now, the 

field-equivalent-solvent 
,1eE and 

,2eE for subsystem 1 and 2, according to the Equation 

(6.2), will be 
'

1 1 ,1eF F q and 
'

2 2 ,2eF F q respectively. The field-equivalent-solvent 

of the chosen bond then can be obtained as  ,1 ,2
2e eE E . 

The electrostatic force of binding for the subsystems joined together by a bond 

type (ii), as described earlier in Figure 6.2b, have been calculated using the procedure 

that has been applied to calculate the binding force for the hydrogen bonded systems 

where the hydrogen bonding partners are easily recognizable, like for the case of the 

water dimer (please see Figure 5.2 of Chapter 5 for the algorithm of the code). While 

the electrostatic force of binding for the subsystems belonging to bond type (i) (see 

Figure 6.2c), have been calculated employing the procedure that has been applied for 

calculating the binding forces for hydrogen bonds in the peptidic systems (please see 

Figure 5.1 of Chapter 5 for the algorithm of the code). To compute the magnitude of 

the net force on each subsystem, the vector sum of electrostatic forces experienced by 

each atom of this subsystem due to all the other atoms of the entire system along the 

bond joining the other subsystem, has been considered. This procedure has been 

followed uniformly for all geometries of reactants and transition state that have been 

obtained in the presence or in the absence of the explicit solvent molecules. 

6.3.2 Barrier in field-equivalent-solvent 

Having obtained the field-equivalent-solvent corresponding to each bond that belongs 

to the reaction coordinate of a given reaction, the question that comes next is how to 

apply this concept to obtain the net barrier in the field-equivalent-solvent, which will 

correspond to the barrier in the actual presence of solvent molecules. It is important to 
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note here that the field-equivalent-solvent is, in reality, an electric field, whose 

dimension and other properties are exactly same to that of the electric field. The only 

difference between the electric field and the field-equivalent-solvent is in the way 

they are calculated, which leads to a difference in their magnitude for a given bond. 

Therefore, the field-equivalent-solvent is the electric field, whose magnitude is 

different in comparison to the actual electric field created by the solvent molecules 

along a chosen bond. Thus, in the subsequent studies, we have applied the electric 

field having magnitude equal to the field-equivalent-solvent along the bond for which 

it has been calculated. This field has been applied to both reactant as well as in 

transition state geometries for the bare (in absence of solvent) case, in fresh QM 

calculations, in order to obtain the barrier in the field-equivalent-solvent. This 

procedure has been repeated for all the bonds that belong to the reaction coordinate in 

a given reaction in order to obtain the corresponding barriers in the field-equivalent-

solvent of each bond. Now, these barriers in the field-equivalent-solvent 

corresponding to every bond in the reaction coordinate have been applied in Equation 

(6.1) to obtain the net barrier in the field-equivalent-solvent. 

The proof of Equation (6.1) is really simple, which is as follows -   

According to the Eyring-Polanyi Equation, the rate constant k  of a chosen reaction in 

bare conditions can be written as, 

‡( ). /  k C exp G RT                                                                                                (6.4) 

where 
‡G is the free energy barrier in the bare condition. 

Let us consider that the barrier becomes ‡

1G when an external perturbation (say an 

electric field) is applied exclusively along one of the bonds that is part of the reaction 

coordinate. Then the rate constant 1k for this case can now be written as,  

 ‡

1 1( ). /k C exp G RT                                                                                             (6.5)                               

Now, 
‡

1G  can be written as the sum of 
‡G and a perturbation energy, say 1 , for this 

case. Therefore, 1k can now be rewritten as 
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‡

1 1( (. /) )k C exp G RT   
       

                                                                            (6.6) 

which on further simplification becomes 

‡

1 1( ) ( ). / . /k C exp G RT exp RT    

1 . ’k k k                                                                                                                 (6.7) 

where 1( )’ /k exp RT   

Similarly, when an external perturbation is applied exclusively along another bond of 

the reaction coordinate, the obtained rate constant 2k can be written as, 

2 . ’’k k k                                                                                                                   (6.8) 

where 2(’’ / )k exp RT   

When a perturbation will be applied exclusively along n
th

 bond belonging to the 

reaction coordinate, the rate constant nk be  

. ’n

nk k k                                                                                                                   (6.9) 

where ( )’ /n

nk exp RT   

Similarly, when n number of external perturbations are applied simultaneously along 

n number of bonds that are part of the reaction coordinate, the net rate constant sk , 

which is the net rate constant in field-equivalent-solvent in the current scenario, can 

be written as, 

  . ’. ’’ . ’n

sk k k k k                                                                                                   (6.10) 

Putting values of rate constants in Equation (6.10) from previous equations 

       1 . ’ . . ’’  . ’ /n n

sk k k k k k k k                                                                          (6.11) 

  1

1 2

( )  . / n

s nk k k k k     
                                                                                      (6.12)  
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‡ ‡ ‡ ‡

1 2

1 ‡

  . / . / . . / . /

/

( ) [ ( ) ( ) ( )

( ). 1 /

s

n

nC exp G RT C exp G RT C exp G RT C exp G RT

C exp n G RT

      

 
 

 ‡ ‡ ‡ ‡ ‡

1 2 1 .s nG G G G n G                                                             (6.1) 

which is the desired Equation.  

In the derivation of Equation (6.1), the external electric field (field-equivalent-

solvent) specific to a chosen bond have been considered to be applied exclusively 

along that bond. However, this condition cannot be ensured in a chemical system, as 

all the bonds that are part of the reaction coordinate are not perpendicular to each 

other. Therefore, when an electric field is applied along a bond, its component along 

other bonds will come into the effect as well, which will lead to an error in the 

calculation of net barrier in field-equivalent-solvent. In order to minimize this error, 

the strategy that has been employed in this study has been to find the principle 

reaction coordinate. The principle reaction coordinate is identified as the bond that 

undergoes the maximum amount of stabilization (relative stabilization of the bond in 

the transition state with respect to the reactants) or destabilization per unit of the 

electric field, which has been calculated as difference in barriers (in field-equivalent-

solvent of a chosen bond and bare case) divided by the field applied along that bond. 

A component of electric fields applied along the rest of the bonds of the reaction 

coordinate have been calculated along this bond and have further been applied along 

this to get the related barriers, which have further been applied together in equation 

(6.1) to get the net barrier in the field-equivalent-solvent.  

6.4 Results and Discussion 

In this theoretical and computational study, we have aimed to estimate and quantify 

the impact of the long range electrostatic influence of explicit solvent molecules on 

the rate determining barriers (RDBs). As long range electrostatic interactions have 

directional property, their effect on the reaction barriers have been considered in the 

form of field-equivalent-solvent that is created by the solvent molecules on all the 

bonds that belong to the reaction coordinate for a given reaction. Depending upon the 

orientation of the solvent molecules, different values of field-equivalent-solvent may 
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be experienced by different bonds in a given reaction. Hence they will get 

differentially stabilized in the presence of solvent molecules. The bonds that do not 

undergo charge reorganization will attain the same extent of stabilization in the 

transition state as well as in the reactant structures, provided that the orientation of the 

solvent molecules do not get changed in the reactant and the transition state structures. 

All the bonds that undergo charge reorganization in the transition state will attain 

different amount of stabilization for the transition state and reactant structures, which 

will lead to differential stabilization of the two structures, and hence will alter the 

reaction barrier. The net barrier obtained in the presence of the explicit solvent 

molecules includes this directional (long range electrostatic) influence of the solvent 

molecules, whose magnitude and direction may vary from point to point in the 

molecular space of the reacting species. If the above hypothesis is true, the barriers 

obtained in the explicit solvent molecules should have some directional dependence, 

which can be obtained by varying the orientation of solvent molecules, while keeping 

it fixed for the corresponding reactant and transition state structures. In order to 

examine this hypothesis, we have chosen six different kinds of reactions, where 

different solvent systems have been employed. Reactions with different solvent 

systems have been chosen specifically to verify the generality of the directional 

influence of the solvent. The reactions that have been chosen belong to two different 

classes of catalysis: (i) organocatalysts and (ii) organometallic catalysts. Overall, four 

different kinds of reactions in four different solvent systems have been considered: (i) 

the proline catalysed Aldol reaction in DMSO, studied by Hauk and co-workers,
34

 (ii) 

the histidine catalysed Aldol reaction in water, studied by Hauk and co-workers,
35

 (iii) 

the proline catalysed Michael addition reaction in methanol, studied by Patil et al.
12

 

and (iv) the hydrogen insertion step in the hydroformylation reaction in toluene, 

studied by Dangat et al.
36

 The optimized transition state geometries pertaining to all 

six cases in the absence of solvent molecules have been shown in Figure 6.3 below. 

For all of these cases (except one for which a smaller sample space has been searched 

due to a very small reaction barrier in the bare condition, 3.0 kcal/mol) we have 

obtained more than 20 structures of transition states and reactants by varying the 

orientation and the number of the solvent molecules, while keeping these variants 

fixed for every pair of transition state and reactant structures. Only a slight distortion 

in the position and orientation of the solvent molecules in the transition state and the 
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corresponding reactant structure have been observed for all the chosen cases, which is 

inevitable because of the difference in the compactness of the two structures. The 

transition state structures are generally more compact for all the intramolecular 

reactions. All the calculations for every case have been carried out employing the 

CPCM implicit solvent model under the influence of the dielectric constant of the 

corresponding solvent system for every reaction. It is very important to note that only 

the rate and selectivity determining barriers for these cases, which have been already 

reported employing full QM calculations, have been considered. A range of different 

values of barriers have been obtained for each of the selected cases, which has been 

summarized briefly in Table 6.1. The entire landscape of reaction barriers for the case 

shown in Figure 6.3d have been provided in Table 6.2 on two different levels of 

theory. The difference in the highest and the lowest values of the barrier for all of 

these cases have been found to be more than 4 kcal/mol (last column of Table 6.1), 

 

Figure 6.3. The rate and selectivity determining transition state geometries for six 

different reactions that have been considered in this study, to look into the effect of 

the orientation and the number of the solvent molecules in the first coordination shell 

on the barrier height. The geometries for (a) to (e) have been obtained at the 

CPCM(solvent)/M06-2X/6-31G** level of theory and for (f) at the 

CPCM(solvent)/M06/6-31G** level of theory, since (f) contains the rhodium atom in 

its structure. The solvents for (a) and (b), (c) and (d), (e) and (f) are water, DMSO, 

methanol and toluene respectively. The rate and selectivity determining transition 

state structures have been taken from previous QM studies by different groups. 

Colour representation: black – carbon, cyan – hydrogen, pink – oxygen, green – 

nitrogen, yellow green – phosphorus, blue – rhodium, dotted blue lines – hydrogen 

bonds, and dotted black lines – bonds representing the transition state. Hydrogen 

atoms that are not involved in hydrogen bonding or the transition state have been 

removed for the purposes of clarity.  
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Table 6.1 A brief summary of DFT calculations for the rate and selectivity 

determining step of six different chemical reactions that have been chosen for the 

evaluation of the effect of orientation and the number of the solvent molecules in the 

first coordination shell on the rate and selectivity determining barriers. 

Reaction specification bare lowest highest highest-

lowest 

Histidine catalyzed Aldol reaction of 3-

methoxy-3-methyl-2-Pentanone in water 

13.3 11.9 16.6 4.7 

Histidine catalyzed Aldol reaction of 

Isopropylidene-glyceraldehyde (R) in water 

3.0 0.4 5.8 5.4 

Proline catalyzed Aldol reaction of 2-

methylpropanone in DMSO 

6.2 3.0 8.1 5.1 

Proline catalyzed Aldol reaction of 

benzaldehyde in DMSO,  

7.7  

(6.6) 

2.6  

(1.4) 

8.4  

(7.7) 

5.8            

(6.3) 

Hydrogen insertion step of Hydroformylation 

reaction in toluene 

10.1 5.3 11.5 6.2 

Proline catalyzed Michael addition reaction of 

Nitrostyrene in methanol  

13.6 10.8 14.9 4.1 

bare = barrier in absence of solvent molecules.                                                                      

highest =  highest barrier in the presence of solvent molecules.                                                       

lowest = lowest barrier in the presence of solvent molecules.                                           

highest - lowest = the difference in the highest and the lowest barrier values.                                                                                     

The values inside parentheses for one given case are at the CPCM (DMSO)/B3LYP6-

D2/6-31g** level of theory. The rest of the values are at the CPCM (DMSO)/ 

M062X/6-31g** level of theory.   

which is very high and accounts for more than 99% of enantioselctivity when the 

energy of the corresponding diastereomeric transition state structures differ by this 

amount.  
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Having established that the different orientations of explicit solvent molecules 

affect the reaction barriers differentially for all kinds of reactions irrespective of the 

solvent system being employed, we chose eight different sample cases out of the 

above specified structures in the presence of solvent molecules for all cases, for 

further studies. The cases having the reaction barriers at the interval of ~2.0 kcal/mol 

only have been chosen for further studies (Table 6.3 below), considering the accuracy 

of the DFT calculations. This has been done specifically keeping in mind that multiple 

DFT calculations may be needed to be performed in-field-equivalent-solvent for any 

chosen reaction along all the bonds belonging to reaction coordinates. All the covalent 

bonds near the reaction sites, with bond lengths differing by more than 0.002 Å in the 

transition state structure (with respect to the corresponding bond in the reactant 

structure) have been considered to be part of the reaction coordinate. A total of six to 

eleven such bonds have been recognized in different cases considered here. The 

optimized transition state geometries for these eight cases have been shown in Figure 

6.4 below. Then, the field-equivalent-solvents for all of these bonds in all geometries 

have been calculated according to the procedure explained in Section 6.3.1. Further, 

the barriers in the field-equivalent-solvent of each bond that is part of the reaction 

coordinate in each system (the transition state and reactant structures in corresponding 

field-equivalent-solvent could not be located along N-H line for 4d), and then the net 

barrier in field-equivalent-solvent for each system has been calculated according to 

the procedure described in Section 6.3.2. However, only the electronic energies 

(although the derivation of the Equation (6.1) has been shown employing free energy 

barriers) at 0 K have been considered for further analysis in all these cases. This is 

because the barriers in all these cases have been calculated with respect to the reactant 

structure in which two reactants have been put together in one geometry. This 

procedure reduces the effect of entropy and zero point energies in the calculation of 

free energy barriers. Therefore, the values of energy that have been obtained by direct 

quantum chemical treatment of the above system only have been considered to 

evaluate the efficacy of our approach.  

A graph with the net barrier in the field-equivalent-solvent on the Y axis and 

the corresponding barrier in presence of actual solvent molecules on the X axis is 

shown in Figure 6.5. Gratifyingly, we obtained an excellent linear correlation between 
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the barrier heights obtained employing two methods, which suggests that the 

quantitative trend in barrier heights obtained employing our approach is maintained.  

Table 6.2 A summary of DFT calculations for the rate and selectivity determining 

barriers of 3d under different conditions of explicit solvent molecules. 

 1 2 3 4 5 6 

 ΔE
†
 ΔG

†
 ΔE

†
 ΔG

†
 ΔE

†
 ΔG

†
 ΔE

†
 ΔG

†
 ΔE

†
 ΔG

†
 ΔE

†
 ΔG

†
 

1DMSO 7.8 

(5.2) 

10.4 

(5.7) 

6.6 

(5.8) 

8.0 

(5.4) 

6.9 

(8.5) 

8.2 

(8.8) 

6.6 

(5.6) 

6.0 

(5.8) 

8.5 

(7.7) 

10.7 

(7.2) 

6.6 

(5.3) 

7.7 

(5.1) 

2DMSO  5.8 

(4.7) 

7.7 

(3.9) 

7.1 

(7.1) 

8.0 

(6.8) 

8.1 

(6.9) 

7.6 

(5.9) 

6.4 

(5.2) 

7.7 

(4.8) 

7.2 

(5.9) 

6.1 

(6.0) 

7.5 

(6.5) 

7.7 

(5.4) 

3DMSO 6.5 

() 

5.5 

(.) 

7.9 

(7.6) 

8.1 

(8.1) 

7.7 

(6.8) 

9.6 

(5.6) 

5.3 

(4.3) 

6.6 

(3.7) 

5.5 

(12.7) 

5.6 

(9.5) 

6.3 

(4.3) 

6.8 

(6.7) 

4DMSO 6.6 

(5.2) 

7.2 

(3.7) 

5.8 

(4.4) 

5.9 

(4.5) 

7.6 

(5.9) 

6.7 

(5.8) 

6.5 

(5.4) 

8.3 

(5.4) 

7.3 

(3.3) 

10.1 

(2.8) 

4.2 

(4.1) 

5.6 

(3.3) 

5 

DMSO 

4.4 

(3.3)     

7.6 

(5.2) 

          

6 

DMSO 

 4.1 

(3.0) 

6.3 

(2.4) 

          

8 

DMSO 

2.6 

(1.4) 

3.3 

(0.6) 

          

Values outside and inside the parentheses are at the CPCM(DMSO)/M06-2X/6-

31G** and CPCM(DMSO)/B3LYP-D2/6-31G** levels of theory respectively.                                       

1, 2, 3, 4, 5 and 6 represent different orientations of solvent molecules around the 

reactant and transition state structures.                                                                                                         

ΔE
†
 and ΔG

†
 are electronic and free energy barriers respectively.    

This shows the efficacy of our approach, which further suggests that our approach 

could be applied to get the corresponding barrier in the presence of explicit solvent  
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Figure 6.4. The transition state geometries of eight chosen cases in the presence of 

different solvent molecules specific to each system for which the field-equivalent-

solvent and the corresponding barriers have been considered for evaluating the 

efficacy of our approach. Colour representation: black – carbon, cyan –hydrogen, pink 

– oxygen, green – nitrogen, yellow – sulphur, dotted blue lines – hydrogen bonds, and 

dotted black lines – a near single bond that is going to be broken or formed in the 

product. Hydrogen atoms that are not involved in hydrogen bonding or in the 

transition state have been removed for the purpose of clarity. 

Table 6.3 The net barriers in the field-equivalent-solvent and the corresponding 

barriers in the presence of the actual solvent molecules for eight different chosen 

cases, as shown in Figure 6.4, at the CPCM(solvent)/M06-2X/6-31G** level of 

theory. 

 4a 4b 4c 4d 4e 4f 4g 4h 

ΔE
†
 0.4 2.6 4.2 6.5 8.5 10.9 11.9 14.9 

ΔEs
†
 2.3 7.2 8.3 8.3 8.5 16.8 13.0 18.1 

ΔE
†
 = the barrier in the presence of the actual solvent molecules.                                                       

ΔEs
†
 = net barrier in the field-equivalent-solvent.   
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molecules even without using them explicitly into the QM calculations, as adding 

actual solvent molecules in full QM calculations add many other disadvantages. 

One of the reasons why exact correlation between the two barriers has not 

been obtained is that the NBO charges do not represent the exact atomic charges in a 

given system.  Further studies that showcase the direct applications of this approach in 

order to obtain deeper insights into the reaction mechanism are in progress. 

 

Figure 6.5 A Pearson correlation graph between the net barriers obtained in the field-

equivalent-solvents and the corresponding barriers in the presence of the actual 

solvent molecules for the eight chosen sample cases. The field-equivalent-solvents for 

the chosen cases have been obtained by employing NBO charges. The obtained linear 

correlation between the barriers employing two methods suggests that the quantitative 

trend between the net barriers obtained in the field-equivalent-solvent and the barriers 

obtained in the presence of the actual solvent molecules is maintained for these cases. 

6.5 Conclusions 

An approach to compute the reaction barriers in the presence of solvent molecules 

without using them explicitly has been proposed herein. The approach employs 

consideration of the field-equivalent-solvent experienced by every bond that belongs 

to the reaction coordinate of a given reaction, which can be calculated by considering 

the atoms in molecules as point charges, the simplest method that could be employed 
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for the calculation of the electrostatic force of binding for a given bond. An excellent 

linear correlation between the net barriers obtained in the field-equivalent-solvent and 

the corresponding barriers in the presence of actual solvent molecules have been 

obtained for eight sample cases, which shows the efficacy of our approach. Although 

this method has been described by employing the field-equivalent of solvent 

molecules, it has general significance and can be exploited to compute the effect of 

any molecule or molecular fragment on the barrier heights in terms of their 

corresponding field-equivalent in QM calculations.  
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Abstract: In this chapter, we have shown other miscellaneous examples where the 

consideration of the electrostatic force of binding in determining the strength of 

noncovalent interactions has useful implications in obtaining deeper insights into the 

binding behavior of important chemical and biological systems. Three different 

examples from three diverse areas have been chosen in order to further showcase the 

generality and wide applicability of the electrostatic force analysis approach that we 

have proposed earlier in this thesis work.  

7.1 Introduction 

It has long been established that the long range electrostatic interactions are 

significant in determining properties of important chemical systems.
1
 Recently, we 

have proposed a method that describes the directional nature of these interactions.
2
 

The method determines the electrostatic force of binding employing atoms in 

molecular systems as point charges, which may be determined by quantum chemical 

(QM) calculations (see Chapter 3 for details). The efficacy of this approach has been 

in its simple applications and wider relevance in diverse areas of chemistry and 

biology and material sciences. The robustness of the method is in its application 

employing any kind of charge analysis method and with all kinds of QM packages. In 

Chapters 4-6, we have shown different useful applications of this method. To further 

explain the viability and generality of this approach, in this chapter, we have 

investigated three different problems corresponding to three different areas of 

chemistry and biology where it can be employed successfully to obtain deeper 

insights into deducing reaction mechanisms of important chemical systems and/or in 

the comprehensive understanding of the binding behavior of biological systems. The 

questions that had been attempted to be answered to some extent in this chapter are as 

follows: 

(i) Do long range electrostatic interactions induce some sort of selectivity in chemical 

transformations?  
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(ii) How do long range electrostatic interactions influence the mechanism of a 

chemical transformation?  

(iii) What causes the differential stability of protein secondary structures such as α-

helices and β-sheets?  

The importance of the directional nature of long range electrostatic 

interactions in inducing selectivity in a chemical transformation has been explained 

by considering two examples of SN2 reactions. The influence of long range 

electrostatic interactions on the reaction pathway of a physicochemical phenomenon 

that had been reported in 2009 by Wiemann et al.
3
 has been explained by employing 

simple model systems containing 18-crown-6, dimethylether, 2,5,8-trioxynonane and 

monoprotonated ethylenediamine. And, the differential stability of protein secondary 

structural motifs has been explained by employing small model or chopped peptidic 

systems.  

7.2 Computational Details 

All the DFT calculations were carried out using the Turbomole 6.4 suite of quantum-

chemical programs in the solvent phase employing the Conductor-like Screening 

Model (COSMO)
4
 using acetone (20.493), methanol (ɛ = 32.613) and water (ɛ = 78.5) 

as solvents.
5
 Geometry optimizations were performed employing the PBE functional.

6
 

The electronic configuration of the atoms was described by a triple-zeta basis set 

augmented by a polarization function (TURBOMOLE basis set TZVP).
7
 The 

resolution of identity (RI),
8
 and the multipole accelerated resolution of identity 

(MARI-J)
9
 approximations were employed for an accurate and efficient treatment of 

the electronic Coulomb term in the density functional calculations. All the 

calculations were performed with DFT-D2, a general empirical dispersion correction 

proposed by Stefan Grimme for density functional calculations.
10

 Only electronic 

energies were considered for energy analysis of all the systems considered in this 

chapter. The Mulliken,
11

 NBO
12

 and ESP (electrostatic potential) fit
13

 charges have 

been used to calculate the electrostatic force of binding for every system. The forces 

of binding for every chosen hydrogen bond in hydrogen bonded systems were 

calculated along the line joining the donor and acceptor atoms of that particular 

hydrogen bond. The force of binding between two species in SN2 reactions in a given 

orientation have been obtained along the line joining nuclephile (iodide) and 
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nucleophilic carbon atoms of the substrates. To compute the magnitude of the net 

force of binding, i.e., the binding force, the vector sum of the electrostatic forces 

experienced by each atom of every fragment due to the charges on each atom of the 

complementary fragment along the aforementioned line has been considered. Please 

refer to Chapter 3 for the detailed description of the force analysis method.  

7.3 Results and Discussion  

(i) SN2 reactions: it is well known that in SN2 reactions, the attack of (a generally 

strong) nucleophile (in a polar aprotic solvent) occurs from the opposite side of the 

leaving group. The formation of the carbon bond between the nucleophile and the 

substrate due to the creation of an σ-hole at the nucleophilic carbon atom opposite to 

the leaving group and at the extension of C-X (where X is a leaving group) covalent 

bond has been recently explained to be the reason behind this preference.
14

 However, 

the formation of the σ-hole opposite to the weakly or moderately electronegative 

leaving group (for example, the –SH group) may not always be possible in all RX 

substrates, as the carbon atom is weakly polarizable due to its smaller size.  Another 

possible reason given behind this selectivity is the unfavorable lone pair – lone pair 

repulsive interactions between the leaving group and the nucleophile when the 

nucleophilic attack occurs from the front. However, lone pair - lone pair repulsive 

interactions are effective only at small separations. As the electrons in the molecular 

systems are not localized, the attractive dispersion interactions, are expected to 

dominate at the larger separations between two groups containing lone pairs of 

electrons. Such effects have been seen to be deterministic in the systems involving 

lone pair – π, and anion - π interactions.
15

 Furthermore, the dispersion interactions are 

stronger for larger size, easily polarizable strong nucleophiles, such as the iodide and 

the –SH group, which also favors the SN2 mechanism over SN1. Also, at smaller 

separations where lone pair – lone pair repulsions become effective, some orbital 

overlap between the nucleophile and nucleophilic carbon is also possible. Therefore, 

even the lone pair – lone pair repulsion explanation is dubious and may not hold true 

for every type of SN2 system. However, preferential back-side attack is favored by 

almost all combinations of nucleophiles and leaving groups related to any alkylic 

systems. 
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To understand the preferential back-side nucleophilic attack in the SN2 

reactions with the viewpoint of long range electrostatic interactions, we have done a 

force analysis on two representative model systems containing two different 

substrates (CH3F and CH3SH) with iodide as the common nucleophile. Iodide has 

been especially chosen as the nucleophile for the conceptual representation of 

electrostatic dominated interactions between the nucleophile and the nucleophilic 

substrates, even at the distances smaller than the sum of van der Waal radii of carbon 

and iodide, as the orbital mismatch between the two is very high for the formation of 

a strong covalent bond. Also, the iodide is a very strong nucleophile, which is 

expected to favor the SN2 pathway. The substrates in both the cases were first 

optimized and then the iodide ion was kept manually at around 3 Å and 3.5 Å distance 

from the nucleophilic carbon atoms at angles (I-C-X angle, where X = F and S) of 

around 60˚ and the 180˚ with both the substrates. The two different I-C-X angles have 

been specifically chosen to model the probable front side and the back side attack of 

the nucleophile respectively. The two different I-C distances (both below the sum of 

van der Waal radii of the I and the C atoms, ~4.0 Å, but above the C-I covalent bond 

length, ~2.14 Å in CH3I) have been chosen in order to evaluate the electrostatic nature 

of the interactions between the nucleophile and the substrate, as it has been reported 

that the covalent character in the noncovalent interactions increases with the decrease 

in the noncovalent bond length due to stronger induction and charge transfer effects at 

smaller separations.
16

 Also, at smaller separations, the lone pair – lone pair repulsion 

will be more effective in these systems. All the four combinations of angles and 

distances have been considered to obtain the corresponding atomic charges, with all 

geometries belonging to both the substrates. Subsequently, the electrostatic forces of 

binding for both the substrates (please see Figure 7.1) in each system have been 

calculated. The basic assumption that has been made in this case is to that during the 

directional attack of the nucleophile, the structures of the substrates do not change due 

to the influence of the nucleophile. It is to be noted that acetone (ɛ = 20.493) has been 

considered as the common polar aprotic solvent in all the calculations that have been 

performed here for this case. 

The results of the force analysis have been summarized in Table 7.1 below. 

Table 7.1 reveals that the magnitude of the electrostatic force of binding increases 

significantly with decrease in the I-C distance for both the substrates and at all angles,  
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Figure 7.1 Different considered arrangements of the nucleophile with respect to two 

different substrates that have been considered in this study to model SN2 reactions.  

which suggests that the initial interactions between the nucleophile and the substrate 

is dominated by the electrostatic contributions. Further, the electrostatic forces of 

binding for both the substrates for all I-C distances have been found to be more 

favorable when the nucleophile makes an I-C-X angle of 180˚. These results are 

consistent with different kinds of charge analyses methods. This indicates that the 

attack of nucleophile is guided by the long range electrostatic interactions. Thus, it 

can be concluded that the long range electrostatic interactions induce chemical 

selectivity into the chemical reactions by virtue of the directional nature of these 

interactions, which come into effect automatically when the multipoint electrostatic 

interactions between the two reacting species are taken into account. 
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Table 7.1 The electrostatic force of binding for the two representative SN2 systems at 

the COSMO(acetone)/PBE-D2/TZVP level of theory, employing three different 

charge analyses methods. Mulliken, NBO and ESP fit represent electrostatic forces 

obtained by employing Mulliken, NBO and ESP fit charges respectively. 

type of interaction I…CH3F interactions I…CH3SH interactions 

distance between I & C 3 Å 3.5 Å 3 Å 3.5 Å 

I-C-X (X = F, S) angle 60˚ 180˚ 60˚ 180˚ 60˚ 180˚ 60˚ 180˚ 

electrostatic 

binding 

force (pN) 

Mulliken 19.8 -34.3 17.6 -28.3 27.3 -19.2 22.6 -15.5 

NBO 44.7 -41.5 28.1 -36.3 57.5 5.9 31.7 -2.3 

ESP fit -75.0 -92.0 -23.1 -42.5 -87.1 -100.1 -35.3 -45.0 

(ii) The crown ether ammonium complexes: the ammonium cations are known to 

form hydrogen bonded complexes with different kinds of crown and aza crown 

ethers.
17

 Recently, Weimann et al. have reported the highly dynamic motion of crown 

ethers along the oligolysine peptide chain when the medium of the solution was kept 

slightly acidic.
3
 They have proved that the direct hopping of the crown ether from 

ammonium to ammonium or to the amine group with intermediate dissociation of the 

ammonium ether complex does not happen.
3
 They have further shown that the crown 

ether moves from ammonium to the amine group with a proton via hydrogen bonding 

intermediates, which proceeds via breaking of the first two hydrogen bonds between 

the ammonium and the crown ether and then the cleavage of the N-H covalent bond 

of the ammonium group takes place.
3
 The question that is pertinent here is: why is the 

cleavage of a N-H covalent bond preferable over the breaking of the last N-H…O 

hydrogen bond, when the breaking of the first two hydrogen bonds has been facile 

under the same experimental conditions? In order to investigate the mechanism of the 

crown ether transfer on the oligolysine chain, we have performed DFT calculations on 

monoprotonated ethylenediamine (EDA ammonium) complexes of dimethyl ether, 

2,5,8-trioxynonane and 18-crown-6 ether. The optimized geometries of these 

hydrogen bonded complexes have been shown in Figure 7.2 below. All the 

calculations for every complex in this case, including the force analyses (whose 

results have been explained below), have been performed considering methanol as the 

common solvent (ɛ = 32.613) for every system considered in this case. The sum of the 

energies of ethylenediamine (EDA) and the monoprotonated crown ether has been 
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found to be 29.4 kcal/mol higher, as compared to the sum of the energies of the EDA 

ammonium and the crown ether, which suggests that the equilibrium will be highly 

shifted towards the protonated amine moeity. Further, the biding energy of the 

ammonium-crown complex (Figure 7.2c) has been obtained to be favourable by 28.9 

kcal/mol (see Section 1.6 of Chapter 1 for the definition of the binding energy). Thus, 

the sum of energies of the protonated crown and the EDA is 58.3 kcal/mol higher than 

the energy of the ammonium crown complex. This explains that the direct hopping of 

the crown via intermediate breaking of the complex c (in Figure 7.2) through all 

possible routes is thermodynamically prohibited at the experimental temperature, 

40˚C, which is in accordance with the experimental findings of Wiemann et al.  

 

Figure 7.2 The optimized geometries at the COSMO(methanol)/PBE-D2/TZVP level 

of theory revealing hydrogen bonding parameters of different hydrogen bonded 

complexes of ammonium with: a) dimethyl ether,  b) 2,5,8-trioxynonane, c) 18-

crown-6 ether in tricoordination and d)  18-crown-6 ether in monocoordination. The 

hydrogen atoms which are not the part of hydrogen bonding are omitted for the sake 

of clarity. The average covalent bond length of nonhydrogen bonded N-H groups, 

which have not been shown in this figure, in (a), (b) and (d) are 1.027, 1.025 and 

1.029 Å respectively. 

A comparison of the hydrogen bond lengths in complexes a to c in Figure 7.2 

(henceforth, they will be referred to as 2a, 2b and 2c respectively) suggest that the 

hydrogen bond length increases significantly with the simultaneous decrease in the 

corresponding N-H covalent bond length (Figure 7.2) as the molecular size of the 

corresponding ether partner increases, on going from 2a to 2c. The average hydrogen 

bond length in 2a, 2b and 2c has been found to be 1.651, 1.756, 1.849 Å respectively 

(see column 3 in Table 7.2). This suggests that the hydrogen bond strength decreases 

continuously on going from complex 2a to complex 2c. However, the binding 
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energies of the corresponding complexes exhibit the reverse trend. The binding 

energies of complexes 2a, 2b and 2c have been found to be -7.1, -16.3 and -28.9 

kcal/mol respectively, which suggests that complex 2c is the most stable, followed by 

complex 2b and then complex 2a. To further understand the biding behavior of these 

complexes, we have performed a comprehensive electrostatic force analyses on 

complexes 2a-2c. The summary of the force analysis have been provided in Table 7.2 

below.  

The force analysis reveals that the electrostatic force of binding per hydrogen 

bond decreases continuously on going from complex 2a to complex 2c. This indicates 

that the force constant of the hydrogen bond in 2a is significantly larger than the force 

constants of the hydrogen bonds in 2c (the last three columns of Table 7.2), which is 

in accordance with the corresponding hydrogen bond length. Therefore, further stretch 

or cleavage of any hydrogen bond in 2c is much easier and more facile than that in 2a, 

despite having significantly greater electrostatic stabilization of the complex 2c. In 

order to make a direct comparison of a singly hydrogen bonded complex with the 

triply hydrogen bonded complex 2c, we have translated the EDA ammonium group in 

complex 2c to the periphery of the crown ether so that it can form only one hydrogen 

bond with the crown ring, analogous to the complex 2a. The optimized geometry of 

the newly obtained complex is shown in Figure 7.2d above (henceforth, this will be 

referred to as complex 2d). The binding parameters for this complex have been 

tabulated in the last row of Table 7.2. The hydrogen bonding parameters (including 

bond lengths and the electrostatic force of binding) in 2d, an analogous structure of 

2a, have been obtained to be nearest to the complex 2a, and fit in the same orders that 

have been observed for 2a, 2b and 2c previously. The binding energy of this new 

complex has been found to be 1.7 kcal/mol lower than the binding of energy of the 

complex 2a. However, the hydrogen bond and the corresponding N-H bond lengths in 

2d have been found to be just slightly larger than 2a (see Figure 7.2). The reason that 

this causes difference in the structural parameters and hence the binding forces of 

hydrogen bonds in 2c in comparison to the binding parameters in 2a or 2d is the 

electrostatic pull created by charges on the atoms of the opposite side of the crown 

ring, which pulls the ammonium ion away from the acceptor oxygen atom in order to 

bring it to the center of the ring (possessing the center of symmetry) where the 

electrostatic potential energy is the lowest, which weakens the electrostatic force of 
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binding per hydrogen bond. To further prove this point, we have performed a force 

analysis on different fragments of the complex 2c (considering different fragments of 

18-crown-6 only) that resembles more closely the structures of the complexes 2a and 

2b. The structures of these fragments of the complex 2c can be obtained by removing 

one hydrogen atom from both termini of the ether partners in the complexes 2a and 

2b (say 2a’ and 2b’). The electrostatic force of binding of these fragments (2a’, 2b’ 

and 2c) follows the same trend as followed by complexes 2a, 2b and 2c. The 

electrostatic forces of binding of the fragment that resembles complex 2a have been 

found to be -28.2, -57.4 and -8.3 pN for Mulliken, NBO and ESP fit charges 

respectively, whereas the average binding forces for two hydrogen bonds of the 

fragment that resembles the complex 2b have been found to be -18.8, -29.2, and -4.6 

pN respectively. As reported in Table 7.2, the average binding forces for hydrogen 

bonds in complex 2c employing the above specified charges have been obtained to be 

-8.1, 8.3 and 6.6 pN respectively. This clearly indicates that the consideration of 

larger fragments of the 18-crown-6 causes a decrease in the electrostatic binding force 

for each hydrogen bond in 2c, which is because of the electrostatic pull created by the 

larger envelope of the 18-crown-6. This phenomenon resembles the levitation effect 

in the molecular systems and suggests that the breaking of the first or second 

hydrogen bonds in 2c is much easier in comparison to the third hydrogen bond, which 

is what have been observed experimentally. 

The N-H covalent bond length corresponding to the hydrogen bond donor 

group in the complex 2d is 0.025 Å larger than the average N-H bond length in the 

complex 2c and the hydrogen bond length in the complex 2d is 0.193 Å smaller than 

the average hydrogen bond length in the complex 2c. The change in the covalent bond 

length of the non-donor N-H group in 2a, 2b and 2d is very marginal (below 0.002 

Å). This suggests that the cleavage of hydrogen bonds in 2c (and 2b as well) is easier 

in comparison to the hydrogen bond in 2d or 2a, which is what has also been 

suggested by our force analysis, as the electrostatic force of binding per hydrogen 

bond has been found to be significantly larger for the complexes 2a and 2d in 

comparison to the complexes 2b and 2c. Further, the donor N-H bonds in 2a and 2d 

are more stretched and hence more activated in comparison to the corresponding N-H 

bonds in 2b and 2c, suggesting that the cleavage of the donor N-H bond in 2a and 2d 

is more facile than that in 2b and 2c. This corroborates the experimental findings of 
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the Weimann et al., and showcases the power of the electrostatic force analysis 

method that we have proposed in finding the reaction mechanism of an important 

physicochemical phenomenon.  

Table 7.2 Hydrogen bonding parameters and the electrostatic force of binding for 

different hydrogen bonds in hydrogen bonded complexes of EDA ammonium with 

different ether moieties as shown in the Figure 7.2 at the COSMO(methanol)/PBE-

D2/TZVP level of theory employing three different charge analyses methods. 

System 

 

Eb  

(kcal/mol) 

avg. H-

bond 

length (Å) 

avg. N-H 

bond length 

(Å) 

avg. binding force (pN) 

Mulliken NBO ESP_fit 

2a -7.1 1.651 1.067 -45.4 
 

-89.3 -5.4 

2b -16.3 1.756 1.055 -13.5 -19.4 -5.9 

2c -28.9 1.849 1.044 -8.1 8.3 6.6 

2d -5.4 1.656 1.069 -64.4 -138.0 -5.3 

2a, 2b, 2c and 2d are the hydrogen bonded complexes of ammonium cation with 

different ethers as shown in Figure 7.2.                                                                                               

avg. = average                                                                                                                        

N-H bond length represents the length of N-H bonds that act as the hydrogen bond 

donor in the given complexes                                                                                              

Mulliken, NBO, ESP fit represent electrostatic forces obtained by employing 

Mulliken, NBO and ESP fit charges respectively.  

 (iii) The secondary structure motif case of the proteins: the secondary structure 

motifs of protein are basically composed of α-helices and β-sheets. They are structural 

(sometimes functional as well) blocks of three dimensional tertiary structures of 

functional proteins and the basic structural unit of numerous structural proteins. These 

protein motifs are distinguished based on differential hydrogen bonding patterns 

involving the peptide backbone, which is specific to each of these types. The β-sheets 

have been considered to be structurally more stable than the α-helices and can 

withstand a higher temperature before denaturation.
18-19

 In order to understand the 

reasons for the differential stabilization of the α-helices and β-sheets, we have 
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performed a frequency distribution analysis of the hydrogen bond distances in the 

proteins containing both α-helices and β-sheets. The O…N distances corresponding to 

N-H…O hydrogen bonds in the crystal structures of proteins, which are reported with 

resolution 2.25 Å or lower numeric values only, have been considered in this study as 

the standard measure of the hydrogen bond length. This is because the X-ray 

diffraction does not precisely locate the hydrogen atoms positions, and hence 

coordinates of hydrogen atoms are usually not provided in to the PDB files of protein 

crystals. The external addition of hydrogen atoms with the aid of softwares has been 

avoided to obtain the H…O distances (the H…O distances represent actual hydrogen 

bond lengths in an N-H…O hydrogen bond) in order to avoid any discrepancies that 

may be caused due to the inefficiency of available approximate methods in locating 

the exact position of hydrogen atoms in relation to the rest of the molecule. The O…N 

distances ranging between 2.5 to 3.5 Å have been considered as the measure of the 

hydrogen bond, assuming that the magnitude of the component of the corresponding 

N-H bond vector along the O…N line is close to 1.0 Å.  The residues following α-

helical and β-sheet conformations were first isolated from the PDB files and saved in 

other PDB files keeping all the information of the parent PDB file intact. The O…N 

distances between the atoms of two residues having a difference of 2 or more in their 

positional residue number (the serial number of the chosen residue, which starts with 

the N-terminus residue and ends at the C-terminus one) provided in the PDB file have 

been considered for the measure of the hydrogen bond length in both of the protein 

motifs for any given protein. Therefore, some O…N distances might represent 

hydrogen bonds formed by the side chain of some hydrogen bonding residues with the 

atoms from the main chain. Some of the hydrogen bonds may even correspond to the 

310 or π-helical conformations that are mixed with the α-helices in the given PDB 

structure, particularly those O…N distances that lie at higher values. Figure 7.3 below 

shows the frequency distribution of the above specified O…N distances in the α-

helices and the β-sheets conformations of two proteins, Flavodoxin and Nuclease, 

which have been studied experimentally at cryogenic (100K) as well as at above 

freezing temperature (above 273 K). The plot illustrates the frequency distribution of 

the two proteins at both the temperatures. The plot suggests that the hydrogen bond 

lengths in the β-sheets are generally smaller than the hydrogen bond lengths in α- 

helices for the chosen proteins. Eight other samples of proteins have been analyzed in 
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Figure 7.3 The frequency distribution of O…N hydrogen bond distances 

corresponding to -helices and β-sheets in Flavodoxin and Nuclease at cryogenic and 

normal temperatures. The values on abscissa represent O…N distances and on the 

ordinance represent frequency. 3KAQ, 3ESZ, 1NUC and 4KHV are the PDB IDs of 

two proteins at aforementioned temperatures for which the frequency distribution of 

O…N distances corresponding to hydrogen bonds in helices and β-sheets have been 

plotted. The normal temperature denotes temperature above 273 K, i.e., the melting 

point of water.  

order to further validate this assertion. All of them were seen to follow the same trend 

in hydrogen bonding as described above, which indicates that the hydrogen bonds in 

β-sheets are generally stronger than the hydrogen bonds in α-helices. However, 

hydrogen bonds are weak noncovalent interactions. A little difference in hydrogen 

bond length from the equilibrium position may not alter the hydrogen bond strength 

significantly, as the potential energy surface of weak interactions are shallow. Also, 

the hydrogen bond length (i.e., the distance between acceptor and donor atoms) is a 

weak descriptor of electrostatic interactions, as there can be situations in bulky 

molecules like proteins where the two groups that are making hydrogen bonds are 

held apart at larger distances due to steric or net electronic effects of other molecular 

parts but have very high long range electrostatic attractions between them, which is in 

fact the major determinant of the actual strength of a hydrogen bond in a given 

situation. Therefore, the measure of just the hydrogen bond length of hydrogen bonds 

may not always lead to a proper description of the hydrogen bond strength, as the 

hydrogen bonds have been reported to be predominantly electrostatic interactions. It is 

important to note here that there is no method available so far that can directly 
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measure the hydrogen bond strength of every individual bond in multi-hydrogen 

bonded systems, such as proteins or DNAs. 

In order to further investigate this problem, we have performed force analysis 

on some chopped and small model peptides. Three sets of small peptides, each 

containing -helical and β-sheet structures have been chosen for this analysis. These 

three examples have been chosen as the representative cases of the large sample space 

acquired by -helices and -sheets in proteins crystal structures that are available 

today. It has been assumed that the basic structure and hydrogen bonding pattern in 

these model peptides will remain intact during the optimization, which has indeed 

found to be true. All the geometries of the selected peptides from each type (-helical 

and β-sheet) have been optimized at the COMSO(water)/PBE-D2/TZVP level of 

theory. The effect of explicit water molecules has not been included in this analysis, 

as it has been reported that -sheets are more stable than -helices in even the solid 

state structures of proteins, where there exist presumably very few or no water 

molecules trapped inside the peptide backbone. However, the electrostatic effect of 

the solvent has been included by employing the implicit solvent model considering 

water (ɛ = 78.5) as the common solvent for all the peptidic structures. Two of the 

selected peptides of each type have been the chopped peptides, whose basic structures 

have been isolated by chopping off the secondary structural parts (specific to each 

type by a random selection) from the actual protein’s PDB structures. The third helix 

and sheet have been selected from a class of the self contained small synthetic 

peptides whose crystal structures have already been reported. The assumption that has 

been made here is that the basic nature and pattern of noncovalent binding in these 

small self-contained peptides will be similar to the proteins, while the effect of long 

range electrostatic interaction due the entire molecules would be captured. Further, 

they have been specifically chosen in order to demonstrate that the differential 

stability of the -sheets and the -helices are intrinsic to their structure type and does 

not depend on the long range electrostatic effect exerted by one part of the protein 

over the other, which may happen in the case of the actual protein containing both of 

the structures together (with many other structural parts of proteins), as has been seen 

above in the cases of Flavooxin and Nuclease. 
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The two chopped helices containing eight and seven main chain hydrogen 

bonds have been obtained from the PDB structures of proteins having the PDB IDs 

1IYT and 1N5U respectively. The hydrogen bond surrogate helix, which has been 

synthesized by P. Arora and coworkers, has been chosen as the third helix, which is 

self-contained.
20

 The crystal structure of this peptide has been reported in the dimeric 

form. Therefore, the entire helix dimer, whose optimized geometry shows a total of 12 

main chain hydrogen bonds, has been considered in this study. The structure of the 

two -sheets containing eight and seven main chain hydrogen bonds have been 

obtained from the PDB structures of proteins having PDB IDs 2BEG and 1LSH 

respectively. A third example of the -sheet has been chosen as the synthetic analogue 

of the Amyloid β-protein (PDB ID: 3T4G), which is a self contained peptide 

containing a total of eight hydrogen bonds in it.
21

 The crystal structure of this peptide 

has been taken as the initial input for geometry optimization. All the -sheets that 

have been considered here are anti parallel sheets. It is to be noted here that all the 

helices and the sheets that have been chosen here are taken from the different proteins 

structures. This has been specifically done in order to see the generality of the result, 

whether the differential bond length and stabilization in protein secondary structure 

motifs are specific to each protein structure or is general and independent from the 

protein types and local environment of the protein. The frequency distribution of all 

the 23 main chain hydrogen bonds present in the three -sheets and 27 hydrogen 

bonds present in the three helices has been obtained and shown in Figure 7.4a. The 

H…O distances corresponding to each hydrogen bond has been considered (here) in 

the optimized geometries of the peptide structures. The frequency distribution of the 

H…O distances in these optimized structures also suggests that the hydrogen bond 

length in the -sheets are generally smaller than the -helices (Figure 7.4a).  

Following this, the electrostatic force of binding, along the line joining donor H and 

acceptor O atoms, corresponding to each hydrogen bond has been calculated. The 

method that has been employed for calculating the electrostatic forces of binding for 

the peptidic system in Chapter 5 has been employed in this case as well for 

calculating the binding forces for individual hydrogen bonds in all the six model 

peptides chosen for force analysis. The obtained electrostatic binding forces (the 

statistical distribution) in -sheets have been found to be generally stronger (with 
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more negative values of the binding force) than the -helices. The frequency 

distribution of the electrostatic forces of binding for all the 23 hydrogen bonds in 

sheets and 27 in helices (from three geometries in each case) employing Mulliken and 

NBO charges have been shown in Figure 7.4b and 7.4c respectively, which further 

suggests that the hydrogen bonds (the electrostatic force of binding) in -sheets are 

generally stronger than in -helices, as the frequency graph for -sheets has been 

shifted to the left (to larger values of the magnitude of the force) in comparison to the 

-helices. Therefore, the cleavage of the hydrogen bonds (during denaturation of 

proteins) in -sheets requires a higher amount of energy or force, which is what has 

been observed experimentally (see the first paragraph of this subsection for 

references). Thereby, our method provides a physical interpretation of understanding 

the relative stability of hydrogen bonds in helices and sheet structures of proteins, 

which is otherwise very difficult to estimate employing existing methods. 

Furthermore, it shows that the method can be employed directly in estimating the 

relative strength of individual hydrogen bonds in multi-hydrogen bonded systems. 

Considering the importance of proteins and the number of papers appearing in the 

literature, our method holds high significance for biologists.  

 

Figure 7.4 a) Frequency distributions of (N)H…O hydrogen bond distances 

corresponding to main chain hydrogen bonds in the optimized geometries of three 

representative small model peptides at the COSMO(water)/PBE-D2/TZVP level of 

theory. Three peptides from each of -helices and -sheets have been chosen together 

for the frequency distribution calculations. b) and c) illustrate frequency distributions 

of the electrostatic forces of binding for the above-mentioned hydrogen bonds 

employing Mulliken and NBO charges respectively. Negative values of force in (b) 

and (c) indicate attractive electrostatic interactions. 
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7.4 Conclusions 

We have shown the general relevance of our method in obtaining the physical 

interpretation of many physical and chemical phenomena, which have largely been 

overlooked so far. This is because of the consideration of directionality, taken into 

account and implemented in our method, which is extremely important in the systems 

where electrostatic interactions hold significance. This point has been explained 

taking three examples from three different areas of chemistry and biology, which 

explain the multidisciplinary significance of our approach. The importance of long 

range electrostatic interactions in determining the chemical selectivity has been 

explained by the example of two SN2 reactions. The molecular levitation phenomenon 

has been explained taking examples of ammonium and 18-crown-6 interactions. The 

differential binding in protein secondary structure motifs has been explained by 

choosing small model and self-contained peptides. Although the sample space in our 

studies, particularly the peptides one, has been very small, the preliminary results are 

promising and suggest that the method can be employed in screening the entire 

sample space of proteins as well. These results also suggest that it may be necessary 

to look into molecular interactions from a new perspective: by including directionality 

in deducing reaction mechanisms and the nature and strength of binding in chemical 

systems.  
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