
Investigation of Stability and Catalytic
Properties of Atomic Clusters within DFT

Framework

Thesis submitted to AcSIR for the award of

the Degree of

DOCTOR OF PHILOSOPHY

in Chemical Sciences

by

Turbasu Sengupta
Registration Number : 10CC12A26007

under the guidance of

Supervisor:

Dr. Nayana Vaval
Co-Supervisor:

Prof. Sourav Pal

Physical and Material Chemistry Division
CSIR National Chemical Laboratory

Pune, India 411008

March 2017



15.03.2017





❚♦ ▼② ❇❡❧♦✈❡❞ P❛r❡♥ts❚♦ ▼② ❇❡❧♦✈❡❞ P❛r❡♥ts❚♦ ▼② ❇❡❧♦✈❡❞ P❛r❡♥ts

ii



Acknowledgements

It is my great pleasure to present my thesis before the scientific community, and to express my
gratefulness to all who helped me in this endeavor. Foremost, it is a great honor to express my
deep sense of gratitude and respect to my guide Dr. Nayana Vaval and co–guide Prof. Sourav
Pal. I am grateful for their untiring and prompt help by sparing their valuable time in the su-
pervision of this work by identifying errors and suggesting ways to rectify them. Their caring,
persuading and compassionate nature had been bliss during my research work. I am also grateful
to both of them for providing me the necessary facilities at the institute. Their guidance helped
me in all the time of research and writing of this thesis. I could not have imagined having a
better research group to pursue my Ph.D in the field of chemical science. I am deeply indebted
to my guide for her gentle guidance, constructive comments and timely intervention which have
been vital in shaping the focus of my research and its reporting. Also, I would like to express
my sincere gratitude to my research co–guide Prof. Sourav Pal for his continuous support of
my Ph.D study, for his patience, motivation, and immense knowledge of quantum and physical
chemistry as a whole. Without his precious teaching, tutorials and instructions it would not be
possible to conduct this research.

Besides my research advisor, I would also like to thank the members of my DAC committee:
Dr. Chinnakonda S. Gopinath, Dr. Kumar Vanka and Dr. Debashree Ghosh not only for their
insightful comments and encouragement, but also for the hard questions which have incented
me to widen my research from various perspectives. My sincere thanks also goes to Dr. T. G.
Ajithkumar, Dr. A. V. Orpe, Dr. Durba Sengupta and Dr. Kavita Joshi for their teaching in
the coursework. I would also like to appreciate the continuous support of NCL staff members
throughout my research tenure in CSIR–NCL. I duly acknowledge the University Grants Com-
mission (UGC), New Delhi for providing the research fellowship and the Academy of Scientific
& Innovative Research (AcSIR) for giving me the opportunity to participate in their exciting
Ph.D programme.

I thank my fellow labmates for the stimulating discussions and advice, for their compliments
and criticisms, and for all the fun we have had in the last five years in the lab, canteen and shop-
ping complex. All my seniors Achintyada, Anagha, Aryyada, Vidhikadi, Debaratidi, Deeptidi,
Guptaji, Himadrida, Kamalikadi, Madhulitadi, Manzoor, Muditji, Sabadi, Sapnadi, Sayalidi,
Sumantrada and Susantada certainly deserve my appreciation for their support, guidance and
encouragements. Achintyada, Himadrida and Susantada rightfully owed special gratitude due
to their direct contribution in the research through the collaborative works. Especially, most of
the projects included in the thesis would not be possible without the suggestions and tutorials
from Achintyada and Susantada. It is primarily Susantada, whose encouragement influenced me
to choose cluster chemistry as the preferred field for my research work. My earnest appreciation
also goes to both of my batch–mates Sudip and Deepak. I feel fortunate as well as honored
to have work with such talented individuals. Especially, I consider it as a privilege to have the
opportunity to work with Sudip for the past five years. It is always a pleasure to have an intel-
lectual, humble and down to earth friend like Sudip, whom I can always trust and approach for
help and suggestions. I also like to express my gratitude to Bipasa, Kaushik, Lisa, Majid and
Tumpa for their companionship during the course of my Ph.D.

I am grateful to my teachers specially Hironmoy Sinha Roy (Bablada) and Sourendra Ma-
jumder in my early school days to give me the confidence and urge to pursue higher education in
science. I owed a lot to my tutors Arupda, Durjoyda and Kaushikda for their elite teaching dur-
ing the graduate level. I’m also extremely grateful to the amazing faculties of Scottish Church

iii



College, Kolkata during my M.Sc days. It was a huge honor for me to be a part of the masters
programme in SCC. My gratuitous thanks goes to Dr. Rana Sen, Dr. Utpal Das, Dr. Priyatosh
Dutta, Dr. Sanjib Bagchi and all the other gifted faculties for introducing me to the amazing
universe of physical chemistry through their erudite classes and practicals. All my students of
chemistry and biochemistry department of Asutosh College also owes my heartiest gratitude for
their love and appreciation throughout all these years. Without their encouragement it would
not be possible to qualify NET examination and continue my Ph.D study.

Among my handful list of friends, I am personally grateful to Suman(Ghosh) to stand beside
me in my bad and good times throughout all these years. I don’t have enough wisdom to thank
him properly. My humble appreciation goes to Arka, Arpan, Arpita, Arundhati, Avishek, Ayan
(Mukhopadhyay), Basabendu, Chiranjit, Debgiri, Karuna, Mainak, Monami, Riyadi, Saikat,
Sayantani, Soma, Soumya, Soumyada, Soumyajit(Sett), Sucheta, Tithi and Triloke. Among the
NCLites, I express my cordial thanks to Amit, Amritadi, Asishda, Atanu, Atrayee, Baljinder,
Collins, Diksha, Jaya, Jugal, Manik, Mannada(Arpan), Manoj(Mane), Manojda, Monojit, Mon-
alisa, Mukunda, Nisha, Niveditadi, Paulami, Pranab, Prathitda, Prithvida Rahul, Ruchi, Samik,
Santu, Sayantan, Shailja, Shantanu, Sneha, Souvikda, Subarna, Subhrashis, Suman, Sujitda,
Swagatadi, Tamal, Tapas, Tiwariji, Ujjwal, Vaibhav, Vipin, Xavier. Lastly, the acknowledgment
will be incomplete without thanking two of my roommates and labmates, Shantanuda and Yu-
vraj. It is due to them who made my stay in Pune homely and comfortable during the tenure of
my Ph.D.

It is needless to say that the dissertation would not have been possible without the relentless
support from my parents whose selfless sacrifices with pain and tears and unabated prayers has
aid me throughout the years to finally reach the present stature. Without their encouragement,
assistance and financial supports it will not be feasible to overcome all the hardship and misfor-
tunes I have faced throughout the past years and finally able to accomplish this feat.

iv



Contents

Declaration of Authorship i

Acknowledgements iii

Abstract xii

1 A Preface to Cluster Chemistry 1

1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 A Link to the Past . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Classification of Atomic Clusters . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 Experimental Production of Atomic Clusters . . . . . . . . . . . . . . . . . . . 6

1.4.1 Matrix Based Methods . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.4.2 Non–Matrix Based Methods . . . . . . . . . . . . . . . . . . . . . . . 8

1.5 The Rules of Stabilization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.5.1 The Geometric Shell Effect . . . . . . . . . . . . . . . . . . . . . . . 9

The Mackay Icosahedra Series . . . . . . . . . . . . . . . . . . . . . . 11
1.5.2 The Electronic Shell Effect . . . . . . . . . . . . . . . . . . . . . . . . 14

The Prediction of the Jellium Model . . . . . . . . . . . . . . . . . . . 18
The Clemenger–Nilsson Jellium Model and the Odd–Even Effect . . . 20

1.6 Additional Theoretical Models . . . . . . . . . . . . . . . . . . . . . . . . . . 22
1.6.1 The Simple Spherical Cluster Model . . . . . . . . . . . . . . . . . . . 22

The Empirical Laws of Scaling . . . . . . . . . . . . . . . . . . . . . . 23
1.6.2 The Liquid Drop Model . . . . . . . . . . . . . . . . . . . . . . . . . 24

2 The Fundamentals of Density Functional Theory 28

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.2 The Schrödinger Equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.3 Function, Operator and Functional . . . . . . . . . . . . . . . . . . . . . . . . 30

2.3.1 Function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.3.2 Operator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.3.3 Functional . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.4 The Electron Density . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.5 The Thomas–Fermi Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.6 The Hohenberg and Kohn Theorem . . . . . . . . . . . . . . . . . . . . . . . 33
2.7 The Kohn and Sham Method . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.8 Conceptual DFT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

2.8.1 Global Reactivity Descriptors . . . . . . . . . . . . . . . . . . . . . . 38
2.8.2 Local Reactivity Descriptors . . . . . . . . . . . . . . . . . . . . . . . 42
2.8.3 Atom Condensed Local Descriptors . . . . . . . . . . . . . . . . . . . 44

v



3 The Effect of Electronic Shell Structure of Aluminum Nanoclusters on the Oxida-

tive addition of C−I bond 47

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.2 Computational Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.3.1 Structural and Thermochemical aspects . . . . . . . . . . . . . . . . . 52
3.3.2 Reaction mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.3.3 Comparison with reported values . . . . . . . . . . . . . . . . . . . . 62

3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

4 The Breakdown of Electronic Shell Effect: Transition Metal Doped Aluminum

Clusters–A Case Study 68

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.2 Computational Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

4.3.1 Properties of the clusters with minimum spin . . . . . . . . . . . . . . 72
4.3.2 Properties of high spin clusters . . . . . . . . . . . . . . . . . . . . . . 76
4.3.3 Adsorption of CO2 on transition metal doped aluminum clusters . . . . 80

4.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

5 Radical Attached Aluminum Nanoclusters: An Alternative Way of Cluster Stabi-

lization 91

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.2 Computational Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

5.3.1 Account of Thermodynamic Stability of Radical Attached Clusters . . . 95
5.3.2 The Electronic Structure of Radical Attached Aluminum Clusters . . . 102

5.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

6 Investigation of Carbon–Iodine Bond Activation on Niobium Metcar (Nb8C12) 111

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
6.2 Computational Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
6.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
6.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

7 Summary and Outlook 130

A List of Publications 132

vi



List of Figures

1.1 A schematic of five common classes of atomic clusters. . . . . . . . . . . . . . 4
1.2 A list of Matrix and Non–Matrix based cluster synthesis methods. . . . . . . . 4
1.3 A simple illustration of the five platonic solids . . . . . . . . . . . . . . . . . . 12
1.4 The first five geometrical shells in accordance to the Mackay icosahedra series. 12
1.5 A depiction of MIC and FC covering of Ic13 skeleton. . . . . . . . . . . . . . 15
1.6 A simple illustration of the secondary geometric shell closure for n = 19 and n

= 23 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.7 A pictorial comparison of the classical model of an atom with the jellium picture

of clusters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.8 The relative order of jellium orbitals in three different potential. . . . . . . . . 17
1.9 The ground state optimized structures of first few (N = 2–13) aluminum clusters. 19
1.10 The ellipsoidal shell model and the splitting of spherical jellium ‘np’ orbitals

upon ellipsoidal distortion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.1 A common flowchart of the Kohn–Sham iteration scheme. . . . . . . . . . . . 39

3.1 A common scheme for cross coupling reaction cycle using Pd as catalyst. The
transmetallation step is the slowest step and hence the rate determining step. . . 49

3.2 All the possible reaction mechanisms for the oxidative addition of organohalides
with metal catalyst. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.3 Energy profile diagrams for Al3-Al6 clusters for all three iodides.Orange arrow
highlights the activation barrier (∆G‡) and green arrow highlights corresponding
exothermicity(∆H) in M06–2X functional . . . . . . . . . . . . . . . . . . . . 56

3.4 Energy profile diagrams for Al7 and Al8 clusters for all three iodides.Orange
arrow highlights the activation barrier (∆G‡) and green arrow highlights corre-
sponding exothermicity(∆H) in M06–2X functional . . . . . . . . . . . . . . . 56

3.5 Energy profile diagrams for Al13 and Al20 clusters for all three iodides.Orange
arrow highlights the activation barrier (∆G‡) and green arrow highlights corre-
sponding exothermicity(∆H) in M06–2X functional. . . . . . . . . . . . . . . . 56

3.6 Frontier molecular orbitals of pre–reaction complexes of Al3 and Al5 cluster
with all three iodides. In all cases iodine binds with Al cluster utilizing its lone
pair. In specific cases minor contribution from π electrons (for ethylene and
benzyl group) are also observed. . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.7 Plot of activation energies (a) for ethyl iodide and exothermicities (b) for benzyl
iodide in all three functionals.The random trend shows strong influence of ’Shell

effect’ on both the parameters. Low activation barriers (a) for Al3 and Al7 can
be explained by invoking the concept of spherical Jellium shells. . . . . . . . . 57

3.8 A segment of three dimensional potential energy surface (calculated in B3PW91
functional) for the reaction between Al3 cluster and ethyl iodide. Contour plot
for the same is given in the right hand side. The plot clearly indicates position
of pre–reaction complex, transition state and the minimum energy path (MEP)
towards the post–reaction complex. . . . . . . . . . . . . . . . . . . . . . . . . 57

vii



3.9 Most stabilizing donor–acceptor interactions for pre and post reaction com-
plexes of Al3 cluster as indicated by NBO analysis. . . . . . . . . . . . . . . . 60

3.10 Most stabilizing intracluster donor–acceptor interactions in the post–reaction
complexes for Al3(iodoethane) and Al5(iodobenzene) are shown as indicated
by NBO analysis. These intracluster stabilization are the reason for the high
exothermicity as indicated by DFT calculation. . . . . . . . . . . . . . . . . . 60

3.11 Molecular dynamics (BOMD) simulation steps of C–I dissociation(iodoethene)
over Al5 cluster. Bond lengths are in and simulation time in picosecond(ps). . . 61

3.12 C–I bond length fluctuation during BOMD simulation of Al5–C2H3I complex. 61
3.13 Qualitative comparison of activation free energies (∆G‡) of aluminum with gold

cluster for C–I bond dissociation . In all aspects aluminum cluster shows better
activation barrier than gold nano–clusters. . . . . . . . . . . . . . . . . . . . . 62

4.1 A pictorial representation of the Fukui function ( f+A ) of Al6 and Al8 clusters.
The figure indicates presence of three chemically distinct sites (a, b, c) in Al8
cluster. The top panel represents the frontal view whereas the bottom panel
depicted the side view of f+A . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.2 An illustration of octahedral and bicapped octahedral sites within bcc, fcc and
hcp crystal structures showing that both the Al6 and Al8 cluster can indeed be
considered as lattice fragment of the same. . . . . . . . . . . . . . . . . . . . . 73

4.3 Plots of calculated properties of minimum spin Al5M clusters (a) Binding en-
ergies (eV) (b) Distance of transition metal atoms from cluster center (in Å)
(c) Ionization Energies (eV). The figure shows prominent presence of odd–even
effect in all calculated properties. All the data points are fitted with shape pre-
serving interpolant for visualization purpose. . . . . . . . . . . . . . . . . . . 74

4.4 Optimized structures of ground state Al5M clusters with spin multiplicity in-
cluded within the parenthesis. All the clusters except Al5Ni–Al5Zn are of high
spin in nature. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.5 Optimized structures of ground state Al7M clusters with spin multiplicity in-
cluded within the parenthesis. All the clusters except Al7Ni–Al7Zn are of high
spin in nature. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.6 Calculated properties of ground state Al5M clusters (a) Distance of transition
metal atoms from cluster center (in Å) (b) HOMO-LUMO gap (eV) (c) Binding
Energies (eV) and (d) Ionization Energies (eV). All the high spin clusters show
smooth trends rather than the periodic oscillation observed in minimum spin
clusters. Presence of odd–even oscillation can only be observed in some specific
cases (e.g HOMO–LUMO gap) of Al7Ni–Al7Zn (separated by a vertical line)
clusters as their ground state structures are of minimum spin. All the data points
are fitted with shape preserving interpolant for better visualization. . . . . . . . 78

4.7 Structures of optimized ground state Al5M....CO2 complexes with spin multi-
plicity included within the parenthesis. . . . . . . . . . . . . . . . . . . . . . . 81

4.8 Structures of optimized ground state of Al7M[(a)–(c)]....CO2 complexes with
spin multiplicity included within the parenthesis. . . . . . . . . . . . . . . . . 81

4.9 Plots of thermodynamic parameters (-∆H and -∆G) of CO2 adsorption on transi-
tion metal doped aluminum clusters in both M06–2X and PBE–PBE functional
(a) Al5M....CO2 (b)–(d) Al7M[(a)–(c)]....CO2. Except few deviations, most of
the data points are well fitted with the cubic interpolation curve drawn in each
case. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

viii



4.10 Plots of thermodynamic properties (-∆H and -∆G) of CO2 adsorption on transi-
tion metal doped aluminum clusters in dispersion (DFT-D) corrected PBE–PBE
functional (a) Al5M....CO2 (b) Al7M(c)....CO2. In both the cases the effect of
dispersion is found to be small (within ∼0.3–4.3 kcal/mol)and well within DFT
error range. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

5.1 The stability stairs for Al13
– clusters showing the importance of both the elec-

tronic and geometric shell effect on the overall thermodynamic stability of the
cluster anion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

5.2 The list of radicals included in the present chapter. Based on the type of the
dominant electronic effects the radicals are divided into four separate categories. 96

5.3 Optimized structures of mono–radical attached cluster complexes for (a) Al3,
(b) Al7 and (c) Al13 cluster. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

5.4 Plot of charge transfer from cluster core to radicals for Al3 and Al7 clusters. (b)
Trends in HOMO–LUMO gap for Al7, Al13 and Al6 radical–cluster complexes. 97

5.5 DOS plot of vinyl and ethynyl radicals. The higher ‘s’ character of SOMO of
ethynyl radical due to ‘sp’ hybridization is the sole reason of the high thermo-
dynamic stability of C2H4 radical attached clusters. . . . . . . . . . . . . . . . 100

5.6 Reduced density gradient (RDG) isosurface (top panel) and scatter plot (bottom
panel) for Group III radical attached Al13 clusters. The figures shows systematic
amplification of steric effect with the increment of the number of attached Ph
group. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

5.7 Optimized structures of Al4 complexes. The top panel shows the structure of
Al4Cp4 ligand–cluster complex whereas the bottom panel consists of Al4(C2H)4,
Al4Ph4 and Al4Cl4 radical–cluster complexes . . . . . . . . . . . . . . . . . . 104

5.8 The Kohn-Sham orbital correlation diagram for Al4(C2H)4 (left) and Al4Cl4
(right) cluster complexes. The orbital order clearly indicates the presence of
jellium shell structures within the radical–cluster complexes. In both the com-
plexes the ‘D’ orbital has split into two subsets due to the tetrahedral (Td) crystal
field effect. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

5.9 The Partial Density of States (PDOS) diagram of (a) Planar Al4 cluster. (b)

Tetrahedral Al4cluster (c) Al4(C2H)4 cluster complex and (d) Al4Cl4 cluster
complex. Significant amount of ‘s’ and ‘p’ mixing is observed in later two cases
which explains the observed trivalent nature of aluminum in small superatomic
complexes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

6.1 Reaction coordinate (M06–2X) diagrams of the reaction of neutral Nb8C12 with
(a) H3C – I (b) H2C –– CH – I and (c)Ph – I. The ∆H (Blue) and ∆G (Red) values
of each step are also included. . . . . . . . . . . . . . . . . . . . . . . . . . . 116

6.2 Reaction coordinate diagrams of the reaction of cationic Nb8C12 with (a) H3C – I
(b) H2C –– CH – I and (c)Ph – I. The ∆H (Blue) and ∆G (Red) values of each step
are also included. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

6.3 Deformation density plot of the initial approach of H3C – I towards (a) neutral
Nb8C12 and (b) cationic Nb8C12 cluster. The lower panels of (a) and (b) shows
the deformation density plots of pre–reaction complex, structure [A] and struc-
ture [B] respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

6.4 Sample IRC plots of the two reaction steps of the reaction between Nb8C12 and
H3C – I. Figure (b) and (d) show the changes in the length of selected bonds
along the IRC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

ix



6.5 Variation of Wiberg bond indices of Nbo–I and C–I bonds along the Intrin-
sic Reaction Coordinate(IRC) points of TS–1 for (a) Nb8C12 +H3C – I and (b)
Nb8C12

+ +H3C – I reaction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
6.6 The alteration of fukui function (f+) of selected atoms along the reaction co-

ordinate of the dissociation of H3C – I on (a) Neutral Nb8C12 and (b) Cationic
Nb8C12. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

6.7 Molecular graphs of pre–reaction complexes, structure [A] and structure [B] of
the dissociation of CH3I molecule on Nb8C12 (top panel) and Nb8C12

+ (bottom
panel). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

x



List of Tables

1.1 Major difference between molecules and clusters . . . . . . . . . . . . . . . . 2
1.2 The Geometrical Details of the Five Platonic Solids . . . . . . . . . . . . . . . 11

3.1 Thermodynamic data of C–I bond dissociation of ethyl iodide on Al nanoclus-
ters in B3PW91, BHandHLYP and M06–2X functional. . . . . . . . . . . . . . 53

3.2 Thermodynamic data of C–I bond dissociation of ethylene iodide on Al nan-
oclusters in B3PW91, BHandHLYP and M06–2X functional. . . . . . . . . . . 53

3.3 Thermodynamic data of C–I bond dissociation of benzyl iodide on Al nanoclus-
ters in B3PW91, BHandHLYP and M06–2X functional. . . . . . . . . . . . . . 53

3.4 Rate constants and binding energies for C–I bond dissociation of ethyl iodide
on Al nanoclusters in B3PW91, BHandHLYP and M06–2X functional. . . . . . 54

3.5 Rate constants and binding energies for C–I bond dissociation of ethylene iodide
on Al nanoclusters in B3PW91, BHandHLYP and M06–2X functional. . . . . . 54

3.6 Rate constants and binding energies for C–I bond dissociation of benzyl iodide
on Al nanoclusters in B3PW91, BHandHLYP and M06–2X functional. . . . . . 54

4.1 Properties of minimum spin Al5M clusters . . . . . . . . . . . . . . . . . . . 75
4.2 Properties of ground state Al5M clusters . . . . . . . . . . . . . . . . . . . . . 75
4.3 Thermochemical data of CO2 adsorption on Al5M clusters . . . . . . . . . . . 84
4.4 Thermochemical data of CO2 adsorption on Al7M(a) clusters . . . . . . . . . 84
4.5 Thermochemical data of CO2 adsorption on Al7M(b) clusters . . . . . . . . . 85
4.6 Thermochemical data of CO2 adsorption on Al7M(c) clusters . . . . . . . . . 85

5.1 Thermodynamic data (in kcal/mol) of radical stabilized aluminum clusters cal-
culated in M06–2X/TZVP level of theory. B3LYP calculated results are given
in parenthesis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

5.2 Thermodynamic data (in kcal/mol) of mono–ligand stabilized aluminum clus-
ters calculated in M06–2X/TZVP level of theory. B3LYP calculated results are
given in parenthesis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

5.3 Calculated data for ligand and radical attached Al4 clusters in M06–2X/TZVP
level of theory. B3LYP calculated results are given in parenthesis. . . . . . . . 105

6.1 Thermodynamic data of C–I bond activation on neutral Nb8C12 metcar . . . . . 121
6.2 Thermodynamic data of C–I bond activation on Nb8C12

+ metcar . . . . . . . . 121
6.3 Kinetic Data of first reaction barrier (∆Ea1) of C-I bond activation on neutral

and cationic Nb8C12 metcar in M06–2X functional . . . . . . . . . . . . . . . 121
6.4 Kinetic Data of second reaction barrier (∆Ea2) of C-I bond activation on neutral

and cationic Nb8C12 metcar in M06–2X functional . . . . . . . . . . . . . . . 121

xi



CSIR NATIONAL CHEMICAL LABORATORY

Abstract

Electronic Structure Theory Group
Physical and Material Chemistry Division

DOCTOR OF PHILOSOPHY

Investigation of Stability and Catalytic Properties of Atomic Clusters within DFT

Framework

by Turbasu Sengupta

Chapter 1: The first chapter contains a concise introduction of the fundamental concepts of
cluster chemistry. Brief classification of clusters, prominent historical achievements, method of
synthesis and their properties including the fundamental differences with common materials are
included. The geometric and electronic shell effect which are the two major contributing factor
in cluster stabilization are also discussed in detail. Few important topics regarding the stabi-
lization like Mackay’s icosahedra series, spherical and deformed jellium models and odd–even
effect are also covered. Other important theoretical models like the spherical cluster approxi-
mation or the liquid drop models are added as well. The chapter is intended to cover all the
essential topics which are of importance for the later chapters included in this thesis.

Chapter 2: The present chapter provides a brief introduction to the fundamental concepts of
the density functional theory (DFT) which is used for majority of the calculations included in
the thesis. Starting from the basics of quantum chemistry, crucial components of the density
functional theory (DFT) are covered. Significant works from antiquity, like the Thomas–Fermi
model are included as well. The fundamentals of modern DFT including the Hohenberg–Kohn
theorem and the Kohn–Sham model are discussed. A separate section is included in order to
discuss conceptual density functional theory and few additional topics.

Chapter 3: In this chapter, energetics and the in-depth reaction mechanism of the oxidative
addition step of the cross-coupling reaction are studied in the framework of density functional
theory (DFT) on aluminum nanoclusters. Aluminum metal in its bulk state is totally inactive
towards carbon-halogen bond dissociation but selected Al nanoclusters (size ranging from 3 to
20 atoms) have shown a significantly lower activation barrier towards the oxidative addition re-
action. The calculated energy barriers are lower than the gold clusters and within a comparable
range with the conventional and most versatile Pd catalyst. Further investigations reveal that the
activation energies and other reaction parameters are highly sensitive to the geometrical shapes
and electronic structures of the clusters rather than their size, imposing the fact that compre-
hensive studies on aluminum clusters can be beneficial for nanoscience and nanotechnology.
To understand the possible reaction mechanism in detail, the reaction pathway is investigated
with the ab initio Born Oppenheimer Molecular Dynamics (BOMD) simulation and the Natural
Bond Orbital (NBO) analysis. In short, the present chapter highlights the thermodynamic and
kinetic details of C-I bond dissociation on aluminum clusters for future endeavors in cluster
chemistry.
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Chapter 4: The influence of spin on the properties of small sized transition metal doped alu-
minum clusters are investigated in the framework of density functional theory (DFT). Detailed
analysis on minimum spin doped aluminum clusters has shown prominent indication of odd–
even oscillation in various calculated properties, supporting the presence of jellium shell struc-
tures within them. However, optimized high spin ground state counterparts, on the other hand,
show rather smooth trends consistent with the properties of bulk materials. Resemblance to the
bulk transition metals is further reflected in the gradual declining trends of heat of adsorption
of CO2 molecule on cluster surface by sequentially changing the dopant atom from scandium
to zinc. All the observations are also compared and found to be consistent with the earlier
theoretical and experimental findings as obtained in the current literature. The similarities in
the properties between atomic clusters and the bulk material is of utter importance and indeed
precious considering the promising influence of the acquired information in understanding the
process of evolution of nanoparticles from constituent atoms.

Chapter 5: The stability and electronic structure of radical attached aluminum nanoclusters are
investigated using density functional theory (DFT). A detailed investigation shows good corre-
lation between the thermodynamic stability of radical attached clusters and the stability of the
attached radical anions. All other calculated parameters like HOMO–LUMO gap and charge
transfer are also found to be consistent with the observed thermodynamic stabilities of the com-
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presence of jellium structures within the core similar to the ligated clusters. Comparison with
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action mechanism along with the overall energy profile of the C–I dissociation reaction on nio-
bium metcar and its cation is presented. The tunneling corrected rate constants and the related
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Chapter 7: A short summary of all the works included within the thesis is presented in this
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Chapter 1

A Preface to Cluster Chemistry

1.1 Introduction

On the trail of evolution, intelligence is a rare commodity seldom achieved by individual species
as a result of unpredictable genetic modifications. Among the extensive biodiversity found in
our home planet, the humans are among the few, fortunate enough to possess this trait in order
to not only comprehend the universe around them but also capable to reshape it in accordance
to their necessities. In this eternal quest of mankind versus nature, the humans have been suc-
cessfully utilized the available natural resources to their benefits since the first representative
of extant human walked on the surface of the earth. Considering this aspect it can be argued,
if not straight–away discarded, that the voyage of material science has began few billion years
ago from the unknown corner of a dimly lit cave. However, despite the obscure origin, there is
certainly no denial about the impact and influence of modern material science in shaping our
day to day lifestyle of the 21st century. Especially, the present time can be considered as the
absolute pinnacle of material science, an achievement which would seem to be a far cry even
just five decades ago. The major credit to this accomplishment is certainly be attributed to the
recent innovation of new state–of–the–art experimental technique with better precision and con-
trol over the test subject. The rapid progress in the high performance computing systems and
advanced electronics in the past years also have aided adequately in this revolution. Due to the
widespread variation of material science, choosing a particular field of preference is surely no
easy task. However, it can be said with enough assurance that to a novice scout, few topic that
can be more intriguing than that of cluster chemistry. In the common language of chemistry, a
‘Cluster’ is defined as a collection of atoms or molecules which are intermediate in size between
atoms or molecules and the bulk solids. As clusters represents very small fraction of the total
number of atoms which can be considered negligible for a bulk solid, their properties usually
widely differ than that of a bulk material. From an alternative perspective, a cluster can also
be viewed as a collection of atoms where the electrons are confined in a shallow potential well,
resulting in discrete energy levels rather than the continuous band structure. It is needless to
say that both this viewpoints are interrelated and collectively define the properties of a cluster.
The unique characteristics of the cluster is the sole reason of their worth and allure to material
chemists. By investigating the properties of clusters, an actuated scientific mind can scavenge
crucial information about the growth of bulk matter from the unit of atom. Moreover, quantita-
tive studies on cluster may guide us to design new materials with unique properties which may
eventually aid in the real life problems. Let us clarify this statement by citing few fascinating
examples from popular literature. As we all know that the all the material known to mankind
are composed of atoms as assigned in the periodic table. A lesser known fact is that not all
element can be mixed with another element in the bulk phase. A prominent example of this
kind is that the miscibility of alkali metal with aluminum. Even in molten state the miscibility
of potassium metal with molten aluminum is 10−4%.1 Thus, the property as well as the pos-
sible potential of a binary metal composed of aluminum and potassium is totally unknown to

1



Chapter 1. A Preface to Cluster Chemistry 2

us. However, in cluster state, a single potassium or more can easily be doped into an aluminum
cluster resulting in new moieties with indefinite possibilities. As a second example, the ‘f’ block
element gold is infamous for its inertness in bulk state and a honored member of the class of
noble metals. However, in cluster state, gold is observed to be exceptionally reactive and can
even catalyze complex reaction like cross–coupling2,3 which in bulk state is only possible on
specific transition metals. Due to the presence of discrete electronic shells, specific clusters also
known to have striking resemblance with the properties of atoms.4–8 Thus, clusters can provide
an alternative basis of artificially tailored materials with innovative applications.

Up to this point, it is expected that we have convinced ourselves about the importance and
impact of cluster chemistry in modern material world. Before exploring further, it will be wise
to clarify few arguments which often baffle newcomers in this particular research field. Based
on the definition cited earlier, one of the most popular question which can be raised is about
the fundamental difference of atomic clusters with molecules or nanoparticles.1 The question
is a legitimate one because both molecules and nanoparticles are also just aggregates of atoms
similar to the atomic clusters. The differences with molecules are obvious and is summarized in
Table 1.1. However, citing the differences with nanoparticles is certainly tricky, if not downright

TABLE 1.1: Major difference between molecules and clusters

Topic Molecules Clusters

Origin Naturally available and abundant. Majority are synthesized artificially.
Stability Usually stable in ambient condition. Highly reactive, stable in inert of near vacuum condition.
Interaction Weakly interact with each other. Weak or strong interaction depending the nature of the cluster.
Size and Composition Composition and size are fixed Variable composition and size.
Isomers Number of isomers are limited. Large number of possible isomer.
Coalescence No tendency to coalesce. Metastable, therefore have high tendency to coalesce.
Nature of Bonding Bonding is either covalent or ionic. Variable bonding types: vdW, metallic, ionic or covalent.

impossible. The major reason is that in the early stage of development, both research fields of
cluster and small particles (the term ‘nanoscience’ was still not a fashionable scientific term)
were widely different. Clusters were usually smaller than 1 nm, whereas, nanoparticles were
much larger in size(> 10 nm). However, with the technological progress this difference has now
been reduced, nanoparticles with size lower than few nanometers or atomic cluster containing
few thousand atoms can now easily be synthesized. Hence, considering the present scenario, a
more convenient way to define an atomic cluster is,
“ An aggregates of atoms whose size and composition is exactly known and whose change of

properties can be studied (by experimental or theoretical methods) one atom at a time"

In simpler terms, if an atomic aggregates is composed of countable number of atoms and the
change of the properties is significant upon addition or reduction of a single atom, it is called
a cluster. Beyond a particular size scale it becomes difficult to determine the exact composi-
tion also the change in the properties becomes less drastic upon addition or subtraction of a
single atom. From this size range onward, the aggregates are addressed as nanoparticle. So, the
definition is a variable one, with the advancement in the experimental precision and measure-
ment techniques, larger sized nanoparticles may eventually be considered as clusters. Thus, in
modern literature clusters are often refereed as ‘nanoclusters’ irrespective of their sizes, just to
recollect this firm connection between the two research fields.
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1.2 A Link to the Past

Like the enticing properties and potential of atomic clusters, the antiquity of the research field is
not less exciting. Although the major development in the field may have started just 30-40 years
ago, the term ‘Cluster’ was often used in scientific contents. The oldest reference to clusters
probably have been made by the famous Robert W. Boyle (FRS) in 1661. In the proposition II
of his famous book ‘The Sceptical Chymist: or Chymico-Physical Doubts & Paradoxes’ he has
mentioned,9

“Neither is it impossible that of these minute particles divers of the smallest and neighbouring

ones were here and there associated into minute masses or clusters, and did by their coalitions

constitute great store of such little primary concretions or masses as were not easily dissipable

into such particles as composed them.”

In simple words, that it is not impossible to combine atoms to forms clusters which will be
stabler than the atoms itself and will not easily dissociate into constituent atoms. However, first
experimental investigation of clusters in modern science was never began before Eduard Zintl’s
studies on Zintl phases10 within the period 1930–1940’s. Zintl phases (A term first coined by
Fritz Laves in 1941) are a variation of stable inter metallic clusters usually diamagnetic or have
temperature independent paramagnetism. However, The term ‘Cluster’ was probably first used
in modern context by the eminent American inorganic chemist Frank A. Cotton in the 1960’s to
describe compounds containing intermetallic bonds.11 The existence of geometric magic num-
bers due to icosahedral close packing in inert gas clusters was first reported by Recknagel et
al. at the end of 1981.12 Despite these noteworthy mentions, two discoveries, occurred almost
simultaneously in two consecutive years is considered as the foundation of current cluster chem-
istry. The first one is the observation of the abundance spectra in alkali metal clusters by W.D.
Knight and coworkers in the year 1984.13 In that paper, for the first time it was observed that
closed shell metal clusters are more stable than the open shell ones, resulting in variable abun-
dance in the mass spectra. The relative stabilities and related properties were also explained
by invoking the jellium model, which is still considered as one of the fundamental models for
predicting the properties of metal clusters. The second innovation is the discovery and the pre-
diction of the weird structure of the well known C60 molecule by Kroto , Heath, O’Brien, Curl,
and Smalley at Rice University in 1985.14 Although, it must be mentioned that the structure of
C60 was already been predicted theoretically by Japanese computational chemists Eiji Osawa
in 1970, during his search for an possible superaromatic molecule.15,16 However, during the
experimental discovery it was still unknown as the paper by Osawa was published in Japanese
journal (Kagaku) rather than a international peer reviewed one. Despite the innovation of C60

in 1984, the first conformation of the structure was achieved five years later (1990) when W.
Krätschmer and his coworkers first discovered a bulk synthesis method of C60 from carbon
soot.17 The natural occurrence of fullerenes in ‘Shungite’ ore was discovered two years later
in 1992.18 In 1994, fullerences were found in the fragment of ‘Allende’ meteorite (Mexico,
1969).19,20 As of latest, in 2010, C60 and higher fullerenes were proven to exists in planetary
nebula.21 The year 1992, is also famous for the innovation of dual tetrahedral cluster Ti8C12

by Castleman and coworkers.22 The Ti8C12 cluster is an honorable member of a new class of
stable clusters of same stochiometry, commonly abbreviated as metcars.23,24 Beside fullerenes,
metcars are the only carbon containing network clusters which are relatively stable, although the
process to synthesize them in bulk amount is still unknown. In the first decade of the present 21st

century, Castleman, Khanna and coworkers had discovered that specific clusters can behave like
atoms based on their jellium shell structure.4–8 Thus, clusters can be considered as an alternative
building blocks of materials aside from atoms and hence, they constitutes a new dimension of
the periodic table of elements.
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FIGURE 1.1: A schematic of five common classes of atomic clusters.

FIGURE 1.2: A list of Matrix and Non–Matrix based cluster synthesis methods.
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1.3 Classification of Atomic Clusters

Due to the wide variation in the properties of atomic clusters it is often difficult to properly clas-
sify the clusters into separate categories. Moreover, the classifications available in the current
literature are often biased by the research interest and the personal preferences of the author(s).
Therefore, In this thesis, we have decided to include a classification (Figure 1.1) solely based on
our personal choice and which are relevant for this thesis. Although the classification are based
on our personal liking, we have ensured that the listed classes are general enough to provide
the readers a flavor of overall variations in the cluster chemistry. The examples cited here are
mostly taken from abundant literature and can be considered as simplest examples available for
the specific kind.

a. Rare Gas Clusters: If rare gases like He, Ne, Ar etc are cooled enough to very low tem-
peratures, they can combine with each other and forms clusters. Due the filled octet structure,
the dominant attractive forces in rare gas clusters are mainly weak short range dispersion force
(van der Waals) countered by short range quantum mechanical repulsive force due to the atomic
cores. The binding energies are certainly low (∼ 0.3-0.5 eV/atom). The stability of these clus-
ters solely depends on geometrical close packing rather that of electronic origin. As a common
observation it has been found that clusters with close packed icosahedral structure is stabler than
the others. As the interacting force within the clusters can easily be modeled by two particle
forces, van der Waals clusters are of interest for classical dynamics simulations or in the phase
transition problems. Few rare research fields includes superfluidity and quantum effects. Most
common examples are HeN , NeN , RnN etc. Closed shell molecular clusters like (I2)N , (SF6)N ,
(N2)N also belongs to this category.

b. Metal Clusters: The family of metal clusters are probably the most extensive classes of
atomic clusters known to chemists till date. A major portion of the present thesis is also fo-
cused on these type of clusters. The metal clusters can further be subdivided in subcategories
based on the type of metals by which they are composed of. Thus, cluster consists of alkali
metals(Group 1), alkaline earth(Group 2),coinage metals(Group 11) and transition metal atoms
each forms separate subcategories with variable properties. In addition to that, bimetallic clus-
ters(composed with two different type of metal atoms) and other ‘s’ and ‘p’ block metals (like
Al) are also part of this category. The properties and stabilities of simple metal clusters can be
explained by the famous jellium model, however, the situation is far more complicated for more
complex clusters and new models fro reproducing their behavior is still under development. Al-
though modeling metallic bonding is a difficult task as they can not be simplified by two body
potential. Hence, modeling this type of clusters is extremely difficult considering the classical
picture. In the quantum reign, although advanced algorithm for optimization and dynamics are
available, due to higher computational cost they cannot be utilized to investigate the properties
of larger clusters. Related investigations like the phase transition of different type of metal clus-
ters, catalysis and magnetic properties of ‘d’ block clusters are still popular among the material
chemists.

c. Ionic Clusters: Ionic clusters are usually formed when two type of elements with large
electronegativity differences are combined to form a cluster. Ionic cluster can be synthesized
combining an electropositive element from the left side of the periodic table with an electroneg-
ative element of the right hand side. The overall stability of the cluster is due to the attractive
electrostatic interaction between the counter–ions. The presence of a short range repulsion in
between the ionic core is also observed. The strong Coulombic attraction is the sole reason
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for high binding energy of these type of clusters(∼ 3–4 eV/atom). The shape of these clus-
ters shows high resemblance with bulk materials or alloys. The clusters can be considered
as small cubic or rectangular units of the bulk solids. Common examples of this kinds are
[NamCln](m−n)+,[MgmOn]2(m−n)+.

d. Network Clusters: Elements with predominant covalent character like C,Si and Ge forms
this type of clusters. The bonding within the atoms in this clusters are predominantly covalent
and directional. The binding energies are also strong within ∼ 1–4 eV/atom. The elements like
Si and Ge are semiconductors in bulk state. Hence, some variation of network clusters are also
often addressed as semiconductor clusters. The most prominent example of network cluster is
the family of fullerenes where each carbon is ‘sp2’ hybridized. The cluster of Si are also well
studied. However, unlike fullerenes, they do not form cage like structures and hence the ground
state structure of Si clusters usually widely differ than of carbon clusters. Another interesting
example of this kind is the family of metcar which are formed by combining carbon with early
‘d’ block transition elements.

e. Assembled Clusters: Composing new stable materials by combining atomic clusters is one
of the recent research topic to cluster chemists. The last category is solely devoted to this type of
materials which are composed of clusters. As the field is of recent interest and due to the techni-
cal difficulties of assembling clusters by keeping its identity intact, such examples are extremely
rare as by now. One of the most prominent example of this kind is the fullerite solid ([C60]N ,
which is composed of C60 units.25 Other possible candidates to synthesize cluster assembled
solids are Al13

– or Al12X, where ‘X’ is a group 14 element which were studied extensively.
Although, no stable bulk solids is still reported experimentally.

1.4 Experimental Production of Atomic Clusters

Throughout the past three–four decades, there has been an enormous progress in the field of
synthetic chemistry. As an obvious consequence, artificial synthesis methods of atomic clusters
have now grown quite a vast almost beyond comprehension. Therefore, it is nearly impossible(
also beyond the scope of the present thesis) to include all of the latest developments and their
associated details in this present thesis. However, for the sake of the readers, we have included
few important methods along with examples taken from the abundant literature. In a broader
sense, the methods to synthesize cluster can be classified into two sub–categories, matrix and
non–matrix based methods. In matrix based methods clusters are synthesized in solvents or inert
materials, which often prevent embedded clusters from coalescence and protect from reacting
with impurities and active substances present in the vicinity. The non–matrix methods consist
of synthesize clusters in the gas phase. Due to the high reactivity, gas phase synthesis of clusters
are usually done in inert or near vacuum atmosphere using high purity source material.

1.4.1 Matrix Based Methods

a. Condensation on Substrate: If the metal vapor generated by extreme heating either by laser
source or by oven is condensed on a inert substrate like metallic oxide or salt like solid materials,
clusters of nano–meter size range is synthesized via aggregation. Use of a scanning tunneling
microscope (STM) provides further control over the cluster arrangement on the substrate and
well organized array of nano–clusters can be synthesized by this way. Thin films decorated
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with cluster nano–fabrication has also been synthesized. Further complex micro–structures can
also be synthesized by direct condensation of cluster beams on the substrate instead of atoms.
The resulting materials may have important application in nano–electronics and semiconductor
industries.

b. Chemical Reaction: Synthesizing clusters by chemical reactions is probably the oldest
method available to cluster chemists. Stable clusters with size ranging from 1–50 nm can be
synthesized by chemical reaction. The process may vary from simple precipitation,hydrolysis,
reduction even thermal decomposition. As for example, mono–dispersed cobalt clusters can be
synthesized by the thermal decomposition of Co2(CO)8 as the following,

Co2(CO)8 −−→ 2Co+8CO (1.1)

Using surfactants and stabilizing materials one can control the growth of cluster and also can
protect the clusters against oxidation. Gold clusters can be synthesized by reducing solution of
gold salts with dispersed reducing agent like sodium,

Na+AuSR −−→ NaSR+Au (1.2)

where ‘S’ is sulfur atom and ‘R’ is alkyl group. Ligated gold clusters can be synthesized from
AuSR using excess RSSR as the following,

N(AuSR)−−→ AuN(SR)M (1.3)

where usually N ≥ M. Similarly, ligated aluminum clusters like Al4(Cp∗)4 [Cp∗ = C5Me5]
is prepared reacting MgCp∗2 with dissolved AlCl solution resulting in very high yield of the
complex ∼ 90 %,

4AlCl+4 [MgCp∗2]
toluene−−−−→
Et2O

[Al4Cp∗4]+2 [mgClCp∗(OEt2)]2 (1.4)

Another alternative method for synthesizing the same complex via reductive dehalogenation is
given below,

2Al2Cl6
Cp∗SiMe3−−−−−→−ClSiMe3

2 [AlCl2Cp∗2]
K−−→ [Al4Cp∗4] (1.5)

c. Irradiation of Solids: Aggregation of atoms can also be generated if beam of high energy
particles being bombarded on well ordered crystal lattices. As for example, lithium clusters of
variable size can be formed if crystal lattices of LiF or Li2O being bombarded with high energy
neutron particle. Impure or mixed clusters can also be synthesized via the same way by using
lattice of metal alloys or by mixing two separate metals in an inert substrate followed by irra-
diation. Tweaking the strength and irradiation time, the size and concentration of the generated
clusters can be controlled.

d. Immersion of Porous Materials: In this methods aggregates of atoms are synthesized by
immersing a specially tailored porous material into the liquid or molten metal followed by the
application of very high pressure. Small droplets composed of atoms are formed within the
pores of the material which can further be utilized for practical application like catalysis. Some
specific glass like materials or zeolites with well defined pore sizes are usually used for this
purpose. By controlling the pore sizes and the applied pressure, cluster of various size ranges
can be synthesized.
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1.4.2 Non–Matrix Based Methods

a. Liquid Metal Ion Source: The Liquid Metal Ion Source method is suitable for synthesizing
clusters of metals with very low melting point. In this methodology first the metal is distilled
out from the source via differential heating and passed into a preheated tungsten capillary tube
within which the metal remains in liquid form. Using a very high potential difference (∼ 2
kV) between the capillary tube and an extraction electrode, metal cluster ions with different
size ranges are synthesized. Few electrostatic lenses were used around the direction of flow to
collimate the cluster ions. Single as well as multiple charged clusters can be synthesized via this
method.

b. Ion Bombardment: When a steady stream of inert gas ions (e.g Xe+) is bombarded on a
solid surface with very high kinetic energy (e.g ≥ 11 eV), Sputtering of clusters ions is observed
by the impact. The ion beam is focused onto a very small spot of the solid surface which is of
1–2 mm by diameter. The method is relatively cheap and clusters of noble gases, transition
elements and ionic materials can be synthesized by this way. The method is also suitable for
the generation of clusters of solids with high melting point. Detailed studies have proven that
the generation of clusters stream is due to the spontaneous collision chain initiated by a single
bombarded ions. Although argument exists whether the formation of cluster is the result of the
fragmentation of lattice sites or an outcome of the statistical reorganization of independently
ejected free atoms due to ion bombardment.

c. Supersonic Expansion: The supersonic expansion methods is one of the mode widely used
non–matrix based methods for cluster synthesis in gas phase. In the procedure the metal source
is vaporized via heating in an oven or by laser irradiation. The resulting vapor with a pressure
ranging from 103 to 105 Pa is mixed with a stream of inert carrier gas (e.g He, Ne, Ar) which is
kept in an stagnant high pressure (P0) of 105 to 106 Pa and high temperature (T0) of 100-1500
K. The metal and inert carrier gas mixture then suddenly expanded through a very small ori-
fice(nozzle) of radius (r) 0.015–0.5 mm into vacuum (10−1–10−3 Pa). The resulting adiabatic
supersonic expansion cools the gas mixture and clusters are formed with variable sizes as the
expanded gas become supersaturated with the atoms. The production of clusters usually termi-
nated within few nozzle diameter from the orifice as the vapor gets less dense. It is observed
that the formation of clusters occurs within the nozzle as well as at the outside region. However,
the factor can be controlled via the parameter P0r. For a low value of P0r , more numbers of
clusters will form in the inner region of the nozzle and beyond a particular threshold value, each
increment of P0r will result increase in the formation rate of the clusters in the outer region of
the expansion nozzle. In a similar fashion the average size range of the produced clusters can
also be controlled by regulating P0, T0 and A, the cross section of the nozzle aperture. The av-
erage size of cluster increases with increasing P0 and A, whereas high temperature favors small
sized clusters. The use of carrier gases is not essential. Synthesis of molecular and inert gas
clusters including cluster composed of metals with very low melting point has been achieved
without the aid of any carrier gases. For van der Waals clusters low temperature (below room
temperature) is needed for cluster condensation.

1.5 The Rules of Stabilization

Up to this point of the discussion, it is apparent that atomic clusters are a separate class of
material much different from either atoms, molecules or even bulk solids. However, the dissim-
ilarities of the properties of atomic clusters with these well known materials do not end there.
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One of the fundamental differences lies within is the stability of individual clusters when com-
pared with the rest of the series. Due to their metastable nature, atomic cluster obeys some
stabilization rules which is uncommon in molecules or bulk metals.The stabilization principle
depending on various factor like the composition, bonding, electron density distribution of the
cluster, which of course differs from one cluster series to another. If carefully observed, it can
be seen that each series of cluster types have their unique way of stabilization. However, despite
the variation, two major factors which plays dominant role in the stabilization process, is pri-
marily of two different origin, geometric and electronic. In this section we will take a brief look
on this two stabilization factors and their influences on the stabilities and other related properties
of relevant clusters.

1.5.1 The Geometric Shell Effect

Among the wide variation within the cluster family, the geometric stabilization is predominantly
important for clusters composed of noble(rare) gases. Due to the filled octet, nobel gas clusters
cannot achieve electronic stabilization via molecular orbital (MO) formation. The situation can
easily be illustrated by only considering the situation for the simplest noble element,i.e. the He-
lium(He) gas. The ‘He’ atom has a closed shell 1s2 configuration. Hence in the diatomic species,
He2, two electrons will occupy the bonding σg MO and the rest two will be placed in the an-
tibonding σ∗

u orbital resulting no net gain in the overall stabilization of the cluster. Thus, the
only binding interaction present in rare gas clusters are non covalent van der Waals(vdW) inter-
actions, the primary contribution in which is the long range attractive London dispersion forces
(LDF). The London attractive interaction arises from the random fluctuation of the electron
density within the atom resulting in instantaneous dipolar and multipolar interactions among
the local neighbors. The LDF is the weakest attractive interactions when compared with other
two attractive vdW forces namely, Keesom (dipole–dipole) and Debye (dipole–induced dipole)
interactions. All this three contributing forces varies with the inverse sixth power of the dis-
tance. In a summarized way the vdW interaction energy between an asymmetric pair A and B
can be represented as,

VvdW =−AvdW

r6 =−AL +AD +AK

r6 (1.6)

Upon expanding the terms,

VvdW =−
[

1
(4πε0)2r6

][
3
2

IAIBαAαB

IA + IB

+
µ2

Aµ2
B

3kbT
+(µ2

AαB +µ2
BαA)

]

(1.7)

where, α ,µ are respectively the polarizabilities and dipole moment of the two species, I is
the ionization potential and ε0 is the permittivity of the vacuum. Other terms have their usual
significance. If we also consider the higher order contribution, the overall dispersion energy can
be expressed as a series,

Vdisp =−
[

AvdW

r6 +
A2

r8 +
A3

r10 + ...

]

(1.8)

However, as the higher order terms are usually very low in magnitude in comparison with the
vdW term, usually the series is truncated after the first term for the sake of simplicity. Therefore,
the Vdisp term essentially reduces to,

Vdisp =VvdW =−AvdW

r6 (1.9)
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Apart from the long range dispersion attraction there exists short range repulsive interac-
tion between two atoms. The repulsion arises from two major factors, first is the electrostatic
repulsion between two closely placed nuclei, second is the Coulombic repulsion in between
the electron density of two atoms. In addition to that there is also Pauli repulsion in between
the electron with same spins. All these repulsive interactions can be modeled by a 1

rn depen-
dent repulsive potential, where n is generally set to 12. (It is important to mention that later
improvements has proven that an exponential dependence exp−αr, known as the Buckingham
potential represents the repulsive interaction more accurately). Combination of the attractive
dispersion term deduced earlier and this short range repulsion term generates the popular 6–12
model potential or Lennard–Jones (LJ) pair potential,26

VLJ = 4ε

[(σ

r

)12
−
(σ

r

)6
]

= ε

[(r0

r

)12
−2
(r0

r

)6
]

(1.10)

where ε is the depth of the potential well, σ is the distance where inter–particle potential is
zero, r is the distance between the two species and r0(=2

1
6 σ ) is the equilibrium inter–nuclear

distance. Although for bigger clusters simple two body potential is not sufficient, since many
body interactions within the neighbors becomes more significant with cluster growth, however, it
is observed that even for a large cluster the many body contribution is found to be less significant
(≤ 8–10% of total lattice energy). For this reason, two body pair potential is still widely used
for the determination of the global minimum structure of inert gas clusters.

As the major interaction forces in noble gas clusters is primarily two body interactions,
therefore noble gas clusters are essentially stabilized by maximizing their near neighbor con-
tacts resulting in closely packed structures with high cluster binding energy (B.E). Thus ground
state structure of pristine inert gas clusters with 3 atoms (n=3) is found to be equilateral triangle,
n=4 is tetrahedral and so on. The larger structures are formed by combining tetrahedral units in
a compact manner, a pattern which is commonly known as the polytetrahedral growth. Thus for
n=7, the global minimum is pentagonal bipyramind (five tetrahedral unit) and the structure for
n=13 is the famous icosahedra, where 20 tetrahedral units share a common vertex at the very
center of the cluster. It is crucial to mention that, the icosahedral structure is one of the member
of the platonic solids family, a collection of structures which are known to be naturally abun-
dant and favored. According to the scientific definition, ‘a platonic solid is a regular, convex

polyhedron constructed by congruent regular polygons such a way that the number of faces

converged to each vertex remains the same.’ The platonic solids are known since antiquity due
to their highly symmetric structure and mathematical interpretations. The curved stone balls
of Scotland which made by Neolithic people (2000 B.C) shows high resemblance with the five
platonic solids. Ancient Greek philosopher Plato, in his dialogue Timaeus(360 B.C), had postu-
lated the platonic solids as the shape of five fundamental elements of nature namely, earth, air,
water, fire and ether. Figure 1.3 depicts the five platonic solids with associated details included
in Table 1.2. Although the platonic solids are observed to be structurally different, all five can
be related via a simple mathematical equation known as the Euler’s rule for convex polyhedra,

V −E +F = 2 (1.11)

where V,E and F are respectively the number of vertices, edges and faces of the associated
platonic solids (Table 1.2). Each solids is observed to obey further two common relations which
can be verified from Table 1.2 ,

pF = 2E

qV = 2E
(1.12)
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where p is the number of sides of each face, and q is the number of edges meeting at each

TABLE 1.2: The Geometrical Details of the Five Platonic Solids

Platonic Solids Schläfli symbol {p,q} V E F Point Group

Tetrahedron {3,3} 4 6 4 Td

Octahedron {3,4} 6 12 8 Oh

Hexahedron {4,3} 8 12 6 Oh

Icosahedron {3,5} 12 30 20 Ih

Dodecahedron {5,3} 20 30 12 Ih

vertex. These two parameters is cumulatively represented by Schläfli symbol({p,q}) presented
in the second column of Table 1.2. If we now substitute the value of F = 2E

p
and V = 2E

q
obtained

from equation 1.6 in equation 1.7 , resulting,

1
p
+

1
q
=

1
E
+

1
2

(1.13)

From this equation it is evident that the only possibilities for the {p,q} are (3,3),(3,4),(4,3),(3,5)
and (5,3), signifying that only the five platonic solids is physically possible and no others. As
mentioned earlier, that all of these five structures are very common in nature and the molecular
universe is no different. The tetrahedral arrangement of directional orbitals, cubic crystal (lat-
tice) structures, octahedral organometallic complexes, and dodecahedral shaped C20 are among
a few common examples. Hence, the icosahedral structure of vdW clusters are no surprise and
can be considered as a natural preference just as the others.

The Mackay Icosahedra Series

The unusual stabilities of icosahedral structures compared to others is reflected in the mass
spectrum of the clusters. The mass spectrum of xenon clusters (n≤150) studied by Echt and
coworkers12 shows the abundance peaks are not smoothly varied with the size of the clusters.
Specific sized clusters show higher abundance peaks than the others, signifying that they are
stabler than the rest and denoted as ‘magic’, an analogy rented from the nuclear chemistry. The
primary stability peaks is observed for n=13, 55 and 147. The secondary stability peaks which
are somewhat less prominent is also noticed in several other sizes e.g. at n=19, 23, 26, 81, 101
and 135. The primary magic numbers can easily be explained as they corresponds to the number
of atoms needed to form icosahedral closed packed structured and can be fitted in a numerical
series, commonly called Mackay icosahedra sequence,27

ng = 1+
N

∑
k=1

(10k2 +2) (1.14)

which can be expanded into,

ng =
1
3

(
10N3 +15N2 +11N +3

)
(1.15)

First five geometric magic numbers are 13, 55, 147, 309 and 561 for N = 1, 2, 3, 4 and 5 respec-
tively. Each of these numbers signifies the completion of a stable icaosahedric geometrical shell
resulting in their high abundance in the mass spectrum. The structures of first five Mackay’s
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FIGURE 1.3: A simple illustration of the five platonic solids
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561309

FIGURE 1.4: The first five geometrical shells in accordance to the Mackay
icosahedra series.
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icosahedra shell is shown in Fig 1.4. The major abundance peaks of bigger inert gas clusters can
also be explained in a similar fashion using the same mathematical series.

Explaining the occurrence of secondary stability peaks is not as straight forward as the
primary ones. In order to explain the full set of secondary magic numbers it is necessary to
understand the growth of inert gas clusters starting from the smaller ones. As depicted in Figure
1.5, the smallest icosahedral cluster n=13 (Ic13) can be decorated in either two possible ways.
In the first case, The new atoms are arranged onto the faces(F) and vertices (V) of Ic13 skeleton.
As Ic13 is composed of 20 triangular faces, 30 edges and 12 vertices (Table 1.2), this type of
decoration results in a new cluster containing a subtotal of 45 (13+20+12)atoms. The common
nomenclature of this arrangement is called as the anti–Mackay or face centered (FC) packing.
In the second type of decoration, the new atoms occupies the vertices (V) and the edges (E)
of underlying cluster, generating the next cluster with 55 (13+12+30) atoms, which is nothing
but the next icosahedra in accordance to the Mackay series. Therefore, this second type of
decoration is known to be multilayered icosahedral (MIC) packing. In the overall growth process
of the clusters both of this decoration patterns are always in competition with each other and
depending on the size scale and type of the constituent atoms one is usually favored over the
other. In the very initial stages of growth, i.e. from Ic13 the FC decoration gets more favored
than the MIC. The prime reason of that is at this size range, arranging atoms in the FC mode
results in the generation of larger number of shorter bonds than in MIC arrangement increasing
the stability of the cluster. Considering the FC mode as the preferred way of decoration in the
initial stage, the occurrence of the secondary stability peaks can be attributed to a sub–shell
closure of the respective cluster. As for example, the Ic13 cluster gets slight stability boost when
a pentagonal cap consisting six atoms is completed on top of Ic13 skeleton resulting a double
icosahedra structure (Fig 1.6) with total atom count of 19 (13+6). Adding another four atoms
on the adjacent side results in the completion of a second sub–shell with a total atom count
23 (19+4). A third sub–shell is completed at N=26 which is also corresponds to a secondary
stability peaks. However, with the increment in the number of completed sub–shell, the internal
strain of the cluster predominates and soon at the range of N ∼ 27–30, MIC decoration gets
favored over the FC. The transition from FC to MIC can be achieve by a reordering of the atoms
in the outer shell since both decorations are mutually exclusive. The next set of secondary magic
numbers e.g 32, 36, 39, 43, 46 and 49 can similarly be explained considering the sub–shell
closure of MIC covering. Thus, considering either FC or MIC as the favored way of decorations
for a particular size region, most of the secondary magic numbers can be explained and also
theoretically validated.

Although at small size scale the FC and MIC decoration are observed to be competitive
in nature, the situation changes for bigger clusters composed of thousands of atoms where FC
decoration gets favored over the MIC one. This observation is expected, because although
in small scale the icosahedral structure is more stable due to higher number of near neighbor
contact, its five fold symmetric structure is totally incompatible to form a close packed periodic
bulk crystal lattice. Thus, as the cluster grows larger, it is expected that there must be some
critical size, beyond which the atomic arrangement would mimic the bulk lattice arrangement
which is incidentally FCC for rare gases. The transition from MIC to FC in the critical size
range can also alternatively be viewed from the perspective of simple geometry. The edge or
side length (sIc) of a regular icosahedron is ∼5% longer than the radius (rIc) of the enclosing
sphere,

sIc = 1.0514rIc (1.16)

Therefore, if a perfect icosahedral structure is attempted to be constructed using 13 rigid sphere,
although all the spheres on the surface will be in direct contact with the central one but they will
not be in contact with each other. Such scenario is certainly destabilizing for the cluster, as we
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have already seen that the vdW clusters essentially get stabilized by increasing the number of
near neighbor contacts as the principle interaction is two body in nature. In order to achieve the
stabilization, the surface atoms usually reduced their contact distances in expense of the radial
distance from the center of the icosahedron. This reduction of the radial distances generate a
repulsive elastic strain within the core of the icosahedral cluster. For smaller clusters, the gain in
the stability due to the lowering of surface energy outweighs the effect of the strain. However,
as the cluster grows bigger initially via MIC pathway, after a particular size limit the elastic
strain eventually destabilizes the MIC structure compared to the FCC geometries. From that
point onward the FC growth pattern is continues till the bulk limit is reached.

1.5.2 The Electronic Shell Effect

Aside from the geometric stabilization, another important contributing factor which controls
the stability of an atomic cluster is of electronic in origin. In the early 1980’s Knight and
coworkers13,28 observed that in the mass spectrum of alkali metal clusters generated by super-
sonic expansion, there is some non–monotonic variation of abundance with cluster size. Some
specific even numbered clusters e.g. N = 8, 20, 40, 58 and 92, shows higher abundance than the
rest of them. The observed stability trend can either results from the occurrence of unknown
stable geometries at those specific sizes or may be of electronic origin. However, in depth
studies have shown, that those specific ‘magic’ clusters also have very high ionization energy
and low electron affinity compared to the two adjacent clusters (with atom count of N-1 and
N+1 respectively) which are ‘non–magic’ in nature. This observation proves that the primary
contributing factor responsible for the unusual stability of these ‘magic’ alkali metal clusters
are certainly electronic in nature, and in order to explain the stability and related phenomena,
requirement of a new theoretical model has soon emerged as an absolute priority. In order to
explain the anomalous abundance and related properties Knight and coworkers proposed a the-
oretical model known as the ‘jellium shell model’. It is important to mention though, that the
jellium shell model was originally developed earlier in order to explain the unusual stability of
some specific atomic nuclei as observed during radioactive decay. The scientific term ‘magic’
which is often used to emphasize unusually stable clusters, is also coined from nuclear chem-
istry due to its similar analogy. The jellium model including its later modifications are probably
the finest theory available to cluster chemists till date and is able to explain the properties and
trends of atomic clusters with quantitative prediction upto a respectable level of complexity in
the cluster size and composition.

In the spherical jeliium shell model a ‘N’ atomic metal cluster is considered as an uniform,
positively charged ionic sphere surrounded by the free electron gas composed of valence elec-
trons of each metal atoms. In such a picture, the finer structure of the ionic core i.e. the exact
location of each atom is totally ignored and the valence electrons are considered as completely
free. The core potential is usually replaced by a theoretically modeled weak pseudo–potential,
whose lowest eigenstates must corresponds to the valence states of the atomic clusters. The
assumption is widely similar with the common picture of an atom (Figure 1.7) and therefore
must be compared. In an atom the positively charged nucleus is considered to be stationary at a
particular point, hence, the resulting positive charge is zero elsewhere. In a simple mathematical
fashion,

n+(r) = n0
+δ (r) (1.17)

where, n0
+ = ZA, i.e. the atomic number and δ (r) is the delta function which has a value of 1 at

the position of nuclei and zero elsewhere. In a similar fashion,the positive charge distribution of
the central ionic core can be presented as,

n+(r) = n0
+Θ(R− r) (1.18)
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FIGURE 1.5: A depiction of MIC and FC covering of Ic13 skeleton.

13 19 23

FIGURE 1.6: A simple illustration of the secondary geometric shell closure for
n = 19 and n = 23
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R is the radius of the ionic sphere, the parameter Θ(R− r) is essentially a step function, whose
value is 1 when r<R and 0 when r>R. The constant n0

+ is related with the valence number(Z)
by the following equation,

n0
+ =

Z

Ω
(1.19)

where Ω is the mean volume per atom in the bulk metal, .i.e.,

Ω =
4πR3

3N
=

4πr3
ws

3
(1.20)

where r is the Wigner–Seitz radius which is radius of a sphere whose volume is equal to the
volume per atom in the bulk solid. The jellium potential can be empirical or effective potential
can be generated by ab initio methods like Density Functional Theory (DFT) of simple Hatree
Fock (HF) method. At this point it is important to mention that the validity of spherical jellium
model strictly based on some pre–determined assumptions. Firstly, the model is only valid if
the valence electron of a metal cluster is very weakly bound and hence can be considered as
free. The central ionic core also must be sensitive to external perturbation. Lastly, but most
importantly the spherical approximation of the ionic core and the negligence of the finer struc-
ture works well if the cluster is in molten state i.e. there is no well defined three dimensional
structure within the core. All of these approximation are found to be well valid for alkali metal
clusters and also noble metal (e.g. Cu, Ag and Au) clusters.

Considering the jellium picture, the Schrödinger equation for a single electron which is con-
strained within the sphere under the influence of the effective potential from the ionic core can
be solved. Due to the spherical nature of the jellium potential, the solution of the Schrödinger
equation can be separated into radial and angular parts,

ψnlml
(r,θ ,φ) = Rnl(r).Ylml

(θ ,φ) (1.21)

Thus, similar to an atom the energy levels of the electrons constrained within a spherically sym-
metric potential can be characterized by four different quantum numbers,

a. The principle or radial quantum number n, with values 1,2,3 ...

b. The angular moment quantum number l, allowed values of l are 0,1,2,3 ... with no restriction.

c. The magnetic quantum number ml, from +l to -l including 0, a subtotal of 2l+1 values.

d. The spin quantum number ms with only two values + 1
2 and - 1

2 .

It is important to mention that the principle quantum number ‘n’ in jellium model differs
from the principle quantum number (na) used in the atomic picture due to its origin from nuclear
physics. The two quantum numbers is mutually related as,

n = na − l (1.22)

where l is the angular momentum quantum number. Thus the number of radial nodes in a jellium
orbital is also equal to n-l, rather than na-l-1 for atomic orbitals.

Solving the Schrödinger equation yields different jellium orbitals similar to the atomic or-
bitals and also denoted like the same. Thus the n = 1, l = 0, ml = 0 corresponds to the 1S orbital
(use of Uppercase is just to emphasize the difference between jellium and atomic orbitals), n =
2, l = 1, ml = 0, ± 1 is the threefold degenerate 2P orbitals. Similarly the energy also increases
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FIGURE 1.7: A pictorial comparison of the classical model of an atom with the
jellium picture of clusters.
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with the increment of the principle quantum number n and angular momentum quantum number
l, and the orbital degeneracy is also equal to (2l + 1). However, the exact energy ordering of
the jellium orbitals are dependent on the radial form of the effective potential. Figure 1.8 in-
cludes such an orbital ordering with degeneracy for three commonly used potentials, harmonic,
Woods–Saxon and the square well potential. Among all three of them, the most accurate one is
the Woods–Saxon potential which is expressed as,

VWS =− V0

exp [(R−R0)/σ ]+1
(1.23)

where R0 is the radius of the cluster, and σ is a scaling constant with unit of distance (usually
1.5 Bohr. V0 is the sum of Fermi energy(EF ) and the work function(Ws) of the bulk solid,

V0 = EF +Ws (1.24)

From Fig 1.8, it is evident that the shape of the W.S potential is just the intermediate between
harmonic and square well potentials. The orbital energy ordering is also intermediate of the two
extremities. Both the W–S and the square well potential shows similar orbital ordering upto
2D jellium orbital. The discrepancy between the two models starts to be pronounced after 68
jellium electrons.

The Prediction of the Jellium Model

Until now, we were discussing the fundamental concepts and theoretical development of the
spherical jellium shell model. In this subsection we will attempt to demystify the abundance
spectrum and stability trend of the metal clusters in the light of the spherical jellium model.
Explanation of the experimentally observed trend of few other associated properties will also be
discussed. Before continuing the discussion regarding the metal cluster and the jellium model,
as both atomic and jellium model are nearly similar by principle, let us first focus on the atomic
picture and the stability trend observed therein. In the atomic world, it is well known the atoms
with filled shell (octet) such as noble gases are the most stable ones compared to the rest in the
periodic table. The unusual stabilization of these atoms are due to the pairing of electrons which
lowers the energy of the highest filled shell resulting in large energy gaps between the filled shell
and the lowest unoccupied atomic orbital. Due to the enhanced stabilization, the noble gases
also have very high ionization energy and low electron affinity due to the filled octet. In a similar
manner the stability trend of metal cluster can be explained with the help of jellium model. The
metal clusters with filled shell are more stable and therefore show high abundance in the mass
spectra. Considering the orbital ordering via Woods–Saxon potential as implemented in Figure
1.8, such shell closing occurs at valence electron count of 2, 8, 18, 20, 34, 40, 58... and so
on. The set essentially covers all the magic numbers obtained by Knight and coworkers13,28 for
alkali metal clusters. As alkali metals are mono–valent in nature, the shell closing numbers also
corresponds to the number of atoms present in the cluster as well. Thus, the high abundance of
those specific clusters are primarily due the occurrence of the filled jellium shell at those specific
sizes. The observation of the high I.E and low E.A of these specific clusters are also due to the
same reason. In case of the anionic alkali metal clusters, the shell closing will happen at specific
nuclearities which are one less than the neutral ones (N = 7, 17, 19, 33, 39, 57 etc). Likewise,
the magic numbers for cationic alkali metal will be observed at N = 3, 9, 19, 21, 35, 41, 59 etc.
For a neutral clusters composed of divalent metal the respective magic numbers will occur at
nuclearities which are half than the monovalent metal. Thus, for neutral magnesium the magic
numbers corresponds to 4, 9, 10, 17, 20, 29, etc. The situation of a trivalent metal is also similar.
Thus, for aluminum first few magic clusters are Al7+, Al13

– , Al23
+. All of these predictions
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FIGURE 1.9: The ground state optimized structures of first few (N = 2–13)
aluminum clusters.
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have been proven correct via numerous experimental investigations throughout the years and
henceforth, the jellium model is considered as one of the most reliable tool for explaining the
properties of simple metal clusters available to cluster chemists till date.

However, to our surprise, the resemblance of metal clusters with the atoms does not end
there. Since the past few decades it has been observed that specific metal clusters not only
shows resemblance with that of specific atoms in terms of jellium shell configuration, but also
able to mimic there properties to a considerable extent. Such type of metal clusters is nick-
named as the ‘Superatoms’. Few prominent example of this kind can be cited from the family
of aluminum clusters. The ground state optimized structures of first few aluminum clusters with
size range N = 2–13 are shown in Figure 1.9. In the free state the ‘3s’ and ‘3p’ state of alu-
minum atom are separated by an energy gap of ∼ 5 eV. Thus, in low coordination i.e. in smaller
clusters aluminum atom behaves as a monovalent element.29 As a consequence smaller clusters
upto N = 5 is observed to be planar similar to that of alkali metals. However, as the clusters
start to grow bigger the ‘s’ and ‘p’ hybridization become more pronounced and from Al6 the
aluminum cluster becomes three dimensional. Starting from ∼ Al7–Al8 the s–p hybridization
becomes pronounces and in Al13 and beyond the s–p hybridization can be considered as com-
plete. Considering three valence electrons per atom the jellium configuration of Al13 cluster (39
e) becomes, 1S2 1P6 1D10 2S2 1F14 2P5, i.e just one electron less to achieve a filled magic shell
configuration of 40 jellium electrons. Thus, the electron configuration of Al13 cluster is very
similar to that of halogens in which there also exists a similar vacancy in the ‘2p’ shell just one
electron shorter to achieve a filled octet. Theoretical investigation have shown that Al13 has a
high electron affinity ∼ 3.57 eV which is just intermediate between Cl (3.62 eV) and Br (3.36
eV).1 Experimental investigation supported by theory also have shown like halogens, Al13 forms
covalent bond with iodine,30 produce polyhalide like compounds,6 generates salt like material
with superalkai countercations like K3O+.8,31 All of these observations proves the ‘superatomic’
behavior of Al13 moiety. In a similar way, the anionic form Al13

– which has a magic shell con-
figuration of 40e is observed to be inert like nobel gases with high HOMO–LUMO gap of ∼
1.9 eV. Although the bulk aluminum is susceptible to oxygen etching, Al13

– is observed to be
resistant to oxygen and other reactive reagents.32–34 On the other hand, Al7 – (22e) is known
for its variable oxidation state like Germanium,35 Al7+ with closed shell 20e configuration is
observed to be inert and stable like Al13

– .
The jellium shell effect has also been successfully utilized to artificially stabilized suitable

non–magic clusters via ligand attachment. A detailed account of which can be found at chapter
5. In short, if a cluster has jellium electron count higher than a magic configuration, suitable
numbers of electron withdrawing ligand can be attached such that the jellium configuration of
the core reduced to the nearby close shell magic configuration. The principle is commonly
known as the ‘Super–Atomic Complex Theory (SACT)’. Successful implementation of SACT
is observed for numerous clusters of Au and Ag and also for small and medium sized aluminum
clusters.36–39 It is needless to say that with the innovation of the ‘Superatoms’, the material
chemists now have access to an entire new dimension of periodic table with infinite possibility
to synthesize novel materials using clusters as the building units instead of atoms. With the
discovery of each new superatoms such a possibility is certainly not very far ahead.

The Clemenger–Nilsson Jellium Model and the Odd–Even Effect

Although the spherical jellium model (SJM) is able to explain the relative stability and related
properties of simple metal clusters, detailed investigation have shown there exists some finer
anomalies within the experimental results, which can not be explained by the SJM. The pri-
mary reason behind these discrepancies are due to the non–spherical shape of the atomic clus-
ters which reduces the degeneracy of the jellium orbitals. Such loss to the orbital degeneracy
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generates some unusual systematic periodic oscillation in the properties of the metal clusters
commonly known as the odd–even effect. Few instances of the odd–even effect for specific
cluster series can be summarized as the following,

a. The measured ionization energy of alkali metal clusters with even number of atoms is ob-
served to be systematically higher than their odd neighbors. An opposite trend is noticed for the
electron affinities of alkali metal clusters.

b. For cationic and anionic noble metal clusters systematic alteration in their abundances is no-
ticed upto N ≤ 40. Clusters composed of odd number of atoms is observed to be more abundant
than their even neighbors.

c. The odd–even effect is also observed in the dissociation energy trend of small alkali as well
as noble metal clusters. The dissociation energy of a cluster is the minimum amount of energy
needed to dissociate a cluster into two separate fragments amount of energy needed to evaporate
one single atom from the cluster. For a cluster with ‘N’ number of atoms, the dissociation energy
can be represented as,

∆Ediss = EN−1
cluster +Eatom −EN

cluster (1.25)

As for example in Cu+N cluster series, the dissociation energies of odd numbered clusters are
larger than their even size neighbors.

In order to rectify such limitations of SJM and also to explain the odd–even effect Clemenger
has developed a modified jellium model in 1985 which is applicable for ellipsoidal metal clus-
ters. The Clemenger model was originally based on a similar method invented by Nilsson
(1955)to describe the properties of ellipsoidally distorted atomic nucleus. The so called odd–
even effect is the consequence of the interplay between cluster deformation and electron multi-
plicity. When a jellium orbital like ‘P’ shell remains partially filled, the electron density become
spherically asymmetric, resulting a distortion of the perfect spherical shape which in turn leads
to the splitting of the ‘P’ subshells. In the ellipsoidal jellium model a perturbed harmonic poten-
tial is used with three distinct force constants, kx, ky and kz oriented along three Cartesian axis.
The axial symmetry is always maintained such a way that a minimum of two force constants
always remains equal. The deviation from the spherical symmetry results in the loss of (2l + 1)
degeneracy of jellium orbitals as obtained in the SJM. As the axial symmetry is conserved, the
splitting generates a set of ±ml shells and ml = 0 remains separate. As depicted in Figure 1.10,
two different types of ellipsoidal distortions are possible which are named as oblate and prolate.

In the oblate deformation the ordering of the respective force constant is kx = ky < kz. The
moment of inertial also follows a similar order (Figure 1.10). As the motion of the electron along
‘z’ axis is restricted compared to their motion in the ‘xy’ plane, which results the increment of
the energy of those orbitals whose greatest amplitude are directed along the ‘z’ axis (For a simple
analogy, it is well known from the simple particle in a box model that the energy increase with
the reduction of the box length). Thus the ‘P’ jellium shell in a oblate shaped cluster will split
such a way that the Px and Py will remain degenerate and will be lower in energy whereas the
energy of Pz will be elevated. A similar but opposite scenario will be noticed for prolate shape.
In this case the set of | ml | = 1 will be energetically higher than the Pz shell. The observed odd–
even effect can easily be explained with the splitting of jellium orbitals in combination with the
spin pairing effect. Similar splitting of the ‘d’ shell can explain the odd–even effects observed
for clusters made with heavier atoms.
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1.6 Additional Theoretical Models

Aside from the most popular theoretical models of atomic clusters described in the previous
section, there exists a few different ones which were specifically developed for theoretical pre-
dictions of selected properties and their variation with the size of clusters. These proposed
models are usually very straightforward in nature however, the oversimplifications implemented
in these models often provide inaccuracy for quantitative estimation, especially for clusters with
complex electronic and geometric influences. Nevertheless, for specific scenarios, these sim-
plistic models can still be used for quick qualitative determination of selected properties or may
aid in the explanation of experimental trends. The present section include such few standard
models of atomic clusters. However, for the sake of convenience we have only introduced a
brief account of each, further details can be obtained from the cited references.

1.6.1 The Simple Spherical Cluster Model

The simple spherical cluster model (SSCM) or spherical cluster approximation (SCA) is one of
the most elementary theoretical model exist for atomic clusters. According to this model any
cluster is approximated as a perfect sphere composed of N number of atoms. It is needless to
say which is definitely not true for smaller clusters, however as clusters get quite larger with
enough number of surface atoms and a finite surface to volume ratio, the SCA becomes a better
approximation and the derived equations works well in this large cluster limit. The primary
assumption of SCA is that for a finite size spherical cluster composed of N atoms, the radius of
the cluster (rc), surface area (Sc), and volume (Vc) can be related to the respective parameters,
namely, radius (ra), surface area (Sa) and volume (Va) of the constituent atoms by some simple
mathematical equations. Firstly, the cluster volume is approximated as the volume of an atom
multiplied by the total number of atoms within the cluster,

Vc = N.Va (1.26)

Again, as mentioned earlier , the equation represents a rigorous oversimplification, since it does
not include the fact that any number of hard spheres cannot be closely pack to fill the entire
space as there must exists some vacant interstitial spaces. However, as the model is specifically
focused on deriving parameters for qualitative agreement or for obtaining scaling relationships,
we assume that neglecting the packing fraction will not cause much deficit here. Now, equating
the volume of the clusters with the total volume of ‘N’ number of atoms,

4
3

πr3
c = N

4
3

πr3
a (1.27)

Rearranging the equation we obtain the relation between cluster radius ((rc) with that of con-
stituent atomic radii (ra),

rc = N
1
3 ra (1.28)

By a similar fashion the relation between the surface area of the cluster can be related to that of
an atom,

Sc = 4πr2
c = 4π

(

N
1
3 ra

)2
= N

2
3 Sa (1.29)
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The equations can further be utilized to determine the total number of surface atoms (Ns) in
a finite sized cluster, which is simply the ratio of the surface area of the cluster to the cross-
sectional area of an atom (Aa),

Ns =
Sc

Aa

=
4πN

2
3 r2

a

πr2
a

= 4N
2
3 (1.30)

Many important properties of atomic clusters are dependent on the fraction of total number of
atoms (fs) resides on the surface of the cluster. For a spherical clusters the quantity can be
defined as,

fs =
Ns

N
= 4N− 1

3 (1.31)

Again, the relationship is observed to deviate for smaller clusters, however, as the cluster grows
bigger the value of fs slowly converges to the limiting value i.e. N− 1

3 as predicted by the equa-
tion. For practical purposes, the atomic radii (ra) is often substituted by the so called Wigner–
Seitz radii (rws), which is the radius of a sphere whose volume is equal to the average volume
per atom. Common way to estimate rws is to define it in terms of molar mass (M) and density
(ρ) of the material,

rws =

(
3M

4πρNA

) 1
3

(1.32)

The Empirical Laws of Scaling

The SSCM model can effectively be utilized to determine many generic cluster properties , such
as ionization energy (I.E) or ionization potential(I.P), electron affinity (E.A), melting tempera-
ture (Tm) and cohesive or binding energy (Eb) for large clusters as they show a regular variation
with cluster size in this size regime. By this approximation the smooth cluster size effect (CSE)
behavior can be described by simple scaling equations, which can be expressed either in powers
of the cluster radius(rc),

χ(rc) = χ(∞)+ar−α
c (1.33)

or, dependent on the number of atoms in the cluster,

φ(N) = φ(∞)+br−β (1.34)

where ∞ in the parenthesis signifies the value of the respective properties (χ or φ ) in the bulk size
limit. a,b, α and β are empirically fitted constants. According to the experimental observations,
for large sized clusters with significant surface to volume ratio most important properties usually
depend on the fraction of total number of atoms resides on the surface (fs), and as we have
already seen that fs ∝ N− 1

3 ∝ r−1
c , hence most usual choice of α is 1 and of β is 1

3 . As for
common example, we can cite26 the fitted equation for the I.P. of potassium clusters with N&

100,

IK(rc)/eV = 2.3+5.35(rc/Å)−1

IK(N)/eV = 2.3+2.04N− 1
3

(1.35)

The interpolation is proven to be highly accurate for the given size range of potassium clusters.
Similarly, the melting temperature of large gold structure can be expressed as,

T Au
m (rc)/K = 1336.15−5543.65(rc/Å)−1 (1.36)
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This equation also works as expected for large Au clusters, however, major deviation can be
seen for medium and smaller cluster with dominant presence of CSE.

1.6.2 The Liquid Drop Model

The liquid drop model (LDM) is a classical treatment of metal clusters utilizing the principle
of fundamental electrostatics. The model is solely developed for obtaining the scaling laws of
various properties of metal clusters with incremental size. In this model a metal cluster of finite
size is assumed to be an uniform conducting sphere, and similar to the SCA, the scaling laws are
represented in the form of an equation relating the respective property of the cluster with the bulk
property of the same. As for example, the amount of energy needed to eject an electron from
bulk metal surface is called the ‘work function(Ws)’. According to the mathematical treatments
of LDM, parameters the ionization energy (I.E) must decrease with cluster growth,.i.e, ejecting
an electron from a larger cluster requires less energy than in smaller ones. Therefore, the I.E
of any metal clusters can be written in terms of the work function (Ws) of bulk metal and the
reciprocal of the cluster radius (rc),

I(rc) =Ws +
3

32πε0rc

(1.37)

If we represent I.E in the unit of eV and the radius of the cluster (rc) in terms of , the equation
reduces to,

I(rc)/eV = (Ws/eV )+5.4(rc/Å)−1 (1.38)

The equation is very similar with the equation obtained in SCA (e.g. for potassium cluster).
In both the cases the ionization energy has inverse dependence on the cluster radius (rc). In a
similar manner the electron affinity can also be presented,

ζ (rc) =Ws −
5

32πε0rc

(1.39)

or,
ζ (rc)/eV = (Ws/eV )−9.0(rc/Å)−1 (1.40)

Thus, according to the prediction of LDA the E.A of a cluster increases with the growth of the
cluster. From both the equation it is evident that as the size of the cluster grows towards the
bulk limit, N → ∞ and hence r−1

c → 0. Therefore, in bulk limit both the values of I.E and E.A,
eventually converges to the work function of the bulk metal.

The predicted I.E and E.A by the LDM can further be utilized to calculate other important
properties like HOMO–LUMO gap of metal clusters. According to Koopman’s theorem, the
HOMO and LUMO energy is approximated by I.E and E.A of the cluster respectively. Since,
both I.E and E.A shows a r−1

c or N− 1
3 dependence, it is expected that the HOMO–LUMO gap

will also follows the same. Also according to the LDM equations, as at the bulk limit both I.E
and E.A monotonically converges to the work function, the HOMO–LUMO gap would then
definitely be reduced to zero. This result is indeed valid, since it is well known that any metal
is characterized by a zero band gap. The liquid drop model can also be utilized to predict
other associated properties of larger clusters. As for example, the electronic spectrum of a
small sized metal cluster is consists of discrete peaks due the presence of discrete electronic
shell. However in large size cluster the discrete spectrum are replaced by a single broader
peak due to the collective valence electronic excitation against the positive charged core. This
phenomenon is commonly called as the Mie resonance. The frequency (ωM) and the linewidth
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(ΓM) of Mie resonance can similarly be expressed in an equation for like I.E or E.A. Thus, for
silver nanoparticle with diameter 2 ≥ dc leq 10 nm,26

h̄ωM(dc)/eV = 3.21+
0.58

dc/nm
(1.41)

ΓM(dc)/eV = 0.04+
0.59

dc/nm
(1.42)

In both the expression, the dependence of inverse power of the diameter, i.e. on the inverse
power of cluster radius must be noticed.

Similar to the SSCM/SCA model the liquid drop model seems to work well with large size
cluster. The linear equations seem to deviate from the experimental points due to the random
oscillation in the calculated properties for small range clusters. The oscillation is primarily
due to the the predominant presence of electronic shell effect (or, quantum size effect (QSE))
in smaller cluster as already mentioned in the context of jellium model. Also, based on the
complexity of real system it is certainly not expected that all the properties of every type of
clusters would show r−1

c (N− 1
3 ) dependence. As a matter of fact, in several experiments on

bigger clusters such type of deviations are recorded. The HOMO–LUMO gap of small copper
cluster anions shows and N−1.8 dependence instead of N− 1

3 .
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Chapter 2

The Fundamentals of Density

Functional Theory

2.1 Introduction

In the course of the past few decades, the density functional theory or DFT has become the
pivotal computational tool used by the theoretical and experimental chemists around the world.
However, to many physicists as well as chemists the journey of DFT from just a theoretical
concept to the present state of glory is often considered as fortuitous if not outright unjustified.
This disfavor is due the easy achievement of the accuracy of DFT which is often considered as
a difficult task in the ab initio wave function based methods. A majority of theoretical chemists
also found the fundamental theories are somewhat dubious and the simplistic single determin-
istic approach provokes further skepticism. However, considering the accuracy in addition to
the computational cost, the widespread preference to DFT seems a rational choice rather than
a prejudice. As of recent developments, DFT is able to provide all sorts of computational tools
essential to calculate complete set of properties of materials with the additional benefit of eco-
nomical computing and variable implementations, suitable for all type of systems. Due to the
consent to modern DFT, performing accurate complex calculations for a vast number of systems
within a limited time has become possible. Supporting experimental results by theoretical cal-
culations has now been reduced to a days job rather than months with the aid of DFT. Therefore,
the extensive availability of DFT software packages and the ever–growing community must be
viewed as a natural progress rather than a miracle. It goes without saying, all the calculations
presented in this thesis are also evaluated via the implementation of DFT using standard com-
putational packages. Therefore, the present chapter is solely dedicated to provide a very brief
introduction to the fundamentals of density functional theory. Few other relevant topics includ-
ing the fundamental concepts of quantum chemistry are also discussed in short.

2.2 The Schrödinger Equation

The central notion of modern quantum mechanics is the time dependent non–relativistic Schrödinger
equation proposed by Erwin Rudolf Josef Alexander Schrödinger in 1926. In most of the prob-
lems regarding atoms and molecules, the time dependent interactions are often not important,
hence the time–independent variation of the Schrödinger equation is generally considered as the
pivotal equation in the modern quantum chemistry. For a system consisting of M nuclei and N
electrons, the time independent non–relativistic Schrödinger equation is written as,

ĤΨ

(

~x1,~x2, ...,~xN ,~R1,~R2, ...,~RM

)

= EΨ

(

~x1,~x2, ...,~xN ,~R1,~R2, ...,~RM

)

(2.1)

where Ĥ is the Hamiltonian operator,~x and ~R are the coordinates of the respective electrons and
nuclei. ψi is a many–particle wave function, E is the energy of the system. The Hamiltonian

28
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operator in atomic units is represented as,

Ĥ =−1
2

N

∑
i=1

∇2
i −

1
2

M

∑
A=1

∇2
A

MA

−
N

∑
i=1

M

∑
A=1

ZA

riA

+
N

∑
i=1

N

∑
j>i

1
ri j

+
M

∑
A=1

M

∑
B>A

ZAZB

RAB

(2.2)

A and B indicates a total of the M nuclei while i and j denote the N number of electrons in
the system. The first two terms in equation 2.2 describe the kinetic energy of the electrons and
nuclei respectively. The rest of the three terms respectively represent the attractive electrostatic
interaction between the nuclei and the electrons, the repulsive potential of the electron-electron
and the nucleus-nucleus interactions. Other associated terms have their usual significance.

Now as nuclei are much heavier than the electrons, hence, they move much slower. There-
fore according to the Born–Oppenheimer approximation we can consider that all of the elec-
trons are existing in the field of fixed nuclei and the nuclear kinetic energy is zero and their
potential energy is merely a constant. Thus, the Hamiltonian can be reduces to only containing
the electronic part,

Ĥe =−1
2

N

∑
i=1

∇2
i −

N

∑
i=1

M

∑
A=1

ZA

riA

+
N

∑
i=1

N

∑
j>i

1
ri j

= T̂ +V̂Ne +V̂ee (2.3)

Therefore, the solution of the Schrödinger Equation with electronic Hamiltonian yields the elec-
tronic energy (Ee) of the system when operated on the electronic wave function(ψe),

Ĥeψe = Eeψe (2.4)

and the total energy of the system becomes the sum of electronic energy (Ee) and the nuclear
repulsion term Enuc.

Etot = Ee +Enuc (2.5)

where,

Enuc =
M

∑
A=1

M

∑
B>A

ZAZB

RAB

(2.6)

If a system is in the state ψ , the expectation value of energy for the particular system is given
by

E[ψ] =

〈
ψ|Ĥ|ψ

〉

〈ψ|ψ〉 (2.7)

where
〈
ψ|Ĥ|ψ

〉
=
∫

ψ∗Ĥψdτ . Now according to the Variational Principle the energy calcu-

lated using an guessed ψ is always an upper bound to the original ground state energy (E0) of
the system of interest,

E[ψ] =

〈
ψ|Ĥ|ψ

〉

〈ψ|ψ〉 ≥ E0 =

〈
ψ0|Ĥ|ψ0

〉

〈ψ0|ψ0〉
(2.8)

Thus, Full minimization of the given functional E[ψ] with respect to all of the allowed N-
electronic wave functions will provide the true ground state ψ0 and the corresponding energy
E[ψ] = E0. The ground state N electronic wave function is usually represented by an antisym-
metrized product of N numbers of orthonormal spin orbitals φi(~x), each of which is a product
of spatial orbital χk(~r) and the spin function σ(s) = α(s)orβ (s). The resulting formulation is
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called as the Slater Determinant,

ψ(~x1,~x2, · · ·~xN) =
1√
N!

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣

φ1(~x1) φ2(~x1) · · · φN(~x1)
φ1(~x2) φ2(~x2) · · · φN(~x2)
φ1(~x3) φ2(~x3) · · · φN(~x3)

. . . .

. . . .

. . . .
φ1(~xN) φ2(~xN) · · · φN(~xN)

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣

(2.9)

2.3 Function, Operator and Functional

In this section we will introduce a few important definitions.

2.3.1 Function

A function is a mathematical recipe to map one variable into another. Thus if x and y be two
variable so related that for each and every value of x (defined within a given domain), there are
values of y, then y is a function of x. In the present scenario, x is called a independent variable

or an argument and y is referred as dependent variable. According to the common convention a
function of a dependent variable ‘x’ is denoted by symbols such as f (x),F(x),G(x),ψ(x),φ(x)
etc. It may be possible that for a particular value of the independent variable two or more
values of the function is generated. In such cases the function is defined as a multiple–valued

function, otherwise the function is single–valued. However, using proper limitation a multiple
valued function can be separated into several single valued functions. Thus y2 = x can be broken
into y = +

√
x and y = −√

x and so on. A function can also be undefined for some particular
value(s) of the independent variable. thus f (x) = 1

x
is undefined for x = 0.

2.3.2 Operator

In common mathematics, an operator is a description of mathematical operation which is op-
erated on a function in order to generate a new function. According to common convention an
operator is symbolically presented like F̂ or via calligraphy e.g. F . Some common examples of
common operators are multiplication by a constant, square root, d

dx
and d2

dx2 . Few common exam-
ple with simple operations can be included here. Thus, operating the square operator i.e, F̂ = 2

on a function like cos(x) we get, F̂cos(x) = cos2(x). Similarly second derivative of a function

w.r.t x can be calculated by the operator, F̂ = ∂ 2

∂x2 , and the result is F̂ f (x) = ∂ 2

∂x2 f (x) = ∂ 2 f (x)
∂x2 . In

quantum mechanics ‘Nabla’ (∇) is the popular differenial operator in three dimensional coordi-
nate. In Cartesian coordinate it is represented as,

∇ =

(

~i
∂

∂x
+~j

∂

∂y
+~k

∂

∂ z

)

Important parameter like forces (which are vectors) which is the gradients of potential energy
can be calculated by operating ∇ on the potential, Force =−∇V . The square of ∇ is called the
Laplacian operator,

∆ = ∇2 =

(
∂ 2

∂x2 +
∂ 2

∂y2 +
∂ 2

∂ z2

)
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The ∇2 or ∆ is another important operator in quantum chemistry since it is related with the
kinetic energy operator. An operator is called linear if the following relation holds,

F̂(Cψ) =CF̂ψ (2.10)

where ‘C’ is a constant. As for example the first order differentiation ( d
dx

) operator is linear.
However, operator like square root is not a linear operator, since,

√

(Cψ) 6=C(
√

ψ) (2.11)

2.3.3 Functional

A functional is defined as a function of another function. A Functional takes a function as
the input in order to provide the output. In common convenience, a functional is symbolically
presented with the function in square brackets as F [ f ] = b. As for example we can consider the
integration of a function from −∞ to +∞ as a functional,

F [ f ] =

+∞∫

−∞

f (x)dx (2.12)

The mathematical formulation of the expectation value given in (2.8) can also be considered
as the total energy functional(E[ψ]) of the function ψ as it takes the function ψ as input and
provide the value of energy for that particular state (ψ).

The properties of the functionals are also similar to the functions. Like the function, a func-
tional can also have derivatives, the formulation is much similar to the derivatives of functions
as well. The differentiation of a functional F [ f ] is defined as,

∂F [ f ] = F [ f +∂ f ]−F [ f ] =
∫

∂F

∂ f (x)
∂ f (x)dx (2.13)

The rule of differentiation are also similar to the functions,

∂

∂ f (x)
(C1F1 +C2F2) =C1

∂F1

∂ f (x)
+C2

∂F2

∂ f (x)
(2.14)

∂

∂ f (x)
(F1F2)

∂F1

∂ f (x)
F2 +

∂F2

∂ f (x)
F1 (2.15)

2.4 The Electron Density

The wave function ψ introduced earlier has no physical significance as it is not an observable.
However, the square of a wavefunction is directly associated with the probability density of
electrons. The electron density is definitely an observable and can be measured by suitable
experiments like X–ray diffraction. The total electron density of a N electronic system can be
defined as N–times (since electrons are indistinguishable) of the integral of the modulus square
of wavefunction over all the spin coordinates of all electrons and over all but one of the spatial
coordinates (~x ≡~r.s),

ρ(~r) = N

∫ ∫

· · ·
∫

|ψ(~x1,~x2, · · ·~xN ,)|2ds1d~x2d~x3 · · ·d~xN (2.16)
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Here ρ(~r) represents the probability of finding any of the N–electrons within a volume
element of d~r with arbitrary spin. Other (N-1) electrons have arbitrary positions and spin as
represented by the state defined by ψ . Although ρ(r) represents the probability density, it
is commonly known as the electronic density. ρ(r) obeys some specific properties mentioned
below,

a. ρ(r) is a non-negative function of the three spatial variables which integrates to the total
number of electrons and vanishes at infinity,

ρ(~r −→ ∞) = 0
∫

ρ(~r)d~r = N
(2.17)

b. At the specific position of an atom ρ(~r) shows a discontinuity resulting a cusp.

lim
riA→0

[
∂

∂ r
+2ZA

]

ρ(~r) = 0 (2.18)

where ρ(~r) is the spherical average of ρ(~r)

c. ρ(~r) shows a asymptotic exponential decay for large distances from all nuclei within the
system,

ρ(~r) ∝ exp
[

−2
√

2I|~r|
]

(2.19)

where ‘I’ is the ionization energy.

In a similar fashion the pair density which is the probability of finding two electrons with spins
σ1 and σ2 simultaneously within respectively two different volume elements dr1 and dr2 is
given as,

ρ2(~x1,~x2) = N(N −1)
∫ ∫

· · ·
∫

|ψ(~x1,~x2, · · ·~xN ,)|2d~x3 · · ·d~xN (2.20)

The remaining N-2 number of electrons is considered have arbitrary positions and spins. The
pair density is also a positive number and normalized to the total number of non–distinct pairs
of electrons .i.e, N(N-1)1

2.5 The Thomas–Fermi Model

Although the journey of the modern density functional theory began just few decades ago, the
first attempt to use electron density in place of wave function is dated back to the early days
of quantum mechanics. Using electron density as the fundamental parameter of a quantum me-
chanical system has always been a tempting topic to theoretical chemists. The prime reason of
that is twofold. Firstly, unlike the wave function, the electron density of a quantum mechan-
ical system is a experimentally measurable quantity. Secondly, it depends on three Cartesian
coordinates, whereas, the wave function of a system composed of ‘N’ number of particles has a
dependency on 4N number of variables (3N for coordinates and N for spin). Thus using density
is far more economical than using the wavefunction if one considered the computational time
and resources. The first simplest approximation of such kind is proposed by Thomas (1927) and
Fermi (1928) and is known as the Thomas–Fermi(TM) model in short.1,2

1A different normalization factor N(N−1)
2 is also used commonly which corresponds to the distinct number of

pairs of electrons.



Chapter 2. The Fundamentals of Density Functional Theory 33

In this model Thomas and Fermi has derived the expression of kinetic energy of a quantum
mechanical system based on the electron density alone by utilizing the concept of uniform elec-
tron gas. In this quantum statistical model except the kinetic energy, all other contributions due
to nuclear–electron attraction and electron-electron repulsion are treated in a completely classi-
cal manner. Thus, according to the model the kinetic energy of a quantum mechanical system
can be expressed by the following functional,

TT F [ρ(~r)] =
3

10
(3π2)

2
3

∫

ρ(~r)
5
3 d~r (2.21)

Using the classical contribution the total energy of the system becomes,

ET F [ρ(~r)] =
3
10

(3π2)
2
3

∫

ρ(~r)
5
3 d~r−Z

∫
ρ(~r)

r
d~r+

1
2

∫ ∫
ρ(~r1)ρ(~r2)

r12
d~r1d~r2 (2.22)

As the expression of the kinetic energy expression is a very rough estimate of the actual kinetic
energy of the system and as the exchange and correlation effects are completely ignored, the TF
model shows very poor performance in describing real systems. Thus upon implementing the
TF model for molecular system it is observed that the model is unable to describe the existence
of chemical bond. Thus, the model is hardly of any use for practical purposes. However, the real
importance of Thomas Fermi model is not due to the accuracy of the method but due to that it is
the first instance where the energy of a system is represented as a whole using only the electron
density. However, for that time being no immediate solution was found to rectify the limitation
of the model and hence the wave function based methods remained as the only way to approach
and analyze the real systems. In order to find out the correct density which to be inserted in the
above equation, Thomas and Fermi have utilized the variational principle. They assumed that
the ground state of the system is related to the density for which the expression of total energy
is minimized under the constraint

∫
ρ(~r)d~r = N. At this point it is important to mention that at

that time it was still unknown that whether expressing the total energy of a system in terms of
density is theoretically justified or using variational principle in the said context is even valid.
Despite the fact, Thomas and Fermi proceeded with the assumption as for that time it was the
only solution that seemed logical and reasonable.

2.6 The Hohenberg and Kohn Theorem

The field of modern density functional theory we know and use today was born when in 1964
Hohenberg and Kohn3 proposed and proved two fundamental postulates regarding the electron
density of the system. These two postulates not only solve the queries regarding the justification
of the approximations used in the Thomas Fermi model but also provide the theoretical founda-
tion needed to construct the rigorous density functional theory and related developments. The
two postulates can be summarized as,1,2

I. Every observable of a stationary quantum mechanical system (including energy), can be
calculated, in principle exactly, from the ground-state density alone, i.e., every observable
can be written as a functional of the ground-state density.

II. The ground state density can be calculated, in principle exactly, using the variational
method involving only density,

The original theorems was intended for the time independent stationary ground states, but was
later extended to excited states and time dependent systems as well.4,5
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In order to prove the validity of first theorem, Hohenberg and Kohn utilized some valid
assumptions based on the fundamental principles of quantum chemistry. If one considers the
Born-Oppenheimer approximation, the ground state of a electronic system is a direct result of
the potential exerted by the nuclei (called ‘external potential’, V̂ext). This assumption can further
be clarified by looking into the expression of the electronic Hamiltonian (Ĥe) of Equation 2.3.
In that equation the kinetic energy of electrons (T̂ ) and the electron-electron repulsion term (V̂ee)
simply ‘adjust’ themselves to the external potential. Thus for a specific value of V̂ext , every other
variables of the system including the electron density, adjusts themselves to provide the lowest
possible ground state energy of the electronic system. Thus V̂ext can be considered as the only
variable term in the electronic Hamiltonian, and every other parameters indirectly depends on
it.

Entrusting the aforesaid assumption, Hohenberg and Kohn asked a common question, “Is
the parameter V̂ext can be uniquely determined just from the knowledge of electron density ρ(~r)
alone? Is it possible (at least by principle, not necessarily to be easy) to get the information
about the position and the type of the nuclei are, if we accurately know the density ρ(~r) of the
ground state? Is there exists a precise path of mapping from the density (ρ(~r)) to the external
potential (V̂ext)?" The answer to all of these questions were found to be affirmative. In reality,
the mapping from ρ(~r) to V̂ext is observed to be accurate within a constant, which is not a big
concern since it is well known Schrödinger equations with Ĥe and Ĥe + const provides exactly
the same eigen–states. Only thing that will change in that case is that the energy levels will
be shifted by the value of this const. Now, all measured energies are known only within some
constants which is the reason of the foundation of the frame of reference. Thus, if this is true
the knowledge of only the density is enough to get the complete information about the system.
As ρ(~r) can be utilized to yield the total number of electrons N:

N =
∫

ρ(~r)d~r (2.23)

and ρ(~r) also determines the V̂ext , the knowledge of ρ(~r) is equivalent to the knowledge of ψ ,
i.e., the wave function of the system.

They’ve also provided the mathematical proof of the theorem which is based on reductio ad

absurdum which is as follows,
Let us assume ρ(~r) represents an exact ground state density of a non–degenerate system2

and ψ is the wave function of the ground state. We may further assume that for that specific
density ρ(~r), there can be two possible external potentials which are V̂ext and V̂ ′

ext respectively.
Now these two different external potential will certainly corresponds to two separate electronic
Hamiltonian operators (Ĥe and Ĥ ′

e) both of them will yield two different wave functions for the
same ground state, ψ and ψ ′ respectively.

Therefore, the energies corresponds to each wave function are E0 = 〈ψ|H|ψ〉 and E ′
0 =

〈ψ ′|H ′|ψ ′〉 respectively. If we now calculate the expectation value of energy for the ψ ′ with the
Hamiltonian Ĥ and utilize the variational principle we get,

E0 <
〈
ψ ′|H|ψ ′〉=

E ′
0

︷ ︸︸ ︷〈
ψ ′|H ′|ψ ′〉+

〈
ψ ′|H −H ′|ψ ′〉= E ′

0 +
∫

ρ(~r)[V̂ext −V̂ ′
ext ]d~r (2.24)

2It is important to note that later investigations has proven that HK theorems can easily be extended for degenerate
ground states as well.6
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Similarly, the expectation value of energy for the ψ with the Hamiltonian Ĥ ′ yields,

E ′
0 <

〈
ψ|H ′|ψ

〉
= 〈ψ|H|ψ〉
︸ ︷︷ ︸

E0

+
〈
ψ|H ′−H|ψ

〉
= E0 −

∫

ρ(~r)[V̂ext −V̂ ′
ext ]d~r (2.25)

Adding equations (2.24) and (2.25) by each sides leads to a contradictory solution,

E0 +E ′
0 < E ′

0 +E0 (2.26)

Thus, it is now proven that there cannot be two different Vext that give the same ρ(~r) for
the ground state. Thus, ρ(~r) uniquely determines N and V̂ext , and also all the properties of the
ground state, including the kinetic energy of electrons (T (ρ)) and energy of electron interactions
Eee. Thus, the total ground state energy of the system can be represented as simply a functional
of density alone,

E[ρ] = ENe[ρ]
︸ ︷︷ ︸

system dependent

+T [ρ]+ Eee[ρ]
︸ ︷︷ ︸

universal

(2.27)

where we have retained the subscript ‘Ne’ to emphasize the type of external potential in our case,
which is just the electron and nucleus attraction. We can further grouped together the functionals
which are just responses and can be considered as secondary compared to the ENe[ρ],

E[ρ] = ENe[ρ]+FHK [ρ] =
∫

ρ(~r)V̂Ne(~r)d~r+FHK [ρ] (2.28)

The newly defined FHK functional depends only on density and is universal, i.e., its mathematical
form does not depend on the type of system under consideration. The simple looking FHK

functional is the most important term used in DFT. If we know the explicit form of both the terms
in it, we would have able to solve the Schödinger equation exactly. However, the exact forms
of both the terms are still unknown and is considered the major challenges in DFT. Although,
the Second term Eee[ρ] can further be separated into two terms, the classical Coulombic part
(J(ρ)) and the non-classical contribution (Encl[ρ]) to the Eee[ρ], which contains self–interaction
correction and the exchange and Coulomb part,

Eee[ρ] =
1
2

∫ ∫
ρ(~r1)ρ(~r2)

r12
d~r1d~r2 +Encl[ρ] = J[ρ]+Encl[ρ] (2.29)

Until now, the proof of first HK theorem shows that the ground state density alone is suffi-
cient to evaluate all the properties of a system. However, the first theorem does not tell us how
to be sure that the density of our choice is the correct density for the system. The second HK
theorem offers a possible solution to that problem in terms of variational principle introduced in
the earlier section of this present chapter. In a simplified manner, the second theorem tells that
the energy functional E[ρ] is an upper bound to the exact ground state energy, i.e., E0. Thus, for
any chosen trial density ρ̃(~r) which satisfies the necessary boundary conditions like, ρ̃(~r) ≥ 0
and

∫
ρ̃(~r)d~r = N and which corresponds to some external potential Ṽext , the calculated energy

E[ρ̃] will be either higher or equal to the exact ground state energy E0[ρ0],

E0[ρ0]≤ E[ρ̃] = ENe[ρ̃]+T [ρ̃]+Eee[ρ̃] (2.30)

E[ρ̃] will only be equal to E0 if and only if the trial density ρ̃ equals to the exact ground state
density(ρ0) of the system. The mathematical proof of equation 2.30 is really simple. Since it
is known any trial density must ρ̃ corresponds to a Hamiltonian (̃̂H) and to a wave function
(ψ̃). The corresponding wave function can now be utilized as the trial wave function for the
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Hamiltonian originated from the true external potential namely Vext . Therefore,

〈
ψ̃|Ĥ|ψ̃

〉
= T [ρ̃]+Eee[ρ̃]+

∫

ρ̃(~r)d~r = E[ρ̃]≥ E0[ρ0] =
〈
ψ0|Ĥ|ψ0

〉
(2.31)

which is the expected proof.
Before we proceed further, let us focus on few theoretical complexities which are essential

in this present context. As we have already mentioned, in order to the theorem to be valid,
the trial density ρ̃ must obey few predetermined rules. These conditions are abbreviated as
the representability of density. The first one is called the N–representability which is the
ρ̃ must sum up to the total electron number ‘N’ upon integration.1,7–9 This condition is easy
to achieve and automatically ensured if ρ̃ originates from a antisymmetrized wave function.
The second condition which was just mentioned in the previous para, is that the trial density
must be associated with some external potential (Vext). This condition is known as the Vext

representability (or simply as ‘v’ reprentability) problem10 and which is not as trivial as the
case of N–representability. In a simpler language, among the many trial densities available, not
all are suitable in accordance of the Hohenberg-Kohn theorem. Among many only those those
densities are valid which are mapped with an antisymmetric wave function and therefore with
a Hamilton operator with some type of Vext . This is still an open problem in DFT since till
date it is not known what condition must a trial density satisfy in order to be Vext representable.
By taking some reasonable trial densities Levy (1982) and Lieb (1983) has shown that they
cannot be mapped to any Vext .11,12 Thus, if one chose any of those specific densities it would be
impossible to converge to any physically relevant ground state via variational optimization. If
we restrict ourselves to only N as well as v representable trial densities, the second HK theorem
is considered to be valid in all the cases.

2.7 The Kohn and Sham Method

From the Hohenberg–Kohn theorem we have shown that the ground state energy of a system of
interest can be written as,3

E0 = minρ→N

(

F [ρ]+
∫

ρ(~r)V̂Ne(~r)d~r

)

(2.32)

where, F [ρ ] is the pre–mentioned universal functional which contains kinetic energy the classi-
cal Coulomb interaction term and the non–classical interactions,

F [ρ] = T [ρ]+ J[ρ]+Encl[ρ] (2.33)

Among these three only J[ρ] is known. Unfortunately, the expression of the kinetic energy
(T [ρ]) is not known with adequate accuracy. Even with the modified Thomas–Fermi, the final
expression is still underdeveloped and not work very well with molecular systems. In 1965,
Kohn and Sham13 proposed an alternative to bypass this limitation and provide an alternative
way to reach the ultimate goal sought by many. Since the kinetic energy of a system can easily
calculated from a known wave function, Kohn and Sham proposed to calculate the exact kinetic
energy of a reference non–interacting system whose electron density is the same with the real
interacting system of interest. Thus,

TS =−1
2

N

∑
i

〈
ψi|∇2|ψi

〉
(2.34)

3from now on we will use the notation F instead of FHK for convenience
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and

ρS(~r) =
N

∑
i

∑
s

|ψi(~r,s)|2 = ρ(~r) (2.35)

where, ψi is the wave function of the reference system. It is evident that TS 6= T even if both the
systems (interacting and non–interacting) have same electron density. however it is expected a
major portion of T [ρ] is recovered via TS. In order to correct this error, Kohn and Sum suggested
the following partition of the universal functional F [ρ],

F [ρ] = TS[ρ]+ J[ρ]+EXC[ρ] (2.36)

where, EXC[ρ] is defined as the Exchange–Correlation Energy and expressed as,

EXC[ρ] = (T [ρ]−TS[ρ])+(Eee[ρ]− J[ρ]) (2.37)

Thus EXC[ρ] contains all the contributions to energy which are unknown and not accounted for,
i.e.:

• The contribution of electron exchange.

• The contribution of electron correlation which is a crucial part of energy for systems
containing interacting electrons.

• The residual portion of the kinetic energy which is not included in the term TS and hence
essential to get the true kinetic energy of the real system of interest i.e, T [ρ].

• A correction for the self-interaction which is originated from the by the classical coulomb
potential.

As a matter of fact, all the components of the total energy whose exact forms are unknown
and difficult to obtain via theoretical means are ‘swept under the carpet’ within this functional.
As of recent time, highly accurate, superior approximations for this functional are easily avail-
able.

At this point an important question which can be asked is how do we be able to find the
potential VS for the non–interacting reference system, so that that leads to a antisymmetrized
wave function (Slater determinant) which is associated with the exact same density as our system
of interest. To answer this we will rewrite the energy of our system in terms of the newly
separated F [ρ] as written in (2.36),

E[ρ] = TS[ρ]+ J[ρ]+EXC[ρ]+ENe[ρ] (2.38)

Expanding the respective terms we obtain,

E[ρ] = TS[ρ]+
1
2

∫ ∫
ρ(~r1)ρ(~r2)

r12
d~r1d~r2 +EXC[ρ]+

∫

VNe ρ(~r)d~r (2.39)

=−1
2

N

∑
i

〈
ψi|∇2|ψi

〉
+

1
2

N

∑
i

N

∑
j

∫ ∫

|ψi(~r1)|2
1

r12
|ψ j(~r2)|2d~r1d~r2

+EXC[ρ]−
N

∑
i

∫ M

∑
A

ZA

r1A

|ψi(~r1)|2d~r1

(2.40)

The only unknown term in the equation (2.40) is EXC[ρ]. If we now apply variational principle
on (2.40) to minimize the energy under the constraint

〈
ψi|ψ j

〉
= δi j, we obtain the famous
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Kohn–Sham equation,
(

− 1
2

∇2 +

[
∫

ρ(~r2)

r12
d~r2 +V̂XC(~r1)−

M

∑
A

ZA

r1A

]

︸ ︷︷ ︸

Ve f f (~r1)

)

ψi = εiψi (2.41)

where, V̂XCis defined as the functional derivative of EXC with respect to ρ ,

V̂XC(~r) =
∂EXC[ρ(~r)]

∂ρ(~r)
(2.42)

The resulting equation is very similar to the eigen–equation of the Hartree-Fock method. How-
ever, equation (2.41) it is much simpler as in the HF case the Fock operator contains the non–
local potential which is different for each electron. In the Kohn-Sham operator the Ve f f potential
depends only on~r, and not on the index of the electrons and hence it is same for all electrons.
The Kohn-Sham orbitals, ψi, which can be easily derived from equation (2.41)and can be used
to calculate compute the total density,

ρ(~r) =
N

∑
i=1

|ψi(~r)|2 (2.43)

which can further be utilized to calculate a new improved potential V̂e f f (~r) which will eventually
lead to a new self-consistent cycle. It is crucial to mention that ψi(~r)’s are not equivalent to the
the real orbitals of the system, and hence they do not associated to any real physical meaningful
system. Their sole purpose is to provide a theoretical mapping in between between the kinetic
energy and the density. Also to mention that the total KS wave function is a single determinant
approach and fails where multiple determinant are needed in order to describe the system e.g.
during dissociation process of a molecule. An example scheme of KS iteration during single
point or optimization cycle is depicted in Figure 2.1.

2.8 Conceptual DFT

2.8.1 Global Reactivity Descriptors

As we have already mentioned, in order locate the minima of the energy functional i.e, ∂E[ρ(~r)] =
0, it must be constrained by the N–representability condition1,7–9 of the density which is already
optimized.4 For the present case the N–representability constraint can be represented as,

∫

ρ(~r)d~r−N = 0 (2.44)

Now, using the Lagrange’s method of undetermined multipliers we get,

∂

{

E[ρ(~r)]−µ

[∫

ρ(~r)d~r−N

]}

= 0 (2.45)

4 the equation must also be constrained by v-representability10 as well, however, as of now we still not have
any clue how to mathematically express v–representability. Some mathematical formulation like Levy’s constrained
search (1982) and Petkov’s local–scaling approximation (1986) are available in the literature which automatically
ensure v–representability during density optimization.11,14
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FIGURE 2.1: A common flowchart of the Kohn–Sham iteration scheme.
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where, µ is the undetermined multiplier. Solving the differential equation leads to,

∂E[ρ(~r)]−µ∂

{∫

ρ(~r)d~r

}

= 0 (2.46)

Now we know that the definition of differential of the functional can be presented as,

F [ f +∂ f ]−F [ f ] = F =
∫

∂F

∂ f (x)
∂ f (x)dx (2.47)

Using the aforementioned formula also considering the fact that the differential and integral
signs can be mutually interchanged we get

∫
∂E[ρ(~r)]

∂ρ(~r)
∂ρ(~r)d~r−µ

∫

∂ρ(~r)d~r = 0 (2.48)

As both the integration have the same limit and runs over the same variable, we can combine
the whole expression under a single integral,

∫ {
∂E[ρ(~r)]

∂ρ(~r)
−µ

}

∂ρ(~r)d~r = 0 (2.49)

which is the condition for constrained minimization and also defines the value of the Lagrange
multiplier µ at minimum. using equation (2.28) we can represent µ in terms of the external
potential(V̂ext),

µ =
∂E[ρ(~r)]

∂ρ(~r)
= V̂ext(~r)+

∂FHK [ρ(~r)]

∂ρ(~r)
(2.50)

This equation is commonly known as the Euler–Lagrange equation.
In 1978, Parr and coworkers15 provided a interpretation of the Lagrangian multiplier µ .

They have shown that showed that under N–representability and v–representability condition
and if the density is associated with some anti–symmetric wavefunctions, the Lagrangian mul-
tiplier µ obtained from Eqn.2.50 can be represented as the the derivative w.r.t. the value of
constraint, N, of the minimum of the functional E[ρ(~r)]

µ =

(
∂E

∂N

)

V̂ext(~r)

(2.51)

If we consider an analogy to thermodynamic chemical potential which is defined as,

µtherm =

(
∂G

∂N

)

P,T

(2.52)

where, G is the Gibbs free energy and N is the number of moles, the undetermined multiplier
µ can be termed as electronic chemical potential. In a similar way like the chemical potential,
µ estimates the escaping tendency of the electrons from the system. Iczkowski and Margrave16

have given further clarification of the Lagrange multiplier by providing the electronegativity
formula which is X =−( ∂E

∂N
)n=0, where n=N–Z, Z is the atomic number of the nucleus. Thus

the electronegativity can be related with µ with the following formula,

X =−µ =−
(

∂E

∂N

)

V̂ext(~r)

(2.53)
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It is important to note that the Mulliken’s definition of electronegativity,

XM =
I +A

2
(2.54)

where, I and A are the ionization energy and electron affinity respectively, are actually the finite
difference approximation of equation 2.53

In a similar manner, the second derivative of the energy with respect to number of electrons
is termed as absolute hardness (η) by Parr and Pearson17,

η =
1
2

(
∂ 2E

∂N2

)

V̂ext(~r)

=
1
2

(
∂ µ

∂N

)

V̂ext(~r)

(2.55)

Therefore from 2.55, chemical hardness or η can be interpreted as the resistance of chemical
potential to the change in the number of electrons of the system. The definition of η can further
be related with the conventional definition,

η =
I −A

2
(2.56)

via the finite difference approximation of equation2.55. Similar to the chemical hardness an-
other important parameter is the softness (S), which is defined as,

S =
1

2η
=

(
∂N

∂ µ

)

V̂ext(~r)

(2.57)

The concept of η was later utilized for the theoretical deduction of HSAB principle by the
same author. However, detail discussion regarding HSAB principle is out of the scope of the
present thesis.

Another very important reactivity descriptor namely the electrophilicity index was intro-
duced by Parr, Von Szentpaly and Liu by combining the concept of hardness and electronega-
tivity introduced earlier. In their proposed model, the electrophile is assumed to be exist within
a sea of free electrons which is at zero temperature and at zero chemical potential18. The energy
change due to electron transfer from the free electron sea to the electrophile is represented in a
power series expansion upto second order at constant external potential,

∆E = µ∆N +
1
2

η∆N2 (2.58)

the saturation point of electron inflow was considered as,

∆E

∆N
= 0 (2.59)

Combining Eqs.2.58 and 2.59, we get the amount of electron transfer,

∆N =−µ

η
(2.60)

and the stabilization energy due to electron transfer,

∆E =− µ2

2η
(2.61)

The term µ2

η , is denoted as electrophilicity index (W ) in an analogy to the equation of power
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(W = V 2

R
) from classical electricity and considered as a measurement of electrophilicity of the

chemical species. (W ) is also considered as a measure of the “electrophilic power” of the
electrophile. Using the finite difference approximation, (W ) can be written as,

W =
µ2

2η
=

(I +A)2

8(I −A)
(2.62)

Equation 2.62 can be related to frontier orbital energies by using the Koopman’s approximation
from the molecular orbital theory. According to Koopman’s approximation ionization energy
(I) and electron affinity (A) can be expressed in terms of HOMO and LUMO energies19–21.

I =−εHOMO (2.63)

A =−εLUMO (2.64)

Although, all these parameters like chemical potential, electrophilicity index, softness and hard-
ness are capable to describe the overall reactivity of the system (hence the name, global reactiv-
ity descriptor) , they do not contain any information about the type of active atoms or functional
groups within the molecule.

2.8.2 Local Reactivity Descriptors

In all chemical process the reactivity of individual atoms or functional groups matters most
rather than the reactivity of the molecule as a whole. Thus, despite the global reactivity descrip-
tors are theoretically profound and interesting concept, in real practice, it is not that useful as
GRD’s are unable to provide the important local information mostly sought by the chemists.
Thus, since the early days of conceptual DFT, all these demands from the chemistry community
have facilitated the development of some descriptors which are local in nature and commonly
abbreviated as the local reactivity descriptors or LRDs.

The concept of utilizing electron density as a tool of describing the reactivity of molecules
was first initiated by Kenchi Fukui when he proposed three fundamental principles regarding
the frontier molecular orbitals orbitals of aromatic compounds in 1952.22,23. The proposal
considered that the attacking site is influenced by the electron density of the electrons in the
frontier–orbitals. Thus, for electrophilic attack, the frontier orbitals should be the highest oc-
cupied molecular orbitals or HOMO, for nucleophilic attack, the frontier orbitals are of lowest
unoccupied molecular orbital or LUMO. Similarly, for radical attack, one electron is assumed
to be in HOMO and another one is in LUMO.

Parr and his collaborators was among the first who was able to provide a connection in
between the Fukui’s frontier molecular orbitals theory and the density functional theory1,17,24,25.
Using the ensemble formulation of DFT, they have defined the frontier function as,

f (r) =

(
∂ µ

∂V̂ext(~r)

)

N

=

(
∂ρ(~r)

∂N

)

V̂ext(~r)

(2.65)

The equations for change in energy is considered as,

dE = µdN +
∫

ρ(~r)dVext(~r)dr (2.66)

dµ = 2ηdN +
∫

f (~r)dVext(~r)dr (2.67)
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In the equation 2.67 the quantity dµ estimates the extent of the reaction. The preferred direction
is considered as the one in which the initial value of |dµ| for the species is found to be a
maximum. The first term on the right hand side of 2.67 consists only global quantities and
is generally less direction sensitive than the second term on the r.h.s at larger distance. The
preferred direction is associated with maximum f (r) at the respective reaction site.
Similar to E(N), ρ(r) also has discontinuity at integral N. The equation 2.65 shows two reaction
indices as left and right– hand side derivatives which are needed to include under consideration
for a given number of electrons, N=N0.

f−(~r) =

(
∂ρ(~r)

∂N

)−

Vext(~r)

(2.68)

which is for for an electrophilic attack associated an electron density increase in the system, and

f+(~r) =

(
∂ρ(~r)

∂N

)+

Vext(~r)

(2.69)

which is for a nucleophilic attack associated an electron density decrease in the system.
If we consider the frozen core approximation dρ = dρvalence in each case and hence for the
electrophilic attack

f (~r)− = ρ
HOMO

(2.70)

and the nucleophilic attack can be approximated as

f (~r)+ = ρ
LUMO

(2.71)

and the third function which governs a radical attack, is a average of the above two,

f (~r)0 =
1
2
(ρ

HOMO
+ρ

LUMO
) (2.72)

Frontier function is normalized to unity,
∫

f a(~r)dr = 1 ∀a =+,−,0 (2.73)

Thus, although FF can provide the relative information about different reactive regions of a
given molecule, it is, however, does not able to describe the local intensity of the response.
Another parameter namely the local softness s(r), introduced by Parr and Yang can be used for
such purpose,26

s(r) =

(
∂ρ(~r)

∂ µ

)

Vext(~r)

(2.74)

s(r) is considered as a local analogue to the global softness S (2.57). Using the chain rule, the
local softness can be rewritten as the product of total softness and the FF,

s(r) =

(
∂ρ(~r)

∂ µ

)

Vext(~r)

=

(
∂ρ(~r)

∂N

)

Vext(~r)

(
∂N

∂ µ

)

Vext(~r)

= f (r).S (2.75)

In order to describe all three type of attack namely, electrophilicity, nucleophilicity or radical,
The above equation can also be written as,

∫

sa(~r)dr = f a(~r)S ∀a =+,−,0 (2.76)
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S =
∫

sa(~r)dr ∀a =+,−,0 (2.77)

2.8.3 Atom Condensed Local Descriptors

As the Fukui function ( f (r)) is a function of r, one can identify the reactive centers within a
molecule only from the plot of f (r) with respect to r. However, such implementation is not
so trivial and in order to obtain a quantitative description of reactivity of each atom, it is soon
found to be essential to get a new descriptor which would provide a single valued numerical
contribution of each atoms or sites towards the overall reactivity of the molecule. Yang and
Mortimer first defined such Fukui functions via following a similar procedure like the population
analysis technique18 and commonly called as ‘Atom condensed Fukui functions.’

f+A = q
A,N0+1 −q

A,N0
(2.78)

f−A = q
A,N0

−q
A,N0−1 (2.79)

f 0
A =

1
2
(q

A,N0+1 −q
A,N0−1) (2.80)

where, q
A,N signifies the electronic population of atom A of a system with N number of electrons.

In the original article Mulliken’s population scheme27 was used to describe the reactivity of each
atoms within the molecule. However, in common practice other population analysis like Löwdin
population28 analysis, Hirshfeld population, natural population analysis29, Bader’s atoms–in–
molecules (AIM) method30, charges derived from molecular electrostatic potential31,32 and elec-
tronegativity equalization methods33,34, are also commonly used in order to calculate the atom
condensed FFs.
Using Equations 2.76, 2.77 and 2.78 – 2.80 it is also possible to define various condensed local
softness of any specific atoms,

sa
A = f a

AS ∀a =+,−,0 (2.81)

where, +, – and 0 indicate the electrophilicity, nucleophilicity and susceptibility for radical at-
tack respectively.
Pal and co–workers have introduced the concepts of ‘Relative Electrophilicity’ (R.E) and ‘Rel-

ative nucleophilicity’ (R.N)35. These descriptors were proven to be highly accurate and reliable
descriptors for determining the intramolecular reactivity since they can provide information
about both the electrophilic and nucleophilic character. The description of these descriptors
were given as,

R.E =
s+A
s−A

(2.82)

R.N =
s−A
s+A

(2.83)

The local electrophilicity (w+
A ) was introduced considering the additive rule, S = ∑s+A and Eq.

2.62,

W =
µ2

2η
=

µ2

2
S =

µ2

2 ∑s+A = ∑w+
A (2.84)



Chapter 2. The Fundamentals of Density Functional Theory 45

From equation 2.84, Perez et al. have proposed a regional electrophilicity power values, con-
densed on atom A36.

wA =
µ2

2
s+A (2.85)

Assuming the existence of some possible function w(r) which integrates to the global philic-
ity (W ), Chattaraj and co–authors37 have presented a generalized version of aforementioned
equation using the resolution of the identity associated with Fukui functions,

W =W

∫

f (r) =
∫

W f (r) =
∫

w(r) (2.86)

They have proclaimed that the w(r) has the information about both f (r) and W which can suc-
cessively also provide information of softness and the chemical potential. Therefore, it can be
considered as the most powerful concept of reactivity and selectivity if compared to other de-
scriptors. However, by observing the numerical performance, this concept was further criticized
by Roy and coworkers38,39. They have argued that the philicity index does not contribute any
additional reliability over other descriptors as in all of the the original contribution is coming
from the Fukui functions. Atom condensed philicity can be represented as,

wa
A =W f a

A ∀a =+,−,0 (2.87)
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Chapter 3

The Effect of Electronic Shell

Structure of Aluminum Nanoclusters

on the Oxidative addition of C−I bond

3.1 Introduction

The C–C cross coupling reaction with transition metals as catalyst is the most promising tool of
organic and material synthesis since the last four decades1,2. Bond formation process between
two carbon atoms is highly energy demanding and hence a slow process3,4. Therefore C–C cou-
pling reaction requires suitable catalyst to bring down the energy barrier and make the reaction
practically viable with reasonably good chemical yield. Most extensively used catalysts are Cu,
Ni and Pd complex5–7. Recent development in both experimental and theoretical contexts have
shown Fe8–10 and Au11–13 perform moderately well in C–C cross coupling reaction. Among all
these popular methodologies, most versatile and efficient catalyst for cross coupling reaction is
the heterogeneous Pd(0) catalyst14–16, commonly used via the different reaction schemes pri-
marily developed by Kumada17, Heck18, Sonogashira19, Negishi20, Stille21 and Suzuki14,22 in
the early 70-80’s. Heterogeneous Pd(0) catalyst not only gives good chemical yield with better
product quality, but it is also reusable and most of the reaction schemes are less demanding23.
Furthermore, most of the organo–palladium complexes are less sensitive towards moisture or air
and also have high functional group tolerance. However, despite the above, Pd catalyst suffers
from some well known disadvantages. Heterogeneous Pd catalyst is prone to catalyst poisoning
and leaching24,25. Both Pd and Ni which are widely used catalyst for cross–coupling are highly
expensive and poisonous, having low LD50 values26,27. Fine powder of Pd used as heteroge-
neous catalyst is pyrophoric as well28.Therefore, finding an alternatives catalyst of Ni and Pd is
the prime field of research to both theoreticians and experimentalists in recent years16. Among
the newly developed alternative catalysts, both experimental13,29 and theoretical investigations30

have shown that Au nanoparticles can be used as an effective catalyst for C–C cross–coupling
reaction. However, similar to Pd catalyst Au is also a rare element and highly expensive, which
restricts its use for large scale industrial synthesis.

Al nanoclusters are well known for its reactivity31–33. Specifically, small sized aluminum
clusters of 2–50 atoms are extremely reactive and show strong affinities to adsorb gaseous
species such as H2, D2, O2, N2 and H2O34–38.The reactivity trends of open and closed shell alu-
minum clusters with oxygen are of great interest lately and experimental implementation39–41 of
the same is proven to be extremely influential in elucidating the role of spin conservation on the
reactivity of aluminum clusters. Recent work by Castleman and Bergeron has shown that small
sized aluminum cluster anions can dissociate the C–I bond of methy iodide with relative ease42.
Scientists have also observed that CH3II can be dissociated on Al(111) surface, confirmed by
both scanning tunneling microscopy (STM) and DFT investigation43. Further analysis based on
Jellium model reveals that specific Al clusters have some unique features. For example, Al13

47
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cluster shows similarity with halogens, forms stable complexes with iodine44, produces ionic
assemblies with superalkali countercations45,46, and even forms similar family of compounds
comparable with polyhalides47. On the other hand, Al7 shows both divalent and tetravalent
valencies48 similar to that of carbon. All of these observations, stability and reactivity can
neatly be explained by homogeneous electron gas (HEG) model or most commonly mentioned
as ‘Jellium model’ first used by Knight and co–workers49 for similar context. These potent stud-
ies on Al clusters provoke further interest to judge their stabilities and reactivities for different
chemical reactions and to observe and explain the effects of electronic structures, size and shape
upon the energetics and mechanism. Detailed analysis can be useful and will have promising
impacts in the field of nanoscience and technologies in the upcoming days.50Alongside these
wide possibilities within the nano–regime, experiment and theoretical studies on atomic clus-
ters can also be proven convenient in disclosing the long lasting queries about the bulk matter
itself. Recently, Schnöckel and coworkers41,51,52 have shown that oxidation reactions of Al−13
cluster in HCl and Cl2 environment can be treated as a precise micro analogue of the oxidation
reaction of the bulk counterpart. Based on the state-of-the-art FT–ICR mass spectrometry they
have evaluated each possible sub reaction steps of the oxidation process in both environment
with absolute accuracy. Aside from the kinetic similarities regarding the products and inter-
mediates, DFT investigation have shown astonishing thermodynamic resemblance in terms of
exothermicity with the bulk metal for the same reactions. It is needless to say that in depth
studies like these are of utter importance and definitely prospective in understanding the growth
and form of bulk matter with atomic precision.

Figure 3.1 shows most common schematics14 of cross–coupling reaction using Pd as cata-
lyst. Other catalysts e.g Ni, Fe or Au follow similar mechanistic steps. The reaction proceeds
via the oxidative addition of Pd(0) complex to organo–halide to form a Pd(II) complex. Next
step is the transmetallation with another organometallic reagent where the nucleophile R′ is
transferred from the metal to the Pd(II), which is the slowest step in the whole cycle and hence
the rate determining step. The final process is the reductive elimination to give the coupled
product (R–R′) and regeneration of the Pd(0) complex, to be ready for the next catalytic cycle.
The overall catalytic reaction can be summarized as,

R−X+R′−M
M′(0)−−−→ R−R′+M−X (3.1)

where M′=Pd,Ni,Au,Fe etc.
Oxidative addition is the process by which C–I bond dissociates and two separate bonds with

the metal are created3. The opposite reaction is commonly known as reductive elimination. The
process is reversible, but depending on overall thermodynamics, basicity of the metal and nature
of the reactants, one particular direction is generally favored over the other one. Oxidative addi-
tion to a mononuclear complex increases the oxidation state of the metal center by 2, whereas for
a binuclear metal catalyst, oxidation state of each metal center increases by one unit. One of the
most amazing feature of oxidative addition is the wide range of reactants which can be involved
in the dissociation process. Starting from highly polar molecule like organo halides or acids to
totally non–polar molecule(H2) can be dissociated with equivalent ease. The oxidative process
can proceed via any of the four mechanistic pathways depicted in Figure 3.2. The first one is
commonly know as the concerted mechanism, where breaking of C–I bond and formation of the
bonds with the metals occurs simultaneously via a three member transition state. This process is
common for non–polar molecules or aryl halides and followed by retention of configuration of
corresponding stereogenic center. Unlike the concerted one, the SN2 mechanism proceeds via
the nuclophillic attack of the metal to less electronegative counterpart of the substrate leading
to the cleavage of R–X bond in a organometallic cation, followed by coordination of X− anion.
This mechanism is mostly common for polar molecules and resulting retention of configuration
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FIGURE 3.1: A common scheme for cross coupling reaction cycle using Pd
as catalyst. The transmetallation step is the slowest step and hence the rate

determining step.

FIGURE 3.2: All the possible reaction mechanisms for the oxidative addition of
organohalides with metal catalyst.
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of the stereogenic center. Third possibility of oxidative addition is through the ionic mechanism.
This pathway is possible if the substrate (R–X) gets completely dissociated into two ionic frag-
ments prior to the reaction. The overall mechanism can proceed via two following ways. First
one is the attachment of R+ fragment to the metal center, followed by subsequent coordination
of X− with the cationic complex. The alternative one is just the opposite where halide anion
first coordinates with the metal center resulting an anionic complex with a rapid coordination of
R+ yielding the final product. The final one among the listed mechanism is non chain radical
pathway53. The overall process in this mechanism is similar to SN2 mechanism, only difference
being that the fragmentation process generates radical species rather than ions, with the halide
radical attaches itself with the organometallic radical. Rate of the reaction depends on the basic-
ity of the metal, bond strength of R–X fragment and nature of substrate and solvent. The default
rate of the reaction can further be influenced by modifying substrates, solvents or by adding
foreign substances like radical scavengers3, which in fact can even introduce radical pathway in
a reaction which otherwise would have followed non–radical pathway. In some rare situations,
two or more mechanistic pathway can participate in a competitive manner and the final outcome
depends on the thermodynamics and the kinetics of each pathway and also on the imposed re-
action conditions. Oxidative addition reactions of organo–halides are extensively studied and
their mechanism is well established because of their importance in cross coupling reaction. The
choice of halogens is usually in the order I > Br > Cl as C–X bond dissociation energy follows
an opposite order54 C–Cl(∼ 83 kcal mol−1) > C–Br(∼72 kcal mol−1)> C–I(∼57 kcal mol−1).
Hence, iodine is the best leaving group among all the halides.

In this current chapter we have presented the thermodynamic and kinetic details for the
dissociation of C–I moiety on Al nanoclusters. Accurate DFT calculations shows that the Al
nano clusters can participate in C–I bond dissociation, effective in both aliphatic and aromatic
C–I bond cleavage. In addition with that in–depth reaction mechanism,detailed structural anal-
ysis and effect of shell structures of the clusters on the reaction controlling parameters are also
properly accounted with BOMD simulation and NBO analysis.

The chapter is organized as follows, in section 2 we have described in details the compu-
tational technique used. Section 3 deals with our results and elaborate discussion. Important
conclusions are drawn in section 4.

3.2 Computational Details

All the clusters, Al3, Al5, Al6, Al7, Al8, Al13 and Al20 in different possible conformations are
optimized in the frame work of DFT using Gaussian 09 software package55 with the TZVP basis
set and B3PW91 functional. Only the lowest energy optimized structure in each case is chosen
as one of the reactants in the C–I dissociation. All the organo–iodides (iodoethane, iodoethene
and iodobenzene) are also optimized using same TZVP basis and B3PW91 functional for C
and H similar to the prior case. However, for iodine, an ECP basis set such as LANL2DZ is
used. Optimization of reactants and transition state are performed using Berny’s algorithm im-
plemented in Gaussian 09 package. Normal modes of vibration of the optimized structures are
carefully observed and it is made sure that all the energetically minimized structure (reactants)
have no imaginary frequency whereas the transition states must and only have one single imagi-
nary frequency of appropriate magnitude and which corresponds to the C–I bond itself. Intrinsic
reaction coordinate (IRC) calculations are performed to confirm that the transition structures are
connected with proper reactants and products along positive and negative direction of chemical
reaction coordinate. Same calculations are further repeated using Minnesota functional M06–
2X and also in BHandHLYP functional in an attempt to properly bracket the activation barrier
for C–I dissociation on Al clusters. Thermodynamically controlled product of the reaction for
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each metal cluster was determined by calculating the energies of all possible products and choos-
ing the energetically lowest conformer. Basis set superposition error (BSSE) are corrected using
Boys and Bernardi’s counterpoise correction scheme56 within the Gaussian 09 software. Rate
constants of C–I dissociation are calculated by using the Eyring–Polanyi equation57–59

k =
kBT

h
e−

∆G‡
RT where ∆G‡ = G

‡
T S −GReactant (3.2)

of transition state theory at 298 K and 1 atm pressure.
For a brief analysis of underlying reaction mechanism Natural Bond Orbital (NBO) analysis are
performed on selected pre and post reaction complexes using NBO 3.0 suite implemented in
Gaussian 09. NBO analysis are further used for each clusters separately to get the insight about
stabilization of cluster during aromatic and aliphatic C–I bond cleavage on Al nanoclusters. The
second order perturbative estimation of donor–acceptor stabilization energy(Es) within the NBO
basis are computed by

Es = ∆Eij = qi
F2

ij

∆εji
(3.3)

where qi is donor orbital occupancy number. Fi j is off–diagonal elements of Fock matrix in
NBO basis. ∆ε ji=ε j-εi is the orbital energy difference between acceptor(j) and donor(i) NBO.

Three dimensional potential energy surface scan is performed in B3PW91 functional and
with the basis set described earlier in this section.The surface consists of a total 3111 grid points.
51 markers are assigned for C–I bond stretching along x axis and 61 are for increment of Al–I–
C angle along y axis. Relaxed optimization are performed at each point without imposing any
additional constraints. Energies(in a.u) obtained through the DFT calculation in each optimized
points are plotted along the z axis. The surface is constructed by connecting all the plotted
points in three dimensional Cartesian coordinate and a colormap is assigned based on the DFT
calculated data range.

To gain further insight into the reaction mechanism we have carried out ab initio molec-
ular dynamics simulation(BOMD) at room temperature (300K) using deMon.2.2.660 package.
A total simulation time of 40 pico–second (ps) is introduced to assure that R–I molecule can
have sufficient time to interact properly with the Al cluster. The temperature of the complex is
maintained using the Berendsens thermostat (I = 0.5 ps) in an NVT ensemble61. The nuclear
positions are updated using velocity Verlet algorithm with a time step of 1 fs. Throughout the
whole simulation, we have fixed the total angular momentum of the cluster to zero, thereby
suppressing the cluster rotation. Auxiliary density functional theory is employed for the BOMD
simulations62.

3.3 Results and Discussion

To investigate the dissociation process of C-I bond on Al atomic clusters , we have chosen seven
different atomic clusters of aluminum viz. Al3, Al5, Al6, Al7, Al8, Al13 and Al20 keeping in
mind that properties of atomic cluster are size and shape sensitive. Among them lowest energy
conformers of Al3 and Al5 are planner and two–dimensional reflecting the monovalent charac-
ter of aluminum alike alkali metals in low coordination63. However, starting from Al6 cluster
becomes three dimensional as overlapping effect between s and p orbital becomes pronounced.
As the second reactant we have selected three organo–iodides which are ethyl, ethylene and
benzyl iodide respectively i.e. a combination of one alkyl, one alkene and one aryl halide
of choice. Although calculations are performed in three different DFT functionals B3PW91,
BHandHLYP and M06–2X, during structural and binding energy comparison and also for Nat-
ural Bond Orbital (NBO) analysis we have followed the results obtained by M06–2X functional
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as family of Minnesota functionals are well known for good structural prediction as well as
bonding interactions64. Binding energies of the R–I molecule with Al clusters in all cases are
calculated by the following formula ∆E = E(Aln...IR) - E(R-I) - E (Aln) All the thermodynamic
parameters are calculated at 298 K and in 1 atm pressure.

The results and discussion section is divided into three parts. In the first part we have dis-
cussed structural and thermo–chemical aspects of C–I dissociation on selected Al clusters based
on DFT investigation. Second part of the discussion includes the mechanistic aspects of oxida-
tive addition over Al cluster based on the DFT calculation and the natural bond orbital(NBO)
analysis. The findings of Born Oppenheimer Molecular Dynamics simulation of C–I bond ac-
tivation upon Al cluster are further included in this section. One of the important features of
atomic clusters is that each cluster can behave drastically different from each other. The major
reason lies behind is the electronic and geometric shell effect of the cluster itself, commonly
known as the cluster size effects(CSE)65. CSE of a cluster can uniquely change the reactivity of
each member of same cluster family, and as a result all the parameters including thermochem-
istry, reaction mechanism and structure of reactants and products can be abruptly different for
each member, even for the same reaction. Due to above fact, we have tried to emphasize on
each cluster while discussing in details. Specific observations which may be caused by CSE are
also duly noted and attempted to explain accordingly. Third part provide the comparison of our
result with experimental and theoretical results available in modern literature. Fourth section
comprises remarks and final conclusions.

3.3.1 Structural and Thermochemical aspects

We begin our discussion with the two smallest clusters of our study which are Al3 and Al5. As
mentioned earlier, both these clusters are two dimensional having very high surface to volume
ratio. Hence, it is expected that both of these cluster should be more reactive and hence will
show low activation barrier. Table 3.1–3.6 compiles all the thermodynamic data including rate
constants and binding energy for all three organo–iodides. It is evident from the table that for
all three cases both Al3 and Al5 indeed have shown low activation barrier and very high rate
constants in all three functionals. Results obtained in B3PW91 functional is usually less than
other two functionals, in some cases estimated barrier in B3PW91 functional is lower by factor
of two or three when compared with the results obtained in other two functionals. An activation
energy( ∆ G‡) of 1.8 kcal mol−1 in B3PW91 functional is also observed for ethyl iodide on Al3
cluster, which is the lowest activation barrier reported within the study (therefore highest rate
constant of magnitude ∼ 1011 unit) ,whereas same parameter predicted by other two functionals
is much higher. This trend is also observed in other clusters which seems to raise a suspicion that
results obtained in B3PW91 functional seem to underestimate the activation barrier. Underes-
timation of activation barrier is not uncommon for B3PW91 functional and DFT investigations
have shown that other functional like BHandHLYP performs better in such cases66. Although
it must also be mentioned, that this underestimation seems to be less pronounced for bigger
clusters and in some rare cases activation barrier obtained in B3PW91 function is closer with
M06–2X result (e.g. dissociation of iodoethene on Al8 cluster) than BHandHLYP functional.

Comparison of the reactivity of Al3 cluster with Al5 cluster is not as straight forward as
comparing its reactivity with other members within our study. According to the jellium model,
considering the monovalent character of aluminum in this size scale, Al3 cluster has a total
of 3 valence electrons ,one electron higher than the magic number 2 due to ‘S’ Jellium shell
closing. Hence a low activation barrier for oxidative addition is expected as the cluster achieves
the stable filled shell magic cluster configuration upon one electron loosing. So, based on the
argument Al3 cluster should be more reducing than Al5 cluster as this stability driven electronic
shell effect is absent in later case. This prediction is proven correct for ethyl iodide(Table 3.1
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TABLE 3.1: Thermodynamic data of C–I bond dissociation of ethyl iodide on
Al nanoclusters in B3PW91, BHandHLYP and M06–2X functional.

Activation Barrier (kcal mol−1) Exothermicity (kcal mol−1)
Al ∆H‡ ∆G‡ ∆H ∆G

nanoclusters B3PW91 BHandHLYP M06–2X B3PW91 BHandHLYP M06–2X B3PW91 BHandHLYP M06–2X B3PW91 BHandHLYP M06–2X

Al3 0.705 7.292 6.202 1.832 11.192 7.295 -68.081 -71.553 -64.846 -67.456 -68.444 -63.575
Al5 5.164 11.060 9.479 7.316 14.918 10.846 -58.403 -61.849 -60.713 -56.262 -57.428 -59.827
Al6 4.439 12.144 8.857 6.541 15.625 11.379 -47.158 -56.626 -40.552 -46.537 -54.080 -39.978
Al7 2.841 9.640 7.709 4.036 12.238 5.483 -53.555 -57.093 -50.184 -51.612 -54.186 -48.669
Al8 9.413 16.282 13.711 10.632 18.397 14.737 -65.354 -69.868 -67.631 -61.816 -66.651 -66.661
Al13 8.597 7.258 16.695 9.178 8.838 16.560 -45.236 -50.683 -42.455 -42.414 -46.067 -39.977
Al20 11.469 16.544 18.805 13.644 18.306 20.031 -48.776 -55.676 -47.731 -48.232 -54.399 -46.490

TABLE 3.2: Thermodynamic data of C–I bond dissociation of ethylene iodide
on Al nanoclusters in B3PW91, BHandHLYP and M06–2X functional.

Activation Barrier(in kcal mol−1) Exothermicity(kcal mol−1)
Al ∆H‡ ∆G‡ ∆H ∆G

nanoclusters B3PW91 BHandHLYP M06–2X B3PW91 BHandHLYP M06–2X B3PW91 BHandHLYP M06–2X B3PW91 BHandHLYP M062X

Al3 4.006 6.826 8.791 3.863 8.654 9.586 -73.791 -77.766 -69.935 -72.377 -74.146 -68.929
Al5 3.41 6.946 7.87 5.87 10.094 9.37 -60.89 -65.742 -63.84 -56.65 -60.636 -61.94
Al6 19.389 27.248 25.621 21.205 30.240 26.141 -51.935 -61.309 -49.841 -50.561 -58.799 -48.487
Al7 0.0119 4.095 3.465 2.792 6.332 3.4142 -49.237 -51.670 -48.396 -43.689 -47.857 -46.610
Al8 13.181 22.654 16.330 16.192 27.652 19.013 -70.875 -76.372 -74.621 -68.449 -71.590 -70.903
Al13 15.575 6.025 13.344 14.765 9.963 14.297 -48.890 -55.785 -45.624 -46.921 -50.573 -45.218
Al20 18.830 27.634 23.864 22.645 29.934 24.625 -54.431 -62.086 -53.145 -51.850 -59.805 -54.103

TABLE 3.3: Thermodynamic data of C–I bond dissociation of benzyl iodide on
Al nanoclusters in B3PW91, BHandHLYP and M06–2X functional.

Activation Barrier (kcal mol−1) Exothermicity (kcal mol−1)
Al ∆H‡ ∆G‡ ∆H ∆G

nanoclusters B3PW91 BHandHLYP M06–2X B3PW91 BHandHLYP M06–2X B3PW91 BHandHLYP M06–2X B3PW91 BHandHLYP M06–2X

Al3 3.481 8.143 11.948 4.950 10.796 12.721 -74.692 -78.099 -67.672 -69.841 -72.341 -67.209
Al5 3.492 6.963 8.603 5.200 11.071 8.205 -64.80 -65.956 -67.480 -61.30 -60.477 -63.855
Al6 16.798 24.783 20.505 18.232 26.438 21.321 -49.720 -56.960 -46.863 -47.156 -53.253 -46.011
Al7 5.029 4.237 6.803 8.708 6.666 9.926 -58.275 -61.880 -51.150 -53.974 -60.206 -49.409
Al8 19.184 28.822 15.942 19.294 33.059 18.710 -70.119 -76.144 -71.593 -69.550 -72.259 -68.978
Al13 16.404 11.172 17.034 14.805 13.099 16.182 -47.936 -54.385 -42.701 -47.047 -53.240 -43.065
Al20 22.309 29.801 26.408 21.067 31.146 29.952 -52.173 -61.441 -51.088 -54.767 -60.064 -48.499
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TABLE 3.4: Rate constants and binding energies for C–I bond dissociation of
ethyl iodide on Al nanoclusters in B3PW91, BHandHLYP and M06–2X func-

tional.

E.P Rate constant Binding Energy(kcal mol−1)
Al

nanoclusters B3PW91 BHandHLYP M062X ∆E(M06–2X) ∆EBSSE (M06–2X)

Al3 2.815x1011 3.845x104 2.772x107 -5.005 -4.348
Al5 2.677x107 7.124x101 6.901x104 -4.338 -3.786
Al6 9.909x107 2.155x101 2.804x104 -9.805 -8.923
Al7 6.809x109 6.573x103 5.907x108 -1.856 -0.838
Al8 9.904x104 1.999x10−1 9.656x101 -6.987 -5.938
Al13 1.154x106 2.047x106 4.445x100 -4.781 -3.919
Al20 6.122x102 2.331x10−1 1.267x10−2 -9.491 -8.393

TABLE 3.5: Rate constants and binding energies for C–I bond dissociation
of ethylene iodide on Al nanoclusters in B3PW91, BHandHLYP and M06–2X

functional.

E.P Rate constant Binding Energy(kcal mol−1)
Al

nanoclusters B3PW91 BHandHLYP M06–2X ∆E(M06–2X) ∆EBSSE (M06–2X)

Al3 9.121x109 2.792x106 5.788x105 -4.414 -3.927
Al5 3.077x108 2.456x105 8.343x105 -3.351 -2.976
Al6 1.744x10−3 4.131x10−10 4.188x10−7 -8.389 -7.607
Al7 5.567x1010 1.410x108 1.946x1010 -2.146 -1.904
Al8 8.280x100 3.265x10−8 7.070x10−2 -4.400 -3.642
Al13 9.221x101 3.065x105 2.031x102 -3.599 -2.976
Al20 1.534x10−4 6.913x10−10 5.418x10−6 -6.503 -5.579

TABLE 3.6: Rate constants and binding energies for C–I bond dissociation of
benzyl iodide on Al nanoclusters in B3PW91, BHandHLYP and M06–2X func-

tional.

E.P Rate constant Binding Energy (kcal mol−1)
Al

nanoclusters B3PW91 BHandHLYP M06–2X ∆E(M06–2X) ∆EBSSE (M06–2X)

Al3 1.454x109 7.504x104 2.910x103 -6.312 -5.851
Al5 9.539x108 4.719x104 5.966x106 -3.811 -3.406
Al6 2.642x10−1 2.532x−7 1.433x10−3 -8.980 -8.129
Al7 2.549x106 8.023x107 3.262x105 -6.784 -6.109
Al8 4.398x10−2 3.534x10−12 1.178x10−1 -7.122 -6.394
Al13 8.612x101 1.536x103 8.425x100 -6.907 -6.068
Al20 2.203x10−3 8.943x10−11 6.711x10−10 -8.800 -7.768
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and Figure 3.6 (a)). Both ∆ G‡ and ∆ H‡ values for Al3 cluster are lower than Al5 cluster for all
three functionals. However, the same cannot be said for other two iodides. Results obtained for
iodoethene and iodobenzene in all three functionals are too close to comment about their exact
reactivity order towards oxidative addition of C–I bond. As a matter of fact, inclusion of other
factors like nature of the reactants(iodides), geometrical stability of clusters and structure of
transition states are necessary to conclude their relative reactivity. It is evident that all of these
factors cumulatively determine the magnitude of the activation barrier rather than the electronic
shell effect alone.

All the other clusters within our study are three dimensional with relatively lower surface to
volume ratio than Al3 or Al5. Most of them have shown comparatively higher activation barrier
than the planner ones as expected(Table 3.1–3.6). Only exception is the Al7 cluster which have
shown exceptionally low activation barrier for all three iodides in all three functional. Computed
activation energies of Al7 cluster is comparable with planer clusters or even lower than that of
Al3 and Al5 clusters. Explanation of this unusual behavior can again be given from jellium
picture. According to the jellium model, electronic structures of Al7 and Al3 cluster are similar.
Al7 cluster has 21 valence electrons, one electron more than closed shell configuration(20).
Hence, similar to that of Al3 cluster, it is expected that Al7 cluster should show low activation
barrier towards oxidative addition. This conclusion further proves the fact that unlike the case
of Al3, electronic shell effect is the dominant factor for the reactivity of Al7 cluster. Among all
the clusters Al7 has shown the second lowest activation barrier(∆ G‡ of 2.8 kcal mol−1 ) and
second highest E.P rate constant of order ∼ 1010 unit for iodoethene in B3PW91 functional.
In spite of these exceptional behavior of Al3 and Al7 due to electronic shell effect(ESE), the
activation barrier seems to increase with increase in the size of the cluster, as expected, which
after a particular size scale would eventually render the cluster completely ineffective towards
the oxidative addition, as observed in bulk phase. Thus, based on all three functionals Al20

cluster on average shows highest activation barrier and hence lowest rate constants among all
the clusters listed. Figure 3.6(a) collects activation free energies for ethyl iodide in all three
DFT functionals. It is prominent from the oscillatory nature from the plot that ‘Shell effect’ is
indeed the key factor which determines the chemical reactivity of aluminum clusters towards
oxidative addition. As mentioned earlier all the clusters having number of valence electron
higher by one unit than the closed jellium shell configuration shows lower activation barrier and
higher rate constant than the rest of the members. This observation is indeed consistent with
the experimental findings obtained by Castleman and Bergeron42, where the reactivity of the
cluster anion is found to be inversely proportional with the electron affinity of them and Al−13 is
found to be least reactive.The chemical inertness of Al−13 is also observed in the acid dissolution
experiment performed by Bowen, Schnöckel and coauthors41,51. Even with strong acid like
hydrochloric, Al13 cluster anion is found to be resistant towards oxidation due to the presence
of highly endothermic intermediate reaction steps.Hence, in order to initiate the cascade of
acid leaching reactions, additional energy input via radio–frequency (RF) pulse is observed to
be essential. Similar behavior is again reflected in experiment with Cl241,52,O2

39–41as well as
NH3

67 environment. The chemical inertness of Al−13 can again be attributed to its filled shell
magic number(40) configuration alike to the present study.

Moving to the exothermicity values, first thing to observe from Table 3.1–3.6 is both the ∆G
and ∆H values for all clusters are highly negative. When compared by magnitude, the exother-
micity values are nearly double or triple than the ∆G and ∆H values obtained for gold clusters in
the same functionals30. Highly negative ∆G values indeed indicate enhanced spontaneity of the
reaction in accordance to thermodynamic principles and high exothermicity(∆H) proves higher
thermodynamic stability of the post reaction complexes. One important observation in all the
cases of our study is that the change in Gibbs free energy of the reaction (∆G) values are always
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FIGURE 3.3: Energy profile diagrams for Al3-Al6 clusters for all three io-
dides.Orange arrow highlights the activation barrier (∆G‡) and green arrow

highlights corresponding exothermicity(∆H) in M06–2X functional

FIGURE 3.4: Energy profile diagrams for Al7 and Al8 clusters for all three
iodides.Orange arrow highlights the activation barrier (∆G‡) and green arrow

highlights corresponding exothermicity(∆H) in M06–2X functional

FIGURE 3.5: Energy profile diagrams for Al13 and Al20 clusters for all three
iodides.Orange arrow highlights the activation barrier (∆G‡) and green arrow

highlights corresponding exothermicity(∆H) in M06–2X functional.
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FIGURE 3.6: Frontier molecular orbitals of pre–reaction complexes of Al3 and
Al5 cluster with all three iodides. In all cases iodine binds with Al cluster uti-
lizing its lone pair. In specific cases minor contribution from π electrons (for

ethylene and benzyl group) are also observed.

FIGURE 3.7: Plot of activation energies (a) for ethyl iodide and exothermicities
(b) for benzyl iodide in all three functionals.The random trend shows strong
influence of ’Shell effect’ on both the parameters. Low activation barriers (a)
for Al3 and Al7 can be explained by invoking the concept of spherical Jellium

shells.

FIGURE 3.8: A segment of three dimensional potential energy surface (calcu-
lated in B3PW91 functional) for the reaction between Al3 cluster and ethyl io-
dide. Contour plot for the same is given in the right hand side. The plot clearly
indicates position of pre–reaction complex, transition state and the minimum

energy path (MEP) towards the post–reaction complex.
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greater than change in enthalpy of reaction(∆H) values. Hence, the reaction is entropically unfa-
vorable, which is expected in case of oxidative addition. Brief investigation using NBO analysis
reveals that principle reason of this high exothermicity is intra–cluster stabilization in the post
reaction complexes. NBO calculation indicates that all the post–reaction complexes are highly
stabilized by multiple newly introduced donor acceptor(Al–Al) interactions which were either
absent or have negligible contribution in the pre–reaction complexes. For example, for the reac-
tion of iodoethane on Al3 cluster we have found two newly introduced Al(LP)–Al(LP*) donor
acceptor interactions of magnitude 72.6 and 122.1 kcal mol−1 respectively in the post–reaction
complex, whereas no Al(LP)–Al(LP*) interaction with stabilization energy contribution higher
than 32 kcal mol−1 is found in the pre–reaction complex for the same. Similar intra–cluster
interactions are also observed for other clusters within the list as well. This signifies that the
cluster gets more stabilized via intra–cluster donor acceptor interaction upon attachment of the
fragmented R–I moieties after the dissociation process. This is the prime reason of high exother-
micity and high spontaneity of the dissociation process. Figure 3.9 shows pictorial representa-
tion of some of these intra–cluster interactions with their respective stabilization energies for
different clusters. Plotting the exothermicity values with cluster size(Figure 3.6 (b)) shows sim-
ilar oscillatory pattern as obtained in case of activation energies in all functional and for all three
organo iodides. The exothermicity pattern again reflects the importance of electronic shell effect
on determining their chemical behavior.

In this context it is interesting to look upon the geometrical or structural stability of the
aluminum clusters. All the structures of pre and post– reaction complexes are included Figure
3.3, 3.4 and 3.5. It is evident that upon attachment of R and I group, all of the small sized (Al3–
Al8) clusters get structurally distorted. Only exception is the Al3 cluster which due to having
a planer three membered ring, is unable to release the strain (Baeyer’s strain) via out–of–plane
bending. Hence, only distortions which are observed for Al3 cluster are mostly consists of bond
length or angle distortions. Except Al3 cluster, all the other clusters upto Al8 show significant
distortions in the post–reaction complexes upon R–I attachment. Most notable among them is
the dramatic structural change of Al5 cluster which, in its lowest energy conformer, is planer but
changes to a distorted pyramidal shape in the post reaction complex as evident from Figure 3.3.
On the contrary bigger clusters Al13 and Al20 are mostly found resistant to structural changes
(Figure 3.5). Al13 is a 13 atom icosahedral cluster, icosahedral shape is well known for its high
stability and the key factor to control the geometrical stability in cluster chemistry. On the other
hand structure of Al20 cluster can easily be constructed by combining two Al13 clusters on top
of each other and removing the pentagonal pyramidal cap of the lower cluster. These unique
shapes of both Al13 and Al20 are the key reasons of their structural integrity. Except some minor
distortions,the icosahedral cores of both the Al13 and Al20 clusters are found to be totally intact
in the post–reaction complexes.That proves that unlike the case of HCl and Cl241,51,52icosahedric
Al clusters are structurally resistant towards leaching by the organo–iodides, which is, as a
matter of fact is also proven by related experiment42.

Tables 3.2, 3.4 and 3.6 collect binding energy values calculated in M06–2X functional for all
three iodides calculated using the formula mentioned earlier. Binding energy values represents
the strength of Al–I bond in the pre–reaction complexes. Binding energy values are significantly
lower than that of gold clusters, which can be explained improvising the fact that position of
aluminum in the periodic table is in period 3, whereas gold (Au) an element of period 6 lies
much closer with iodine (period 5). Hence, binding of iodine will be more stronger with iodine
than aluminum due to better orbital matching. In our case, binding energy values on aluminum
clusters for all thee iodides lies within the range ∼ 1 kcal mol−1 to ∼ 10 kcal mol−1. Highest
BSSE corrected binding energy value is obtained in case of Al6 for iodoethane which is 8.9 kcal
mol−1. Based on our DFT calculations on all three reactants and in M06–2X functional, Al6
cluster shows better binding energy(∆EBSSE 7.6–8.9 kcal mol−1) than rest of the clusters. Trends
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in binding energies also follow the same random pattern like activation energy and exothermicity
values signifying that CSE is the dominant factor in this case as well.

3.3.2 Reaction mechanism

To understand the details of the reaction mechanism of C–I bond dissociation on aluminum
cluster, we have performed natural bond orbital (NBO) analysis and Born Oppenheimer Molec-
ular Dynamics(BOMD) simulation along with the DFT calculation. Second order perturbation
treatment of Fock matrix in the NBO basis usually provides information about most stabilizing
donor–acceptor interaction between Lewis acid–base pairs which are present within the chem-
ical species. On the other hand, BOMD calculation can simulate and interpret the dissociation
process of C–I bond on aluminum cluster in real time. Observation based on frontier molecu-
lar orbital shows that in each case organo–iodides bind with aluminum cluster utilizing its lone
pair electron density. Figure 3.7 shows the frontier molecular orbitals for the pre reaction com-
plexes of both Al3 and Al5 cluster. Minor contribution from π electron density of iodoethene
and iodobenzene can be observed from the figure. NBO analysis indicates a stabilization energy
contribution of about 13.48 kcal mol−1 due to donor–acceptor interaction between nonbonding
orbital(LP) of iodine in iodoethane to antibonding orbital (LP*) of Al3 cluster. In case of io-
doethene and iodobenzene on Al3 stabilization energy values due to I(LP)–Al(LP*) interaction
are found to be 10.86 kcal mol−1 and 7.31 kcal mol−1 respectively. The I(LP)–Al(LP*) sta-
bilization energy for Al5 cluster with ethyl iodide is 16.8 kcal mol−1, for ethylene iodide it is
8.2 kcal mol−1 and in case of benzyl iodide which is 9.5 kcal mol−1 intermediate of the previ-
ous two values. Despite the fact that the frontier orbital picture indeed shows participation of
π electron density in the bonding process with the cluster, NBO analysis shows no significant
stabilization due to this interaction. In fact, no donor acceptor stabilization energy value more
than 2 kcal mol−1 is obtained due to π electron participation to aluminum cluster. This result
confirms that the dominant contribution to the stabilization of the pre–reaction complexes is due
to the interaction between lone pair of iodine and with the cluster itself. The π electron density
induces negligible effect in the binding energies.

The stabilizing interactions of iodine with the cluster are slightly different in post–reaction
complexes of C–I dissociation. As observed from Figure 3.8, that in the pre–reaction com-
plex of Al3 and iodoethane the donor acceptor interaction are of σ type i.e. the orientation of
non–bonding orbital of iodine and antibonding orbital of aluminum are along a common axis.
However, this interaction changes to a parallel or π interaction in the post–reaction complexes
can be seen from Figure 3.8. Although it seems that interchanging the orbital orientation barely
affects the stabilization energy contributions. In all three post–reaction complexes of Al3 cluster
the I(LP)–Al(LP*) stabilization energies are in the range 11.3–11.4 kcal mol−1, whereas for Al5
cluster these values are within 8.5–12.0 kcal mol−1 for all three iodides. Binding of Carbon
fragment in the post–reaction complex differs with that of iodine by two ways. Firstly,donor–
acceptor stabilization energies are manyfold higher than that of iodine with aluminum. As for
example C(LP)–Al(LP*) stabilization energies for ethyl, ethylene and benzyl iodide with Al3
cluster are 71.6,83.1 and 66.1 kcal mol−1 respectively. The principle reason lies in the fact
that both carbon and aluminum lies much closer in the periodic table, hence orbitals are well
matched energetically as well as coefficient wise. Therefore the overlap between the NBO
orbitals of carbon and aluminum is more effective resulting in higher stabilization energy con-
tributions. Second major difference is that unlike the case of iodine which can only be stabilized
by only one type of donor acceptor interaction(I(LP)–Al(LP*)), NBO calculation shows carbon
can produce multiple types of donor acceptor interactions varied in stabilization energy, for
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FIGURE 3.9: Most stabilizing donor–acceptor interactions for pre and post re-
action complexes of Al3 cluster as indicated by NBO analysis.

FIGURE 3.10: Most stabilizing intracluster donor–acceptor interactions in the
post–reaction complexes for Al3(iodoethane) and Al5(iodobenzene) are shown
as indicated by NBO analysis. These intracluster stabilization are the reason for

the high exothermicity as indicated by DFT calculation.
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FIGURE 3.12: C–I bond length fluctuation during BOMD simulation of Al5–
C2H3I complex.
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example Al7 cluster The Al...C bond is stabilized by an amount of 21.5 kcal mol−1 due the in-
teraction between non–bonding orbital of Al(n) and sigma antibonding interaction (Σ∗) of Al–C
bond. This interaction is unique and not observed in any previous cases.

To further investigate the reaction in details, part of the potential energy surface is con-
structed for the reaction between Al3 cluster and iodoethane in B3PW91 functional and in the
given basis. Due to computational constraint and high exothermicity of the reaction (the post–
reaction complex lies far below in the potential energy surface) only most significant portions of
the surface is evaluated. Position of both pre–reaction and the transition states are evident from
Figure 3.10. The right hand contour plot clearly shows that point C, which is the path towards
the post–reaction complex is connected with the pre–reaction complex (point A) by a first order
saddle point B.The geometry of the system at point A and B, evaluated from the potential surface
calculation are indeed matches exactly with the optimized structures of pre–reaction complex
and the transition state obtained by B3PW91 calculation as mentioned before. As shown in the
right hand contour plot that point A, B and C can be connected via a possible minimum energy
path (MEP) directing towards the post–reaction complex of the reaction. Figure 3.11 and 3.12
concludes the result obtained by Born–Oppenheimer Molecular Dynamics (BOMD) simulation
of iodoethene on Al5 cluster. The BOMD simulation demonstrates that after absorbing on Al
surface R–I molecule undergoes several orientations until dissociates as shown in Figure 3.11.
The starting geometry for MD simulation at 0 picosecond(ps) is the M06–2X optimized geom-
etry of the reactant of iodoethene on Al5 cluster. In the initial sturture at 0 ps the Al–I and I–C
bond lengths are found to be 3.61 and 2.10 respectively. The C–I bond oscillate between 2.2 to
3.1 during the initial simulation steps upto 34 ps then it rapidly increases and finally dissociates
at 34.6 ps as clearly observed from the plot of C-I bond length (in ) versus time (ps) in Figure
3.12 .

3.3.3 Comparison with reported values

FIGURE 3.13: Qualitative comparison of activation free energies (∆G‡) of alu-
minum with gold cluster for C–I bond dissociation . In all aspects aluminum

cluster shows better activation barrier than gold nano–clusters.

Comparison of the results obtained within the present study with other results available
in literature is essential in order properly understand the reactivity of small sized aluminum
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cluster towards C–I bond dissociation. Based on recent literatures, it is nearly impossible to
quantitatively compare the results due to two prime reasons. Firstly, theoretical results obtained
are often calculated in different theoretical levels with variable accuracy. As a second reason, it
must be said that, there is certainly some limitation in terms of experimental context. As atomic
clusters are extremely small particles ranging even within sub–nano level and also metastable in
nature, there is difficulty associated to properly predict the structure and nature of reactants and
products by experimental means. Hence, data obtained by experimental methods are rare and
suffer from uncertainties due to the unstable nature of nano–clusters and there discrete size.

In spite of all these, it is still possible to compare and conclude qualitatively based on the data
available in the literature. As mentioned in the introduction section, Corma and coworkers13,29

have studied extensively the sonogashira cross–coupling on gold nanoparticles supported on
cerium oxide(CeO2) nanocrystals. Their study also includes the DFT calculated activation bar-
rier for iodobenzene on Au38 cluster in PW91 functional which is 11.3 kcal mol−1. Further
study using B3PW91/6–31G(d,p) level of theory indicated that this activation barrier is much
higher (31.6 kcal mol−1) in AuI complexes(Me3PAuI) when compared to Au38 cluster. A more
detailed DFT investigation is performed by Datta et al.30 for the dissociation of ethyl, ethylene
and benzyl iodide on neutral and positive charged clusters ranging from Au3 to Au20, much
similar to our calculation. Their overall investigation is comprises of two types of DFT calcu-
lation in B3PW91/TZVP, LANL08(Au,I) and M05–2X/6-31+G(d), LANL2DZ(Au,I) level of
theory. The maximum activation barriers obtained for neutral Au cluster in their calculation are
26.2 and 32.6 kcal mol−1 with an average of 18.2 and 24.5 kcal mol−1 at two levels of theory
respectively. In both levels, the lowest free energy barrier(8.7 and 11.5 kcal mol−1 respectively)
is calculated for iodobenzene on Au3 cluster improvising the fact that small Au clusters are
more reactive than the larger ones. Inclusion of results obtained for charged cluster within this
data only barely affects the average activation barrier and maximum and minimum free energy
barriers are not altered at all. Figure 3.13 shows a qualitative comparison column plot between
the free energy barrier(∆G‡) obtained for Au clusters with the results obtained for Al clusters in
this current study. Qualitative comparison between two different set of DFT functional proves
the superiority of the results obtained for aluminum cluster than gold cluster. In both set of data,
aluminum cluster shows lower activation energy in all three categories which are maximum,
minimum and average energy of activation. In B3PW91 functional aluminum clusters show an
average free energy of activation of 11.1 kcal mol−1 with 22.6 kcal mol−1 and 1.8 kcal mol−1

being the maximum and minimum activation energy respectively. Similarly The maximum, av-
erage and minimum ∆G‡ for Al clusters in M06–2X functional are found to be 29.9, 3.4 and
14.7 kcal mol−1, much better than the results obtained for gold cluster mentioned earlier.

Comparison of our results with Pd cluster is more difficult because of the wider range of
Pd contained complexes used in cross coupling reaction. Pd complexes usually shows a range
of activation barrier starting from very low to medium activation free energy depending on the
type of ligands attached with them and the reactants which are used. The different dissocia-
tive pathway can also differ in activation barrier in significant manner. Based on these facts
activation barrier calculated for Pd catalyst also consists of broad range rather than a slender
one. Available literature shows that concerted dissociation of C–I bond on Pd catalyst via a
three member transition state shows an activation energy of 17 kcal mol−13. On the other hand,
Bickelhaupt and de Jong, based on their gas phase relativistic DFT calculation, have shown that
the activation barrier calculated by activation strain model for C–I bond dissociation via a SN2
pathway with rearrangement on Pd catalyst is as low as 10 kcal mol−168. Calculated average
activation barrier by two different functional for Al cluster(11.1 and 14.7 kcal mol−1) lies closer
within this range as mentioned above.
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3.4 Conclusion

Present study includes a theoretical investigation of oxidative addition of C–I bond over Al
clusters combining both Density functional theory and molecular dynamics methods. C–I bond
dissociation is indeed a crucial reaction and provides a key step in various important organic
reactions like cross–coupling. Most commonly used catalyst are d and f block elements like
Pd, Ni, Cu, Fe and Au. Our investigation shows that although Al, which is a p block element
is ineffective to dissociate the carbon–halogen bond in bulk phase, nano–clusters are found to
be highly effective for the same. Calculated activation barriers reveal that Al nano–clusters are
remarkably efficient towards C–I bond activation and dissociation. In terms of activation barri-
ers and exothermicity, aluminum clusters have shown better results as compared to Au clusters.
The calculated activation barriers are also within the range shown by the most versatile and
efficient Pd catalyst. Further observation reveals that the reactivity of aluminum clusters in
terms of activation barriers and other reaction parameters are highly dependent on the electronic
(Jellium) shell configuration of the clusters, an observation consistent with the experimental
findings.39–42,51,52,67 This indeed concludes that effective reactivity can also be obtained in se-
lected bigger clusters or even in solid supported clusters. Our study highlights a brief analysis
including structures and stabilities of the reacting species along with the thermochemistry and
mechanistic pathway of the reaction which may be proved highly useful for future experimental
implementation for similar purposes. Al clusters have long been known for their high reactivity,
as proven numerous times by both experiments and theory, our investigation also suggests that
in cluster state aluminum can be equivalently reactive even as the transition metals. With the
technological and experimental progress in nano–cluster synthesis, separation and stabilization,
such fundamental studies based on the reactivity and stabilities of aluminum clusters may be
proven rewarding and will no doubt be highly beneficial in disclosing the deepest secrets within
the nano-regime.
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Chapter 4

The Breakdown of Electronic Shell

Effect: Transition Metal Doped

Aluminum Clusters–A Case Study

4.1 Introduction

In the universe of matter and materials, atomic clusters hold a unique place by its own right.
In the process of investigation of the evolution of nanoparticles from atomic units, small sized
atomic clusters have provided much insight and much more promises in recent years. Starting
from the concept of electronic and geometric stability,1–4 unique magnetic and catalytic proper-
ties and as alternate building blocks of materials in the form of superatoms,5–9 it is not a surprise
that atomic clusters has prevailed as the prime motif of material investigation since the early
80’s. Among the widespread variation within the cluster family, bimetallic clusters are probably
one of the major categories of supreme interest. To the experimental and material chemists,
impure clusters are the source of synthesize new materials with wide possibilities. In bulk state,
it is practically impossible to alloy all kind of elements because of their substantial immisci-
bility towards alloy formation. However, in cluster state, formation of heteroatomic cluster is
possible in arbitrary composition and with varied properties. One classic example of this kind
is the mixing of aluminum and potassium metal10. In bulk molten state potassium is barely mis-
cible with aluminum but one unit of potassium atom can be doped within an Al13 icosahedral
cluster reaching the effective potassium atom concentration of about 7.7%. Thus, heteroatomic
clusters can provide the key to the synthesis of new materials with phenomenal properties never
seen before. In theoretical perspective, however, the interest to bimetallic clusters is of different
origins. The stability of most of the pristine atomic clusters and all the related phenomenon
such as the occurrence of magic numbers, odd-even effect, chemical reactivity can be explained
by the so called jellium model first used for the present context by knight et al1,11. In jellium
model, the existence of loosely bound valence electrons are considered against an uniformly
positively charged background and properties of the clusters are explained based on the result-
ing electronic shell configurations much similar to an atom. Inclusion of additional impurities
can be sufficed to perturb the order of jellium shells resulting in different sets of magic numbers
and thereby alternating the reactivity trends, ionization energies and other related properties for
the whole set of clusters.12,13 All these phenomena provide new challenges and excellent op-
portunity to develop new models and also modify existing one which will eventually be able to
predict and explain such observations.14–16 Aside from these, clusters with impurities can fur-
ther be considered as micro analogue of bulk metals, hence, they can provide substantial amount
of information about the bulk state of corresponding material. As for example, immiscibility in
bulk state may also be reflected within the intermolecular distances of heteroatomic clusters.17

Some bimetallic clusters even show indication of atomic ordering like phase seperation much
similar to their bulk counterparts.15 Brief survey on these properties by theoretical means (e.g.

68
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chemical order parameters)18,19 has been proven fruitful to answer the long lasting questions on
growth and form of the bulk matter itself.

Aluminum, in its cluster state is quite remarkable. Throughout the years, aluminum clus-
ter has provided tons of information about this mysterious state of matter. Starting from the
revolutionary concept of superatoms5–9, unique reactivities, catalytic properties and unusual
stabilities5,8,20–26, family of aluminum clusters is no short of experimental and theoretical out-
comes. However, this robust database does not exists for the case of heteroatomic aluminum
clusters. Among the notable investigations, effect of lower valence impurities like Li, Na or Mg
on the electronic structures and stability of aluminum cluster are well cited.27–30 Studies with
higher valence impurities31–41 like C, Si, Ge, Sn, Pb including stable binary magic clusters like
Al12C or Al13H which are crucial for future designing of cluster assembled material are also
investigated by different research groups.33,42–48 Even, effect of doping of elements of the same
group (for example boron) on series of Al cluster is well established.49,50 However, in compar-
ison, few results are available which include effect of transition metal doping on the properties
of aluminum nanoclusters. Even within these rigorous culminations, most of the calculations
are based on the magnetic and spectroscopic properties of a limited number of transition metal
doped aluminum clusters.51–56 Studies related with the influence of spin multiplicities on the
thermo–chemical properties of these clusters are even more scarce and substantial amount of
doubt still exists about the shell structure, chemical reactivity, stabilities and about other asso-
ciated phenomena57 of them as reported studies are neither complete nor entirely conclusive.
Hence, the urgency of a detailed investigation is obvious and will have tremendous impact in
upcoming days.

The current chapter includes a comprehensive analysis of the influence of spin on the proper-
ties of transition metal doped aluminum clusters. Density functional theory based investigations
have shown that although impure clusters with minimum spin exhibit clear indication of jel-
lium shell structure in terms of odd–even oscillation in various calculated properties, high spin
ground state structures show more of regular trends similar to the bulk materials. To further
confirm the argument, thermodynamic data of the adsorption of CO2 on the impure clusters are
computed and compared with the experimental results available in the literature.58 Except few
minor deviations observed in specific cases, the overall exothermicity (∆H) pattern of CO2 ad-
sorption on impure clusters are found to be consistent with the experimental heat of adsorption
trends obtained for bulk transition metals. Even, the structure of the optimized CO2–cluster
conformer is also found to be consistent with the previously calculated results available in the
literature.59

The chapter is organized as follows. Section 2 includes all the computational details asso-
ciated with the current work. Section 3 comprises the result and discussion section including a
brief description of the account of spin of impure clusters along with the thermochemical inves-
tigation based on the heat of adsorption values of CO2 on the surface of the clusters. Section 4
contains the conclusions and final remarks.

4.2 Computational Details

The starting geometry for the stable ground state conformers of Al6 and Al8 clusters are taken
from the current literature based on the DFT calculation with generalized gradient approxi-
mation (GGA).60 The initial geometries taken are also found to be same with the global min-
ima obtained for both Al6 and Al8 cluster by most recent studies using state of the art Monte
Carlo methods and DFT.61,62 Both the Al6 and Al8 clusters are optimized with using Meta-GGA
M06–2X Exchange Functional and also with Perdew, Burke and Ernzerhof’s PBE–PBE func-
tional with valence triple ζ (VTZ) quality 6-311g basis augmented with ‘d’ and ‘p’ polarization
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function.63 As dopant atom, all the elements from first transition metal series starting from Sc
to Zn are included. In both Al6 and Al8 aluminum clusters, all the chemically nonequivalent
sites are properly identified by condensed Fukui functions(fA)64 and chosen as the suitable site
for doping. The condensed Fukui functions(fA), with the finite difference approximation are
defined as,

Electrophilicity : f+A ≃ qA,N+1 −qA,N (4.1)

Nucleophilicity : f−A ≃ qA,N −qA,N−1 (4.2)

where qA,N+1, qA,N and qA,N−1 are the Hirshfeld population (HP) of a particular atom A for the
(N +1), N and (N −1) electronic systems respectively. The three dimensional representations
of the Fukui functions are evaluated by subtracting the density volume data at fixed geometry
for the respective systems obtained by the given level of theory.

In cluster chemistry, proper identification of lowest energy ground state conformer is usually
a complicated process. Unlike molecules, a cluster can have numerous isomers which are often
close lying in energy. Therefore, the identification of the proper ground state becomes highly
dependent on the level of theory employed. Moreover, the process becomes more complicated
as the number of isomers increases exponentially with the increment of the numbers of con-
stituent atoms. Hence, to find the appropriate ground state, use of efficient global optimization
codes or genetic algorithm are commonly suggested.61,62,65 However, as the clusters used in the
present chapter are quite small in size (N≤8), a rather simplified approach is followed. The
initial guess geometries of all the mono–doped clusters are generated based on the skeleton of
optimized Al6 and Al8 clusters by replacing the chemically nonequivalent aluminum atoms with
first row transition metals as dopant. All these initial structures are distorted along all three coor-
dinates to generate further starting geometries and allowed individually to relax towards nearest
local minima at fixed spin multiplicities in accordance to the Berny optimization algorithm us-
ing M06–2X functional as implemented in Gaussian09 package.63. Other possible conformers
are also optimized in the same level of theory and calculated energies are noted. Finally, all of
these conformers are further tested in several possible spin multiplicity upto S=15 and only the
lowest energy structures obtained in each case with associated multiplicity are used as the probe
for CO2 adsorption. The final selected structures are again optimized with PBE–PBE functional
as well. In order to properly understand the role of the dopant atom in CO2 binding, the CO2

molecules are adsorbed on the doped cluster in all possible orientation which directly involves
the transition metal atom as at least one of the binding sites. In each case, the lowest energy
adduct is considered as the final product. For all the first row d block metals Los Alamos ECP
basis LANL2DZ is used. Normal modes of all the optimized structures are carefully observed
and it is confirmed that all the optimized structures have no imaginary frequency. Aside from
the thermochemical data of the CO2 adsorption, other associated properties like binding ener-
gies, HOMO–LUMO gap, Ionization energies etc. are calculated only for the Al5M(M=Sc–Zn)
clusters. Distance of the transition metals are measured from the center of mass (COM) of the
Al5M clusters. The Wigner–Seitz radius(rws) in bulk transition metals are calculated from the
bulk density (ρ) of the material in S.T.P and their molecular weight(M)66 using the standard
formula for a non–interacting system,67

rws =

(
3M

4πρNA

) 1
3

(4.3)

Binding energies of the doped cluster are calculated using the following equation

Eb =−EC −EM −nEAl

n+1
(4.4)
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where EC is energy of the mono–doped cluster, EM is the energy of dopant atom and EAl is the
energy of Al atom. n is the total number of aluminum atoms within the doped cluster. Similarly,
the adiabatic first ionization energies of impure clusters are defined by the following

I.E = E(v′,s′)
N−1 −E(v,s)

N (4.5)

i.e. the difference between the energy of the vibrational ground state of the neutral species (v
= 0) with that of the positive ion (v′ = 0) with respective spins s and s′ corresponding to the
minimum energy in both the cases. To analyze the stabilization interactions involved within the
clusters and in between the clusters and CO2 molecule, Natural Bond Orbital (NBO) calcula-
tions are performed by the NBO 3.0 package implemented in Gaussian 09. The donor–acceptor
stabilization energies (∆Ei j) calculated by second order perturbation theory analysis of Fock
matrix within the NBO Basis is given by

∆Eij = qi
F2

ij

∆εji
(4.6)

where qi is the occupancy number of donor orbital. Fi j is off–diagonal elements of Fock matrix
in NBO basis. ∆ε ji=ε j-εi is the difference of orbital energies between acceptor(j) and donor(i)
NBO.

In order to access the aromatic character of Al5M clusters, nucleus independent chemical
shift (NICSiso) values are calculated using gauge independent atomic orbital method (GIAO)
method in Gaussian09.63,68,69 The ghost atom probe is implemented at the geometric center of
each cluster and the negative of the nuclear magnetic shielding tensor (NMST) value at this
inert probe is calculated in M06-2X/6-311g(d,p) level of theory. According to the common
convention, the clusters with negative NICS values are considered as aromatic, whereas the
clusters with positive value are treated as anti–aromatic in nature.

4.3 Results and Discussion

To understand the effect of transition metal doping on the structure and reactivity of aluminum
nanoclusters, ground state conformers of Al6 and Al8 are taken as the clusters of choice. Opti-
mized structure of Al6 cluster in its ground state is distorted octahedral with two different bond
lengths (2.9Å and 2.6Å in M06–2X functional) On the other hand, ground state Al8 cluster has
a bicapped octahedral structure which can easily be constructed based on the framework of Al6
cluster by introducing two new atoms on any two triangular faces trans to each other. In spite of
the distortion present in Al6 cluster all the six aluminum atoms are still chemically equivalent
as each atom has one pair of short and one pair of long bonds. The chemical equivalency of
each atom of Al6 cluster can further confirmed by the three dimensional grid representation of
condensed Fukui function(f+A ) depicted in Figure 4.1. However, in case of Al8 cluster there are
three sets of chemically equivalent sites (designated by a,b and c in Figure 4.1) rather than two
as expected. The reason for this anomaly lies within the fact that the two newly added atoms are
not equidistant from all three aluminum atoms on the triangular faces. Calculation in M06–2X
functional shows that one bond is approximately 0.4 Å longer than the other two. As a result,
this distortion introduces a subtotal of three sets non equivalent sites on Al8 cluster which can be
considered as suitable sites for doping of the ‘d’ block elements. One intriguing question which
can be asked at this point is about the rationalization behind the choice of these two clusters
among the others. The choice of Al6 and Al8 clusters is not random, instead it serves a special
purpose. As illustrated in Figure 4.2, both the octahedral and bicapped octahedral structure can
be considered as lattice fragments of most commonly occurring bcc, fcc and hcp crystal lattice
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structures in bulk solids. Hence, these two clusters are chosen over the others keeping in mind
that the calculated results within this chapter may provide a useful resource for comparison of
results in between the clusters and of bulk crystalline solids.

4.3.1 Properties of the clusters with minimum spin

In cluster chemistry one major rule regarding the spin of the atomic clusters is the rule of mini-
mum multiplicity.70 Being a multi–electronic system, in most of the s and p block metal clusters
and even in noble metal clusters, inter–system crossing between spin states is assumed to occur
so rapidly that clusters in their ground state configuration exist in the lowest possible spin state
i.e. the energetically minimized ground state conformer is usually either in singlet or doublet
spin states depending on whether it is a odd or a even numbered electronic system. As closed
shell clusters achieve additional stability than open shell clusters due to electron pairing or shell
closing, the whole series of clusters show periodic odd–even oscillation in all the properties
which are directly associated with electronic stability of the clusters. However, exception to the
rule of minimum multiplicity is not uncommon and as a matter of fact clusters consisting of
transition metals are probably the oldest and finest example of this type.15 Most of the transition
metal clusters shows high spin due to the splitting of the ‘d’ orbitals similar to the crystal field
effect (CFE) observed in transition metal complexes. Even ground state conformer of transition
metal clusters with spin state as high as 10 or more are also plentiful and are of frequent choice
of investigation to cluster chemists.71,72 Although the existence of high spin atomic clusters are
well documented, influence of the spin upon the thermochemical properties of atomic clusters
is of recent interest. Among the most notable investigations from current literature, dependence
of spin state of aluminum and alane clusters on their reactivity pattern with oxygen70,73–77 or the
newly introduced unusual concept of no–pair ferromagnetic bonding (NPFM)78,79 in alkali and
noble metal clusters has proven to be highly influential in elucidating the prime role of spin on
the properties of clusters.

In order to investigate the role of spin on the properties of transition metal doped aluminum
clusters we have chosen mono–doped clusters with minimum multiplicity as the starting point.
As expected, all the evaluated properties based on the DFT calculation show adequate indica-
tion supporting the presence of jellium shell structure within the clusters. As depicted in Figure
4.3a, binding energies of Al5M (M=Sc–Zn) clusters in both functionals show periodic oscilla-
tions clearly indicating the existence of odd–even effect within the series. The highest binding
energy among the listed clusters in Table 4.1 is obtained for Al5Cr cluster (2.70 and 3.03 eV
in M06–2X and PBE–PBE functional respectively) whereas Al5Fe shows the second highest
Binding energy in M06–2X functional. Similar trends of the binding energies are also obtained
for all three classes of Al7M clusters as well. The odd–even effect is also found to be prominent
in other calculated properties as well. Evaluated ionization energy (IE) values (Figure 4.3c)
for Al5M series shows oscillatory trends similar to the binding energies including the prominent
maximum at Al5Cr (10.35 eV in M06–2X functional). Also, the clusters with higher binding en-
ergies show higher I.E values when compared with other members within the Al5M family. This
correlation between the stability of Al5M cluster in terms of binding energy and I.E concludes
that the key factor which is responsible for the stabilities of the low spin impure aluminum clus-
ters is of electronic origin.The structural or geometrical effects plays minor or insignificant role.
The same conclusion can also be drawn by the donor–acceptor stabilization energies obtained
through the NBO analysis. In the pristine Al6 cluster, NBO calculation in M06–2X functional
indicates the presence of multiple donor–acceptor stabilizing interaction with resulting stabiliza-
tion energies within 220-265 kcal mol−1, whereas no intra–cluster stabilizing interaction energy
higher than 140 kcal mol−1 is observed for Al5Cr cluster. This is of–course a direct contrast
with the evaluated binding energy orders of these two representative clusters as binding energy
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FIGURE 4.1: A pictorial representation of the Fukui function ( f+A ) of Al6 and
Al8 clusters. The figure indicates presence of three chemically distinct sites (a,
b, c) in Al8 cluster. The top panel represents the frontal view whereas the bottom

panel depicted the side view of f+A .

Body Center Cubic (bcc) Face Center Cubic (fcc) Hexagonal Close Packing (hcp)

FIGURE 4.2: An illustration of octahedral and bicapped octahedral sites within
bcc, fcc and hcp crystal structures showing that both the Al6 and Al8 cluster can

indeed be considered as lattice fragment of the same.
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FIGURE 4.3: Plots of calculated properties of minimum spin Al5M clusters (a)
Binding energies (eV) (b) Distance of transition metal atoms from cluster center
(in Å) (c) Ionization Energies (eV). The figure shows prominent presence of
odd–even effect in all calculated properties. All the data points are fitted with

shape preserving interpolant for visualization purpose.
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TABLE 4.1: Properties of minimum spin Al5M clusters

Clusters (Multiplicity) Binding Energies(eV) Distance of M from cluster center(Å) Ionization Energies(eV)

M06–2X PBE–PBE M06–2X PBE–PBE M06–2X

Al5Sc(1) 1.72 2.04 1.79 1.82 5.81
Al5Ti(2) 2.02 2.37 1.85 1.77 5.83
Al5V(1) 1.73 2.13 1.32 0.81 4.16
Al5Cr(2) 2.70 3.03 1.82 1.25 10.08
Al5Mn(1) 1.89 2.27 1.33 0.61 2.29
Al5Fe(2) 2.39 2.60 1.59 1.38 8.26
Al5Co(1) 1.47 2.18 1.09 0.83 4.15
Al5Ni(2) 2.21 2.90 1.26 0.99 6.82
Al5Cu(1) 1.76 1.96 1.21 1.19 6.11
Al5Zn(2) 1.46 1.59 1.90 1.87 6.01

TABLE 4.2: Properties of ground state Al5M clusters

Clusters (Multiplicity) Distance of M from cluster center(Å) HOMO–LUMO gap(eV) Binding energies(eV) Ionization Energies(eV) NICSiso

M06–2X PBE–PBE M06–2X PBE–PBE M06–2X M06–2X M06–2X

Al5Sc(3) 1.86 1.87 2.59 0.33 1.76 6.01 188.66
Al5Ti(4) 1.87 1.79 2.75 0.34 2.05 5.93 53.15
Al5V(5) 1.48 1.18 2.81 0.56 2.11 6.02 63.67
Al5Cr(6) 1.54 1.31 2.87 0.66 2.79 6.01 -4.01
Al5Mn(7) 1.74 1.65 2.66 0.45 2.57 5.98 24.82
Al5Fe(4) 1.78 1.54 2.83 0.57 2.45 6.20 -0.11
Al5Co(3) 1.37 0.82 2.91 0.61 1.80 6.13 -156.76
Al5Ni(2) 1.26 0.99 2.79 0.46 2.21 6.13 -15.75
Al5Cu(1) 1.21 1.19 2.92 0.60 1.76 6.11 -4.03
Al5Zn(2) 1.90 1.87 2.71 0.53 1.46 6.01 17.84
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of pristine Al6 cluster (1.85 eV in M06–2X) is found to be nearly 2
3 rd than that of Al5Cr clus-

ter. Wiberg bond indices (WBI) calculated in the NAO basis also indicates that in Al6 cluster
there are two types of bonds with WBI 0.89 and 0.48 respectively. The sum total WB indices
in Al6 cluster per atom is found to be 2.8, whereas for the case of Al5Cr the WB indices are
found to be much lower by magnitude and no WBI index higher than 0.2 is observed. The low
bond orders and the absence of high energy stabilization interactions further confirms that the
higher stability of Al5Cr cluster is not due to geometrical reason but rather due to presence of
filled jellium shell configuration of the impure clusters itself. One important observation about
the ionization energies of Al5M clusters is that except the case for Cr and Mn, the IE values of
doped clusters are within the range of 4.1–8.2 eV, relatively closer (within a deviation of ±2.5
eV) to that of pristine Al6 cluster which shows a I.E value of 6.6 eV in M06–2X functional. The
explanation of this phenomenon can be given by recalling the fact that in an atomic cluster the
magnitude of ionization energy mostly depends on the composition of the cluster surface as the
loosely bound valence electrons are usually associated within the surface of the cluster, which
in all these cases are by and large aluminum. Aside from ionization and binding energies the
prominent presence of odd–even effect is also observed in the distance of doped transition metal
from the center of mass of Al5M clusters as shown in Figure 4.3b. The principle reason for this
periodic oscillation can again be attributed to the ‘Jahn–Teller’ distortion due to the alternate
presence of open jellium shells within the impure clusters. One important observation regarding
the odd–even effect which is worth mentioning is that the magnitude of odd even oscillation
in each properties is more prominent at the middle portion of the series specifically from Al5V
upto Al5Ni. Clusters present at both end show somewhat less oscillation by magnitude, even in
some specific cases (e.g binding energy and I.E trends of Al5Cu–Al5Zn) the oscillation is found
to be not present at all.

4.3.2 Properties of high spin clusters

As mentioned in earlier section, most of the transition metal containing atomic clusters usually
shows high spin due to loss of degeneracy of jellium orbitals. Aluminum clusters with transition
metal impurities, presented in the current study is found to be no exception of the rule. Most of
the ground state optimized structures of both Al5M and Al7M shows high spin as presented in
Figure 4.4 and Figure 4.5 respectively. Although it is observed that clusters with Ni, Cu and Zn
usually prefer the lowest possible spin states in their ground state. In all the four series (Al5M,
Al7M(a–c)), ground state impure clusters with Ni,Cu and Zn are always found to be exist in
their minimum spin conformers. Among the listed doped clusters, the lowest energy conformer
with highest spin is obtained for Al5Mn cluster with a spin multiplicity as high as 7. A priori
investigation on the spin state of impure clusters confirmed that there exists a well defined trend
between the type of dopant atom and the spin of ground state conformer. In both Al5M and
Al7M clusters the spin multiplicity associated with minimum energy structures follow a ‘bell’
shaped distribution curve. Starting from scandium the multiplicity of the clusters show a reg-
ular increment until it reaches a maximum value for chromium (S=6) (or manganese (S=7) for
Al5M) then following a smooth decrement finally converges to the minimum spin multiplici-
ties obtained for the case of Ni–Zn. The spin multiplicity of ground state optimized structure
of Al5Cr, Al5Fe, Al5Ni and Al7Ni clusters are found to be in agreement with the multiplicity
values reported by Li et al.51 Aside from the aforementioned spin multiplicity trend, another
crucial thing to notice is that each transition element shows preference towards a particular spin
value. As for example clusters containing scandium show a multiplicity of 3, all chromium
doped clusters show spin multiplicity 6, iron doped clusters have a multiplicity value of 4 and
so on. This significant observation concludes the spin multiplicities of the ground state mono-
doped clusters depends on the type of dopant transition metal atoms and other related factors
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FIGURE 4.4: Optimized structures of ground state Al5M clusters with spin mul-
tiplicity included within the parenthesis. All the clusters except Al5Ni–Al5Zn

are of high spin in nature.

FIGURE 4.5: Optimized structures of ground state Al7M clusters with spin mul-
tiplicity included within the parenthesis. All the clusters except Al7Ni–Al7Zn

are of high spin in nature.
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FIGURE 4.6: Calculated properties of ground state Al5M clusters (a) Distance
of transition metal atoms from cluster center (in Å) (b) HOMO-LUMO gap
(eV) (c) Binding Energies (eV) and (d) Ionization Energies (eV). All the high
spin clusters show smooth trends rather than the periodic oscillation observed in
minimum spin clusters. Presence of odd–even oscillation can only be observed
in some specific cases (e.g HOMO–LUMO gap) of Al7Ni–Al7Zn (separated by
a vertical line) clusters as their ground state structures are of minimum spin. All
the data points are fitted with shape preserving interpolant for better visualiza-

tion.
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plays insignificant role. However, it is also important to mention that as each aluminum cluster
behaves quite differently, it is unlikely that the same spin trends will be conserved for other
clusters within the aluminum family as well. In fact it is highly probable that for each different
series of impure aluminum clusters there exists a unique spin distribution corresponding to the
ground state structures.

To understand the differential behavior of high spin impure clusters with that of low spin
ones, several properties are calculated like the previous case as shown in Table 4.2. The calcu-
lated properties of high spin ground state clusters show little resemblance with their low spin
counterparts described earlier. From Figure 4.6, it is evident that in all the calculated properties
of high spin clusters, the odd-even oscillation is completely absent, which was pretty dominant
in minimum spin clusters. Instead, in the high spin clusters the periodic oscillations are replaced
by rather smooth trends, a remarkable feature which is rarely observed for small sized atomic
clusters. Odd–even oscillations are only observed for clusters with Ni,Cu and Zn (separated by
dashed vertical lines in Figure 4.6) as their optimized ground state structures are of minimum
spin. Although, as stated in the earlier section, oscillation for clusters with lower end transition
elements are not found to be very prominent hence except for the HOMO–LUMO gap (Figure
4.6b) the oscillation for Al5Ni–Al5Zn is not pronounced for other calculated properties. At this
point it will be interesting to compare the given trends of high spin ground state structures to
the properties of bulk binary metals, since regular trend in properties is one of the unique char-
acteristics of bulk solids. Unfortunately complete database for bulk binary Al-Tm metals is not
available because in bulk phase most of the ‘d’ block elements show negligible miscibility to
aluminum. Except zinc and copper all other transition metals are found to be unsuitable for
alloying due to their tendency to form well separated layers as a certain consequence of their
lower solubility in aluminum.80 However, careful observations can still reveal several conclusive
similarities in between the properties of bulk phase and impure nanoclusters. As for example,
Figure 4.6a collects the comparison in between the distance of the doped transition metals from
the center of mass of the Al5M cluster with the calculated Wigner–Seitz (rws) radius of the tran-
sition metals in bulk state. The Wigner–Seitz radii of bulk transition metals follow roughly a
parabolic behavior only deviating at manganese resulting in a ‘w’ shaped curve. In both the
functional the distance of transition metals from the center of mass of Al5M clusters shows
similar distribution like the WS radius of bulk transition metals. The deviation at the place of
manganese for its ‘d5’ configuration is also well reproduced and much more prominent than the
bulk metals. Although the general shape of the curve is well presented, the relative trends are
seen to be out of order in both functionals when compared to the bulk WS values. Explanation
of this phenomenon can be given by invoking the fact that in binary metal clusters the atomic
volume of individual element is not the only factor which controls the inter–atomic distances
within the clusters. Several other factors like the bulk state miscibility or the radius ratio of
constituent atoms for close packing also play key role in determining the atomic organization
within the cluster.15,17

Aside from the inter–atomic distances smooth trends are also observed in other properties
as well. HOMO–LUMO gap of Al5M series (Figure 4.6b) shows a steady increase up to Al5Cr
then following a sudden drop at Al5Mn it again increases upto Al5Co and finally converges with
the plot of HOMO–LUMO gap of low spin clusters (Al5Ni–Al5Zn). Odd–even effect is also
found to be absent in the binding energy trends of the clusters as shown in Figure 4.6c although
Al5Cr is still found to be most stable cluster followed by Al5Mn as the second most stable
one. However, no correspondence in between the binding energy and the Ionization energy
(Figure 4.6d) trend is found this time, signifying that in high spin clusters the prime reason for
the stabilities are not of electronic in origin. The I.E values depicted in Figure 4.6d follows
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a rhythmic trends similar to other calculated properties. Except the deviation at specific cases
the overall trend of I.E of high spin clusters show some similarities with the atomic I.E trend of
transition elements. According to the NIST database81 the I.E trend of transition metal atoms up
to cobalt follows the following order Fe>Co>Mn>Ti>Cr>V>Sc. Whereas, for Al5M clusters
the I.E trend is found to be Al5Fe>Al5Co>Al5V>Al5Sc∼Al5Cr>Al5Mn>Al5Ti i.e. the trend
closely follows the elemental order of ionization energies. Another important point is that, the
overall range of I.E of high spin clusters (5.9–6.2 eV) is much closer with that of pristine Al6
cluster (6.6 eV) as compared to low spin cluster and no unusually high or low I.E values are
obtained for any member of the series. This signifies the shell effect is indeed less significant
for the present case and hence, certainly plays a minor role in determining the properties of high
spin clusters.

4.3.3 Adsorption of CO2 on transition metal doped aluminum clusters

In order to confirm the arguments raised in the previous section it is crucial to investigate addi-
tional physiochemical properties of the impure clusters and compare them with the properties
of bulk transition metals. One of the well documented features of bulk d block elements is the
ability to adsorb gaseous species like O2, N2, CO2, CO, C2H4 or even H2, a phenomenon which
is essential to understand and develop new catalyst for heterogeneous chemical reactions. Ac-
cording to the available literature it is well established that in the bulk state the affinity towards
the gaseous species reduces along the series.82 Therefore, although first few transition metals
are able to strongly adsorb CO2 in gas phase, later members of the same series like Cu and Zn
shows less affinity towards CO2. To justify the conclusions drawn earlier, DFT calculations are
carried out on both series of impure clusters (Al5M and Al7M(a-c)) in M06–2X and PBE–PBE
functionals. It is expected that if the impure clusters really have some similarities with bulk
transition metals, all the thermochemical parameters( ∆H and ∆G) should show a steady decre-
ment in their absolute values along the series of doped transition metal. Therefore, scandium
or titanium doped clusters are expected to show higher exothermicity and spontaneity towards
CO2 whereas copper and zinc doped cluster should show lowest affinity towards CO2 binding.
Careful investigation reveals that there exists two different types of binding mode of CO2 with
doped clusters which directly involves the transition metal as a binding site. First one is the
linear or terminal binding, where one of the terminal oxygen atom is directly bonded with the
doped transition metal atom in a near perpendicular position. Second one is the parallel binding
mode where one oxygen atom of CO2 is bonded with the transition metal and the second one
is with one of the nearest aluminum atom leaving the carbon atom at a central position. DFT
calculations show that among both the binding modes the terminal binding is the weaker one,
having ∆H values ranging from positive to -20 kcal/mol in both type of clusters and in all the
functionals. On the other hand, the parallel mode of binding is found to be highly exothermic
and also more favorable in terms of free energy data calculated in both functionals.

Figure 4.7 and 4.8 show the optimized structures of parallel bonding of CO2 with both
Al5M and Al7M(a–c) series of clusters in gas phase. It is evident from Tables 4.3–4.6 and from
Figure 4.9 that in all the four cases every associated thermodynamic parameters (by absolute
magnitude) tends to decrease along the transition metal series as observed in the bulk state. As
predicted, high Exothermicity (∆H) and spontaneity in terms of the calculated free energies(∆G)
are usually observed for first few transition elements like Sc, Ti or V and slowly decreases
towards the end of the series. Comparison of the present results with the experimental values
for bulk metals immediately establishes the similarities between both type of materials. Article
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FIGURE 4.7: Structures of optimized ground state Al5M....CO2 complexes with
spin multiplicity included within the parenthesis.

FIGURE 4.8: Structures of optimized ground state of Al7M[(a)–(c)]....CO2

complexes with spin multiplicity included within the parenthesis.
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(a)

(b)

(c)

(d)

FIGURE 4.9: Plots of thermodynamic parameters (-∆H and -∆G) of CO2 ad-
sorption on transition metal doped aluminum clusters in both M06–2X and
PBE–PBE functional (a) Al5M....CO2 (b)–(d) Al7M[(a)–(c)]....CO2. Except
few deviations, most of the data points are well fitted with the cubic interpo-

lation curve drawn in each case.
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(a)

(b)

FIGURE 4.10: Plots of thermodynamic properties (-∆H and -∆G) of CO2 ad-
sorption on transition metal doped aluminum clusters in dispersion (DFT-D)
corrected PBE–PBE functional (a) Al5M....CO2 (b) Al7M(c)....CO2. In both the
cases the effect of dispersion is found to be small (within ∼0.3–4.3 kcal/mol)and

well within DFT error range.
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TABLE 4.3: Thermochemical data of CO2 adsorption on Al5M clusters

Clusters (Multiplicity) ∆E (kcal mol−1) ∆H (kcal mol−1) ∆G (kcal mol−1)

M06–2X PBE–PBE M06–2X PBE–PBE M06–2X PBE–PBE

Al5Sc(3) -45.70 -41.79 -46.16 -42.06 -34.83 -31.41
Al5Ti(4) -38.71 -39.75 -39.13 -40.28 -27.50 -28.22
Al5V(5) -28.73 -30.37 -29.13 -30.95 -17.97 19.05
Al5Cr(6) -20.94 -19.64 -21.30 -20.01 -10.30 -9.12
Al5Mn(7) -26.36 -21.71 -26.79 -21.94 -15.52 -11.23
Al5Fe(4) -22.76 -19.59 -22.84 -19.91 -11.92 -8.73
Al5Co(3) -17.14 -14.32 -17.28 -14.50 -7.90 -4.32
Al5Ni(2) -14.32 -15.59 -14.61 -15.78 -3.73 -5.48
Al5Cu(1) -15.22 -13.85 -15.55 -14.30 -4.70 -2.79
Al5Zn(2) -15.42 -11.39 -15.91 -11.79 -4.94 -0.68

TABLE 4.4: Thermochemical data of CO2 adsorption on Al7M(a) clusters

Clusters (Multiplicity) ∆E (kcal mol−1) ∆H (kcal mol−1) ∆G (kcal mol−1)

M06–2X PBE–PBE M06–2X PBE–PBE M06–2X PBE–PBE

Al7Sc(3) -47.33 -45.05 -48.42 -45.54 -35.28 -34.17
Al7Ti(4) -39.01 -35.01 -39.38 -35.38 -28.10 -24.35
Al7V(5) -32.18 -33.52 -33.06 -33.98 -20.66 -22.68
Al7Cr(6) -17.67 -21.02 -17.84 -21.30 -7.44 -10.82
Al7Mn(5) -27.60 -22.47 -28.13 -22.70 -16.48 -12.00
Al7Fe(4) -19.87 -17.65 -20.28 -18.00 -8.95 -6.92
Al7Co(3) -17.69 -17.30 -17.75 -17.06 -7.66 -7.69
Al7Ni(2) -19.15 -16.35 -19.36 -16.57 -8.90 -5.90
Al7Cu(1) -12.27 -13.24 -12.52 -13.40 -1.72 -3.11
Al7Zn(2) -10.90 -12.28 -10.89 -12.57 +0.15 -1.67
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TABLE 4.5: Thermochemical data of CO2 adsorption on Al7M(b) clusters

Clusters (Multiplicity) ∆E (kcal mol−1) ∆H (kcal mol−1) ∆G (kcal mol−1)

M06–2X PBE–PBE M06–2X PBE–PBE M06–2X PBE–PBE

Al7Sc(3) -46.73 -44.74 -47.76 -45.29 -35.07 -33.52
Al7Ti(4) -36.84 -35.03 -37.42 -35.39 -25.74 -24.40
Al7V(5) -32.21 -33.54 -33.08 -34.01 -20.82 -22.66
Al7Cr(6) -17.69 -21.75 -17.87 -22.14 -7.46 -10.98
Al7Mn(5) -27.63 -22.45 -28.17 -22.68 -16.44 -12.03
Al7Fe(4) -20.08 -19.40 -20.89 -19.59 -8.67 -9.23
Al7Co(3) -17.61 -18.54 -18.28 -18.33 -6.56 -8.94
Al7Ni(2) -19.06 -16.35 -19.35 -16.56 -8.57 -5.89
Al7Cu(1) -12.27 -13.25 -12.51 -13.41 -1.78 -3.09
Al7Zn(2) -13.23 -14.03 -13.62 -14.56 -2.29 -2.42

TABLE 4.6: Thermochemical data of CO2 adsorption on Al7M(c) clusters

Clusters (Multiplicity) ∆E (kcal mol−1) ∆H (kcal mol−1) ∆G (kcal mol−1)

M06–2X PBE–PBE M06–2X PBE–PBE M06–2X PBE–PBE

Al7Sc(3) -47.00 -44.79 -47.41 -45.36 -36.02 -33.47
Al7Ti(4) -39.68 -35.00 -40.18 -35.35 -28.84 -24.38
Al7V(5) -32.21 -33.54 -33.07 -34.01 -20.84 -22.66
Al7Cr(6) -21.71 -21.74 -22.06 -22.10 -10.99 -11.05
Al7Mn(5) -27.62 -22.45 -28.13 -22.67 -16.52 -12.00
Al7Fe(4) -18.46 -20.68 -18.80 -21.30 -7.72 -9.79
Al7Co(3) -17.63 -18.54 -18.29 -18.33 -6.58 -8.94
Al7Ni(2) -19.04 -16.35 -19.35 -16.57 -8.50 -5.89
Al7Cu(1) -12.31 -13.27 -12.54 -13.44 -1.83 -3.08
Al7Zn(2) -13.22 -13.11 -13.63 -13.54 -2.26 -2.09
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published by Toyoshima and Somorjai58 clearly indicates that the heat of adsorption values of
CO2 on different types of transition metal surface follow a systematic declining trend when the
experimental data sets are fitted with best fitting polynomial. The Calculated results presented
in Figure 4.9 in M06–2X functional for all impure aluminum clusters also shows exactly the
similar trend when DFT data points are fitted with best fitting cubic polynomial. In each case
maximum heat of adsorption is obtained for the case of Sc and following a systematic decline in
the ∆H trend, the minimum value finally corresponds to the elements lowest in the series. The
maximum value of heat of adsorption presented in this chapter is obtained for Al7Sc(a) ( -48.4
kcal mol−1 in M06–2X) cluster and the minimum value which is -10.9 kcal mol−1 in M06–2X
is calculated for Al7Zn(a) cluster. The same trend is also observed in PBE–PBE functional as
well. Another important point to note is that the effect of dispersion in the calculated parameters
is observed to be small which can be proven from the DFT–D comparison plot presented in
Fig 4.10. This observation indeed signifies that the binding of CO2 with the impure cluster is
primarily due to electron sharing between CO2 and the cluster and the dispersion effect plays
minor role. The resemblance with the bulk is also noticed in the optimized structures of AlnM–
CO2 complexes as presented in Figure 4.7 and 4.8. In all the cases the CO2 molecule is observed
to be deviated from linearity along with substantial increment of both the C=O bond. Both this
observation signifies the existence of charge transfer from metal centers to CO2 moiety. Also
as aluminum is more electro–positive than transition metals, the increment of both the C=O
bond is found to be asymmetric i.e oxygen atom attached to the aluminum side shows longer
C=O bond distance (1.3Å) than the other C=O bond (1.2Å) which is bonded with the doped
transition metal. These observations are indeed consistent with the theoretical calculation of
CO2 adsorption on various transition metal surfaces by Cundari and Wilson59 and henceforth
can be considered as conclusive evidence about the similarities of impure clusters with bulk
metals.

Although the relative trend obtained by best fitted cubic polynomial curves as shown in
Figure 4.9 clearly demonstrates the similarity between impure clusters and bulk solids, some
system specific deviations from the systematic trend are observed when individual values are
carefully accounted. The deviation from regular declining trend is noticed specifically in two
regions as indicated in Figure 4.9. First one is observed for lower end clusters with Co, Ni, Cu
and Zn as dopant atom and only prominent in the results obtained in M06–2X functional. Slight
oscillation in all the thermochemical parameters are noticed which results alteration of their rel-
ative order within themselves. In Table 4.3, Al5Cu shows higher exothermicity (-15.2 kcal/mol)
values than Al5Ni (-14.3 kcal/mol) cluster in M06–2X functional. Similarly, heat of adsorption
of Al7Ni(b) cluster in M06–2X functional (Table 4.5) is found to be higher than Al7Co(b) cluster
by a magnitude of ∼1.1 kcal/mol. None of these deviations are large enough and well within (±
1–3 kcal/mol) the error margins of DFT functionals. However, the second deviation is a major
one and detected for all the clusters doped with chromium atom. It is evident from the plots
included in Figure 4.9 that in all the cases clusters doped with chromium atom show a sudden
drop in the exothermicity and free energy trend. In both the functionals and for every impure
cluster series, the thermochemical parameters for chromium doped clusters are found to be less
than manganese doped clusters considering the absolute magnitude (Table 4.3–4.6). Occurrence
of such deviations within the smooth trend leads to the suspicion that some other factors must
be responsible for these system specific anomalies. As indicated by earlier studies, aside from
structural and electronic reason, the stabilities and properties of metal clusters can also be heav-
ily influenced by aromaticity of the metal clusters itself. To account such influences for the
present cases, NICS values are calculated for ground state Al5M clusters in M06–2X functional
as shown in Table 4.4. It is observed that among all the ground state clusters, Al5Cr, Al5Fe,
Al5Co, Al5Ni and Al5Cu are found to be aromatic in nature. Among the listed ones, NICS
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value indicate that Al5Co cluster is of highest aromatic character and Al5Fe being of negligible
aromaticity. Now, as binding process of CO2 with impure clusters involves charge transfer from
metal centers to CO2 moiety, it is certain that cluster with aromatic character will be reluctant to
adsorb CO2 because that will result loss of aromaticity and thereby affecting the stability of the
cluster. The situation is similar with the chemical response of aromatic compounds like benzene
towards addition reactions. Thus, all the clusters with aromatic character should show lesser
heat of adsorption and lower spontaneity towards CO2 adsorption resulting a break in the trend
at their respective positions. Hence, the sudden deviations in the thermodynamic trend observed
at the respective places in Figure 4.9 are certainly due to the aromatic nature of specific clusters.
However, it is also important to remember that as the absolute values of all the thermochemical
properties for lower end clusters are very low, they are highly sensitive on the theoretical method
employed, specifically on the choice of DFT functional. Aside from these, due to the minimum
spin nature of Ni, Cu and Zn doped cluster slight presence of odd-even effect can also influence
the thermodynamic parameters. Hence, It is difficult to conclude how each of these variables
separately affects the binding of CO2 in each case, but it is certain that all of them cumulatively
determines the final outcome.

4.4 Conclusions

The present chapter includes an in depth investigation of the influence of spin on properties of
transition metal doped aluminum clusters based on density functional theory calculations. Bi-
nary metal clusters are of enormous importance due to their wide range of properties and as a
possible motif to synthesize new type of materials. Calculated results presented in this chapter
show several dissimilarities between the properties of high spin and low spin doped clusters.
It is observed that the series of low spin clusters shows prominent odd–even oscillation in all
the calculated properties supporting the presence of jellium shell structure, whereas high spin
ground state conformers show more of smooth trends similar to the bulk materials. This ob-
servation is indeed consistent with the previous theoretical investigation and supports the fact
that the electronic shell effect is less important for the high spin ground state of transition metal
doped aluminum clusters.57 In order to further conclude the argument, thermodynamic data of
CO2 adsorption on these doped aluminum clusters are evaluated using DFT. Comparison of the
evaluated results with experimental literature shows a similar declining trend of the thermody-
namic parameters when changing the dopant atom from Sc to Zn.58 The resemblance is also
reflected in the adsorbed structure of CO2 on doped clusters as well.59 Systematic modulation
of properties in small sized nano–clusters are indeed of rare occurrence and such resemblance
with the characteristics of bulk metals will certainly be beneficial in the voyage of understanding
the development of materials from minuscule unit of atoms.
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Chapter 5

Radical Attached Aluminum

Nanoclusters: An Alternative Way of

Cluster Stabilization

5.1 Introduction

In material chemistry and nanotechnology, atomic clusters are of colossal interest since past four
decades. Whether considered solo in gas phase or as superatomic assembly for nanofabrication,
nanoclusters of main group elements have shown promising outcomes in both theoretical and
experimental domain. Current advancements in versatile disciplines also have shown the latent
potential of atomic clusters towards the development of novel materials with unique catalytic,
optical and magnetic properties.1–11 Evolution of state–of–the–art experimental techniques, the-
oretical methodologies and computational resources in recent years also have provided ade-
quate assistance in the conquest of understanding the characteristics and behavior of atomic
clusters.12–15 In spite of all this achievements in the respective research fields, the large scale
applications of small sized clusters are still implausible due to their demanding condition for
synthesis and substantial instability. Most of the small sized nanoclusters are metastable in na-
ture with extremely short lifetime and highly reactive as well.16,17Therefore, they can only be
synthesized in near vacuum condition in completely inert atmosphere.18,19 Also, due to their un-
stable nature, small clusters have high tendency to coalescence with each other in order to form
bigger clusters with enhanced stability.20 Hence, stabilization of small sized atomic clusters is
one of the major challenges in current cluster chemistry.

The stability of nanoclusters usually depends on two major factors, electronic and geometric.18,19,21,22

The concept of electronic stability can better be understood by invoking the concept of jellium
model23–25, where the existences of loosely bound valence electrons are considered against
a uniform positive charged background. Based on an approximate potential which is pre-
dominantly determined by the structure and composition of the cluster itself, the solution of
Schrödinger equation yields discrete energy shells much similar to an atom. Thus, clusters
with filled jellium shell achieve additional stability due to higher HOMO–LUMO gap when
compared with their open shell counterparts. If the potential is approximated as spherical and
uniform, then the corresponding shell ordering with incremental energy is found to be as 1S,
1P, 1D, 2S, 1F, 2P, 1G.23,24,26 Hence, the number of electrons (ne) needed to obtain a filled
shell configuration follows a series like 2, 8, 18, 20, 34, 40, 58 etc. Clusters with ‘ne’ number
of valence electrons are considered as ‘magical’ in nature due to their enhanced stability when
compared with rest of the members of the family. Except few limitations19 observed in specific
cases, the jellium model is found to be work exceptionally well in determining the properties of
simple metal clusters. On the other hand, the geometric stability is mostly important to weakly
bonded clusters (e.g inert gases or molecular clusters) where the stability of the clusters is deter-
mined by short–range intermolecular forces and electronic effects plays insignificant role.27,28
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Due to the weak nature of the force, clusters with closed packed icosahedral structures with
high atomic density show additional stability then the rest of the members. Such magic clusters,
therefore follow Mackay icosahedra series (ng) based on the number of constituent atoms within
the cluster29 :

ng = 1+
n

∑
k=1

(10k2 +2) (5.1)

First few geometric magic numbers are 13, 55, 147, 309 and 561 for n=1, 2, 3, 4 and 5 respec-
tively. Although in majority of clusters, the stability of the species is primarily determined by
any one of the aforesaid factors, in rare cases both geometric and electronic factors can indeed
play major role.30–32 One classic example is the case of Al−13 cluster, which can be consid-
ered as double magic cluster with a 13 atom icosahedral structure along with 40 valence elec-
trons, corresponds to a closed jellium configuration. To add further complexity in the scenario,
other associated factor like aromaticity can also influence the overall stability and reactivity of
nanoclusters.33–35

Although the Jellium shell model is primarily designed in order to explain the properties of
simple pristine metal clusters, studies have justified the validation of the model in some other
scenarios as well.36–38 In present days, the most common way to stabilize a metallic cluster is
to use suitable ligands to produce a organometallic complex with the cluster. In such entities
the sensitive metal core is protected by the attached organic group via complex formation, thus
preventing the cluster either from coalescence with each other or from reacting with unwanted
impurities.39 Theoretical calculation have shown that such complexes also follows a modified
electron counting stability rule where the shell closing magic numbers (ne) is observed to be de-
pendent on the numbers of ligands attached with the metallic core. For a complex with chemical
formula [MNLX ]

z this new electron counting equation can be presented as,40–42

ne = NMvM −XLwL − z (5.2)

where, NM represents the number of metal atoms within the core each with atomic valence
number vM. XL is the number of ligands attached with the core. wL is the number of electrons
withdrawn by each of the ligands and z is the overall charge of the complex. Thus, if the number
of electrons in the metallic core(ne) of the cluster complex corresponds to an electronic shell
closure number (ne) as mentioned earlier, the respective species is found to be stable and can
be considered as a superatomic complex. Like the jellium model for pristine clusters, the super-
atomic complex theory is also found to be able to explain the properties of cluster complexes
extensively well. Successful implementation is observed for ligand protected gold and silver
clusters. As for example, the gold–thio complex Au25(SR)18

– [SR= Thiolate group] has eight
valence electrons.43 Similarly, the core of Au102(SR)44 superatomic complex is found to be
consists of a 58 electronic closed shell configuration.44–46 Even, structure of gold superatomic
complex with minimum possible shell closing number of 2 is also predicted theoretically.47

Very recently Häkkinen and coauthors40–42 have found that the superatomic complex theory is
also equally applicable to mono–layer protected small and medium sized aluminum and gal-
lium clusters as well. Calculated results reveals that complex like Al8(Cp)4, [Cp=C5H5] has
a 20 electronic closed shell configuration,where Al4(SitBu)4 complex can be considered as a 8
electronic closed shell superatomic complex.

Although the process of ligand attachment to stabilize bare clusters becomes routine for
experimental investigations, such implementations are certainly not beyond limitations. As
most of the ligand attached clusters can only be synthesized via wet chemistry or in inert
matrices,48–51 therefore, it is difficult to utilize the procedure for the stabilization of small size
metastable clusters which are usually synthesized in gas phase and in near vacuum condition
via supersonic expansion or related techniques. Thus, throughout the years, experimental and
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theoretical investigations of superatomic complexes has been mostly limited to relatively stable
large scale clusters like silver and gold52–61 and only an inadequate numbers of ligand sta-
bilized very small sized (n≤20) clusters have been reported by state–of–the–art experimental
techniques.62–64 According to the modern definition, a free radical is a neutral, electron defi-
cient, species with partially filled orbital. Due to the presence of vacant electronic shell, radicals
are extremely reactive and have high tendency to accept electron(s) in order to complete the
octet. Hence, based on the chemical intuition it is expected that like ligated clusters, equation 2
will be equally valid for radical attached clusters as well. On the other hand, radicals can easily
be produced either in solvents or in gas phase by various means like photolysis, electrolysis
or thermolysis.65–68 Although most of the radicals are metastable due to their high reactivity,
there are enough varieties of them which are stable enough for experimental manifestation with
ease. Moreover, their enriched existence in galaxies and nebulas also proves that radicals are
able to sustain long enough in cold vacuum inert atmosphere much similar to the clusters.69,70

Based on all these observations, one can argue that if synthesized, radical attached clusters can
serve as an alternative of ligand protected clusters with similar thermodynamic stability and with
equivalent or larger set of choices. Aside from this, computational studies on radical attached
clusters may be proven fruitful in understanding the stability and reactivity of small scale metal
clusters. In depth analysis and direct comparison of the properties with ligated clusters may also
be able to provide new insights and may yield answers to unresolved questions. Hence, from
theoretical standpoint, case study on radical attached clusters are definitely intriguing like the
ligated clusters complexes. The current chapter presents such a theoretical account of thermo-
dynamic and electronic stabilities of radical attached aluminum clusters. Direct comparison of
the calculated results with small sized experimentally synthesized ligated aluminum cluster is
also included. The effect of different substituents on the thermodynamic stabilization of radical
attached clusters are also discussed in detail. The chapter is organized as follows, section 2 in-
cludes the computational information for all the calculations presented in this chapter. Section
3 contains the detailed discussion and comparison of thermodynamic and electronic stability of
radical attached clusters and Section 4 concludes the chapter.

5.2 Computational Details

The initial starting geometries of aluminum clusters are taken from previously reported stud-
ies as available in current literature.71–73 All the clusters are optimized with both M06–2X and
B3LYP functional using triple zeta quality basis (TZVP) without any symmetry constraints. The
energies of pristine aluminum clusters in different spin multiplicities are further calculated in
M06–2X functional and it is observed that clusters with lowest possible spin multiplicities are
minimum in energy. This observation is found to be valid for radical attached clusters as well.
Therefore, throughout the present chapter all the pristine as well as radical or ligand attached
clusters are considered to be of minimum spin i.e. the value of 2S+1 is either 1 or 2 depending
whether the species is a closed shell or an open shell system. In all the calculations, Berny
optimization algorithm is used as implemented in Gaussian 09 package.74 As organic radicals,
12 commonly known radicals with variable composition and properties are chosen. To deter-
mine the global minimum for radical attached clusters, Fukui indices are evaluated (see ESI†)
for all the possible sites of each cluster and separate optimizations are performed by attaching
selected radicals at all of the chemically non equivalent sites. Only the lowest energy conformer
in each case are considered for the present chapter. All the radical attached as well as ligand
attached complexes are optimized using the same level of theory as mentioned above. The nor-
mal modes of vibration of each optimized structure are carefully observed and it is made sure
that all the optimized structures belong to local minimum and not saddle points. The reported
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thermodynamic parameters are calculated at 1 atm pressure and 298.15K temperature and zero-
point energy corrections are added accordingly. Although the calculations are performed in two
different functional as mentioned earlier, the optimized structures presented in all the figures
are obtained in M062X/TZVP level of theory if not mentioned otherwise. The charge transfer
analysis and Kohn–Sham orbital correlation diagram is calculated using Charge Decomposition
Analysis (CDA)75,76 in open source Multiwfn77,78package, using the output file obtained from
Gaussian09 calculation. The Natural Bond Orbital (NBO) analysis is performed for specific
cases using the NBO 3.0 suite as implemented in Gaussian 09. The Density of States (DOS)
plots included in this chapter are also generated by Multiwfn using C–squared population anal-
ysis (SCPA) method79 fitted with normalized gaussian broadening function,

G(x) =
1

c
√

2π
e
− x2

2c2 (5.3)

where c = FWHM

2
√

2ln2
.

The full width at half maximum (FWHM) value is set to 0.3 eV for all the DOS plots
included in this chapter. The steric regions present within the radical attached complexes is
evaluated by Reduced Density Gradient(RDG) calculation in Multiwfn.80 The RDG function is
defined as,

RDG(r) =
1

2(3π2)1/3

|∇ρ(r)|
ρ(r)4/3

(5.4)

The RDG calculations are performed with a isovalue of 0.5 using high quality grids each con-
taining more than 1.7 million points. The RDG isosurfaces are colormapped in accordance with
the sign of the real space function λ2(r) · ρ(r), where ρ(r) is the electron density at point ‘r’
and λ2(r) is the second largest eigenvalue of calculated Hessian matrix of electron density. The
van der Waals (vdW) volume of specific clusters and radicals are calculated by Monte Carlo
(MC) method as implemented in Multiwfn package using a isovalue of 0.001 for all the cases.
In the MC method ‘N’ numbers of particles are distributed randomly within a rectangular box
of volume ‘V’. If ‘n’ numbers of particles are found to be present within the vdW region, then
the vdW volume of the species is calculated as,

VvdW =
n ·V

N
(5.5)

The total number of particles N is defined by 100 · 2i.For each species, the value of ‘i’ is
increased gradually by unit intervals until the variation in between two consecutive vdW volume
is found to be small enough to consider as converged. The converged values are taken as the
vdW volume of the respective species in each case.

5.3 Results and Discussion

In order to understand the effect of radical attachment on the thermodynamic stability of small
sized aluminum clusters, it is essential to account for all the stabilization effects originating
from different contributing factors. As mentioned in the introduction section, the stability of
pristine metal clusters are solely depends on two major factors, geometric and electronic, com-
monly abbreviated as Cluster Size Effects (CSE).19 Figure 5.1 shows the influence of both these
effects on the thermodynamic stability of double magic Al13

– cluster. Based on the thermo-
dynamic parameters calculated by M06–2X functional, it is evident that both the effects play
crucial role in determining the overall thermodynamic stability of Al13

– cluster. However, as
geometric stability can only be achieved for a limited number of clusters which satisfy the
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icosahedral close–packing condition (Equation 1), therefore, for the most part, stabilization of
pristine metal clusters is usually achieved by electronic means. On the other hand, the situation
for radical attached metal clusters is expected to be somewhat different. Although the geometric
and electronic effects within the central metal core would certainly be crucial for the stabi-
lization, the thermodynamic stability of individual radicals, geometrical and electronic effects
within them may also play dominant role in the overall stabilization of the cluster–complexes.
Hence, keeping that in mind, in the present chapter 12 common organic radicals are chosen with
variable chemical properties. Based on the electronic effects which determine the reactivities
and stabilities,81 these radicals can further be distributed into four separate categories as illus-
trated in Figure 5.2. Radicals belong to Group I consist of common alkyl radicals with dominant
inductive effect. As the central carbon atom is electron deficient due to incomplete octet, hence,
The stability of these series increase with the increment of the number of electron pushing group
attached with it. Therefore, the stability order of Group I radicals is found to be
Tertiary(3◦) > Secondary(2◦)>Primary(1◦)>Methyl
which is the left to right sequence as depicted in the top panel of Figure 5.2 .

Two common radicals with unsaturation namely ethenyl (C2H3 · ) and ethynyl (C2H · ) are
considered within Group II. The stability of these radicals depends on the hybridization state of
the central carbon atom bearing the lone electron.81 Thus (C2H3 · ) is more stable than (C2H · )
radical as the carbon atom bearing the unpaired electron is sp2 hybridized in the former whereas
for the later it is ‘sp’ hybridized. Due to higher ‘s’ character of the ethynyl carbon the open
shell electron is held more firmly near the nucleus thus reducing the stability of the radical.
Radicals included in Group III are stabilized by the delocalization of electrons. Thus radical
with maximum number of C6H5 group (triphenylmethyl radical ((C6H5)3C · )) attached with
the central carbon shows highest stability due to resonance. Thus, the stability of these series
decrease from left to right with the decrement of the number of phenyl group. The last group
(Group IV) consists of two radicals (CF3)3C · and Cl · with high group electronegativity. Being
highly electronegative, these radicals are usually unstable and highly reactive and associated
with high charge transfer when attached with any substrate.

Similar to the radicals, five small sized aluminum clusters Al3, Al6, Al7, Al13 and Al20 with
both closed and open shell structure are chosen for radical attachment. Among the selected
clusters only Al3 cluster is planar, whereas, ground state structures of the other clusters are three
dimensional in nature. Considering the jellium shell structure, both Al3 and Al7 clusters are just
one electron higher than their respective closed magic shell configuration. On the other hand,
Al6 cluster is a magic cluster with 18 valence electron and Al13 cluster is one electron short
from achieving 40 electron shell closure. In order to account for the electronic stability and
comparison, optimized ground state conformer of Al4 cluster is used. The result and discussion
section is segmented into two separate sections. First part includes a brief description, analysis
and comparison of thermodynamic stabilities of radical attached clusters whereas the second
part is solely focused on the electronic shell structures of cluster–complexes.

5.3.1 Account of Thermodynamic Stability of Radical Attached Clusters

The calculated thermodynamic parameters of mono radical and ligand attached aluminum clus-
ters calculated in M06–2X and B3LYP functional are included in Table 5.1 and 5.2 respectively.
The optimized ground state structures of selected mono–radical attached clusters in M06–2X
clusters are included in Figure 5.3 as well. As expected, the result shows wide variations in
terms of exothermicities (∆H) and free energies (∆G) due to the broad range of radical types
and clusters chosen for the present chapter. However, careful observation reveals some system-
atic trend within the parameters when individual classes of radicals are considered separately.
As for example, the thermodynamic stability order of Group I radical attached clusters decreases
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FIGURE 5.1: The stability stairs for Al13
– clusters showing the importance

of both the electronic and geometric shell effect on the overall thermodynamic
stability of the cluster anion.

FIGURE 5.2: The list of radicals included in the present chapter. Based on the
type of the dominant electronic effects the radicals are divided into four separate

categories.
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FIGURE 5.3: Optimized structures of mono–radical attached cluster complexes
for (a) Al3, (b) Al7 and (c) Al13 cluster.

FIGURE 5.4: Plot of charge transfer from cluster core to radicals for Al3 and
Al7 clusters. (b) Trends in HOMO–LUMO gap for Al7, Al13 and Al6 radical–

cluster complexes.
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TABLE 5.1: Thermodynamic data (in kcal/mol) of radical stabilized aluminum
clusters calculated in M06–2X/TZVP level of theory. B3LYP calculated results

are given in parenthesis.

Radicals Thermodynamic Aluminum Nanoclusters
Parameters Al3 Al6 Al7 Al13 Al20

CH3·
∆H -63.37(-57.66) -52.32(-51.22) -69.92(-63.97) -56.21(-58.52) -46.79(-48.96)
∆G -54.33(-47.98) -43.32(-42.00) -59.10(-56.50) -44.42(-49.78) -37.24(-39.53)

CH3CH2·
∆H -57.28(-50.41) -47.12(-44.80) -63.81(-56.58) -51.46(-51.77) -41.04(-42.07)
∆G -45.67(-38.44) -35.31(-31.76) -50.35(-46.51) -36.75(-41.12) -28.23(-30.19)

(CH3)2CH· ∆H -53.09(-44.92) -43.93(-38.62) -60.57(-50.64) -48.05(-45.97) -39.84(-36.77)
∆G -41.96(-30.30) -32.75(-27.24) -45.47(-41.08) -32.27(-34.12) -24.63(-21.77)

(CH3)3C· ∆H -51.37(-40.62) -42.22(-34.41) -58.40(-46.28) -45.44(-41.15) -37.62(-31.49)
∆G -37.48(-25.75) -30.53(-22.04) -42.60(-35.32) -31.28(-30.03) -23.92(-17.68)

H2C=CH· ∆H -70.80(-64.46) -62.77(-56.06) -76.76(-70.90) -62.54(-64.97) -53.71(-55.38)
∆G -58.89(-53.74) -51.24(-44.42) -63.24(-60.24) -50.40(-54.86) -40.52(-44.20)

HC≡C· ∆H -105.78(-104.18) -94.27(-97.51) -111.70(-110.25) -96.86(-104.32) -86.38(-94.43)
∆G -96.13(-93.14) -84.77(-87.40) -100.48(-101.48) -85.71(-94.64) -76.32(-83.54)

Ph· ∆H -71.68(-65.48) -64.54(-55.72) -77.53(-71.14) -64.46(-66.15) -62.16(-56.11)
∆G -61.04(-53.82) -52.72(-43.79) -65.35(-62.35) -52.20(-53.64) -50.38(-44.35)

PhCH2·
∆H -52.54(-41.93) -41.82(-35.59) -58.13(-47.73) -46.91(-42.48) -45.20(-33.02)
∆G -42.50(-31.03) -31.08(-25.96) -47.40(-38.84) -32.00(-32.43) -30.59(-21.85)

Ph2CH· ∆H -45.92(-32.46) -36.35(-25.29) -51.18(-37.46) -38.48(-31.16) -29.73(-21.73)
∆G -35.27(-21.53) -25.29(-14.98) -39.23(-29.00) -25.43(-20.81) -17.59(-9.73)

Ph3C· ∆H -39.93(-24.25) -30.50(-14.38) -46.24(-28.70) -29.24(-16.38) -27.98(-7.75)
∆G -29.46(-12.72) -19.56(-3.51) -31.65(-19.14) -13.49(-6.01) -14.69(+4.71)

Cl· ∆H -99.96(-94.84) -85.91(-85.60) -105.34(-100.70) -86.87(-91.71) -86.77(-84.05)
∆G -92.55(-86.45) -79.40(-79.24) -96.38(-94.63) -78.20(-84.77) -76.58(-75.89)

(CF3)3C· ∆H -71.06(-56.81) -62.42(-51.19) -77.09(-63.65) -62.31(-56.12) -60.95(-46.28)
∆G -56.76(-44.67) -48.99(-38.14) -62.83(-52.72) -47.11(-43.01) -45.85(-32.37)

TABLE 5.2: Thermodynamic data (in kcal/mol) of mono–ligand stabilized alu-
minum clusters calculated in M06–2X/TZVP level of theory. B3LYP calculated

results are given in parenthesis.

Ligands Thermodynamic Aluminum Nanoclusters
Parameters Al3 Al6 Al7 Al13 Al20

Cp [= C5H5]
∆H -73.49(-54.20) -60.96(-45.36) -75.61(-55.59) -51.44(-38.61) -48.28(-34.36)
∆G -59.86(-42.61) -49.54(-35.19) -60.33(-43.86) -37.63(-28.67) -35.65(-23.34)

Cp∗ [= C5(Me)5]
∆H -71.49(-49.61) -61.33(-40.89) -76.38(-50.92) -51.97(-33.20) -52.18(-31.44)
∆G -57.79(-37.80) -48.83(-29.81) -59.34(-40.21) -35.19(-20.80) -36.41(-17.78)
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with the increment in the number of methyl group attached with the central carbon of the re-
spective radical. This observation is also found to be consistent for all the listed clusters given
in Table 5.1. In order to understand this trend, CDA analysis is performed and it is observed that
the amount of charge transfer (in terms of |e|) also follows a similar trend. Figure 5.4a shows
plot of charge transfer for Al3 and Al7 cluster complexes in M06–2X functional. It is evident
from Figure 5.4a that for both the clusters, amount of charge transfer follows a smooth declining
trend from methyl (CH3 · ) to tertiary butyl ((CH3)3C · ) radical. The evaluated charge transfer
trend of group I radical attached clusters can easily be explained by invoking the concept of in-
ductive effect.81 As the +I effect goes on increasing from methyl to tertiary butyl radical, hence,
it is expected that the (CH3)3C · radical will be most reluctant to accept additional charges due
to the presence of three electron pushing methyl groups. On the other hand, CH3 · radical is
anticipated to have maximum electron affinity and expected to show high charge transfer among
all this radicals of group I. However, rationalization of the observed thermodynamic trend of
group I radical attached clusters based on inductive effect alone is definitely not recommended
as two major factors can contribute simultaneously. Firstly, as the thermodynamic stability trend
is found to be the same with the magnitude of charge transfer for group I radicals, it is not un-
usual to suspect that the jellium shell structure of the metal cluster core within the complex
playing a major role here. Moreover, from Table 5.1 it is evident that both the Al3 and Al7 clus-
ter complexes show higher exothermicity and spontaneity (in terms of ∆G) than the rest of the
members of the series. As both of these clusters are the closest one to achieve filled jellium shell
configuration than the rest by just losing one electron, it is conclusive that jellium configuration
of the cluster core is certainly important for the present case. As each cluster differs drastically
in terms of the jellium structure, both ∆H and ∆G values follow unpredictable pattern with in-
cremental cluster size as can be seen from Table 5.1. By qualitative observation and considering
all the radicals, it is found that Al7 complexes shows highest exothermicity and spontaneity fol-
lowed by Al3 complexes. The lowest absolute values of ∆H and ∆G is observed for Al20 cluster
complexes in most cases, although there are scenarios where the values are too close with other
radical attached clusters, hence can not be said with certainty (e.g. Cl · attached complexes in
Table 5.1). However, It is also important to remember that unlike the stability order trend of
Group I radicals, their anions follows exactly an opposite trend. Thus upon electron attachment
the CH3

– anion is found to be most stable whereas (CH3)3C– anion is least stable due to the
presence of high +I effect. As the radical attached clusters follows the same thermodynamic
stability trend it is certain that both the shell effect and the thermodynamic stability of the at-
tached radical anions play dominant role in determining the overall thermodynamic stability of
the cluster–radical complexes.

Similar to the case of Group I radicals, the thermodynamic stability of radical attached clus-
ters of other categories also follows the anionic stability order of the respective radicals in most
cases. As can be seen from Table 5.1, that for all the clusters with group II attached radical,
ethynyl (C2H · ) attached clusters shows higher stability than ethenyl (C2H3 · ) radical attached
clusters. In radical chemistry it is well known that due to higher ‘s’ character of ‘sp’ hybridized
ethynyl carbon, the anionic electron density lies closer to the nucleus and gets highly stabilized
via coulombic interaction. The conclusion can further be clarified from Figure 5.5 which repre-
sents the partial density of states (PDOS) diagram in M06–2X functional for both the radicals. It
can be seen that the SOMO of ethynyl (C2H · ) radical is energetically lower(∼ 3 eV), with a high
SOMO–LUMO gap and also has higher ‘s’ character than C2H3 · radical (Figure 5.5). Hence,
ethynyl anion (C2H– ) is observed to be more stable than ethenyl anion (C2H3

– ). As a matter
of fact, clusters attached with ethynyl (C2H · ) radical shows maximum thermodynamic stability
among all the radical attached clusters included in the present study. The calculated exothermic-
ity and ∆G values (Table 5.1) are found to be much higher for C2H · attached clusters than the
results obtained for mono–ligated clusters presented in Table 5.2. However, according to CDA
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FIGURE 5.5: DOS plot of vinyl and ethynyl radicals. The higher ‘s’ character
of SOMO of ethynyl radical due to ‘sp’ hybridization is the sole reason of the

high thermodynamic stability of C2H4 radical attached clusters.
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FIGURE 5.6: Reduced density gradient (RDG) isosurface (top panel) and scatter
plot (bottom panel) for Group III radical attached Al13 clusters. The figures
shows systematic amplification of steric effect with the increment of the number

of attached Ph group.
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analysis, an opposite trend is noticed in terms of charge transfer as can be seen from Figure 5.4a .
In both the Al3 and Al7 clusters ethenyl (C2H3 · ) radical shows higher charge transfer than C2H ·
radical. This particular trend seems to be doubtful as from chemical intuition it is expected that
C2H · radical, having more ‘s’ character should show higher charge transfer than ethenyl radi-
cal. Therefore, for the present case it is not unusual to doubt the accuracy of the charge transfer
trend as obtained by CDA analysis. NBO calculation confirms this suspicion (see ESI†) and ac-
cording to the calculated result in M062X functional C2H · radical indeed shows higher charge
transfer than C2H3 · radical and thereby follows the observed thermodynamic stability trend as
well. The charge transfer trend is also found to be driven by the same principle for Group III
radicals as well. The amount of charge transfer from cluster to radical is found to be proportional
with the number of contributing resonating structures of the radical anion. Thus phenyl radical
shows least amount of charge transfer whereas, triphenylmethyl (Ph3C · ) radical shows high-
est amount of charge transfer due to enhanced delocalization of the electron density within the
three phenyl moiety. However, in terms of exothermicity viz. thermodynamic stability, Group
III attached radicals is the only series which follows an inverse stability order than the anionic
stability trend of the respective radicals. Thus, although triphenylmethyl (Ph3C– ) anion is the
most stable anion and shows highest charge transfer among all four, Ph3C · attached clusters are
found to be least thermodynamically stable for all the clusters included in the chapter. In order
to account for the inverse trend as observed for Group III radical attached clusters, reduced den-
sity gradient (RDG) calculation is performed on PhCH2 · , Ph2CH · and Ph3C · radical attached
Al13 clusters in M06–2X functional (Figure 5.6). RDG calculation is considered one of the most
efficient way to identify non–covalent interactions (NCI) acting within a molecule.80,82,83 The
upper panel of Figure 5.6 clearly indicates the presence of steric regions in all three radical at-
tached clusters. The number of steric regions also found to increase rapidly while moving from
PhCH2 · to Ph3C · radical. As depicted in Figure 5.6, the Al13PhCH2 complex consists of only
one such NCI region. However in Al13(Ph2CH), presence of three such regions is observed, two
NCI region is detected in between the radical and the cluster and the third one is found to occur
due the mutual repulsion of the Ph groups. In terms of the numbers of non–covalent interac-
tions, Al13(Ph3C) cluster complexes shows a maximum of six steric regions, three in between
the Ph groups and the Al13 core and another three are observed to be within the Ph groups them-
selves. Furthermore, not only the number of interactions increases with the increment of the Ph
groups present in the attached radical, the steric interactions also gets stronger proceeding from
PhCH2 · to Ph3C · . The lower panel of Figure 5.6 includes the scatter plots of RDG for all three
clusters and it is evident from the plots that the steric region has gradually expanded towards
more positive value of sign(λ2)ρ , signifying stronger steric repulsion while moving from ben-
zyl to triphenylmethyl radical. At this point, it is important to mention that although the RDG
calculations are performed specifically for Al13 cluster–complexes, it is expected that steric in-
teractions will be of equally dominating in other clusters as well. The certainty of this argument
lies on the fact that, Al3, the smallest clusters included within the study is also 21% larger by
van der Waals’ volume than phenyl (C6H5) group. Calculation of vdW volumes by Monte Carlo
Method indicates that the vdW volume for a single phenyl group is 114 Å3 whereas, Al3 cluster
has a volume of 138.1 Å3, which is certainly lower than vdW volume of Al13 ( 424.3 Å3) but still
expected to be high enough to introduce significant amount of steric strain within the complex.
Therefore, the inverse thermodynamic stability trend as observed for Group III radical attached
cluster can be considered entirely due to the presence of steric effect. Although the addition of
Ph groups in the radical stabilizes the incoming charge density more efficiently via enhanced
resonance, but on the other hand, that also destabilize the whole complex due the increment in
the number of steric interactions present within the system.

As expected, among all the selected radicals highest amount charge transfer is obtained for
(CF3)3C · of group IV (Figure 5.4a) due to the presence of sheer number of electronegative
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fluorine atom. However, according to the thermodynamic stability of group IV radical attached
clusters it is observed that Cl · radical attached clusters shows more exothermicity than (CF3)3C ·
radical attached clusters. In all the selected clusters attached with chlorine radical shows second
highest (after ethynyl (C2H · ) radical) thermodynamic stability in terms of calculated parameters
in both functionals. This particular thermodynamic trend can again be explained by invoking the
concept of relative stability of both the radicals anions. As chlorine atom is better in stabilizing
the incoming negative charge via dispersion due to the larger size of its anion, therefore, the
stability order of the radical attached clusters follows the same trend. The connection between
the thermodynamic stability order of radical anions and the stability trends of radical attached
clusters is certainly crucial, since, it may grant a priori perception about the stability of final
complex even before synthesis. At this point it will be interesting to look into the HOMO–
LUMO gap of mono–radical attached aluminum clusters. Figure 5.4b illustrates the plot of
HOMO–LUMO gap for selected cluster complexes included within this chapter. As can be seen
from the plots, except Group III radicals, the HOMO–LUMO gap closely follows the same trend
as of charge transfer. The highest HOMO–LUMO gap is also observed for Group IV radical
attached clusters, similar to the observed charge transfer trend discussed earlier. This obser-
vation is expected as higher charge transfer from cluster core to radical also ensures enhanced
electronic stabilization of the complex as a whole. The principle reason which lies behind this
argument is, the higher the charge transfer, the attached radical comes closure to achieve a filled
octet structure. Secondly, for clusters like Al3 and Al7, high charge transfer to the attached
radical also ensures that the cluster core becomes inert due to electronic shell closure by do-
nating one excess electron. Among the three cluster–complex series presented in Figure 5.4b,
the HOMO–LUMO gap is found to be minimum for Al6 cluster-complexes. Since, Al6 is a 18
electronic closed shell magic numbered cluster, it is certain that upon charge transfer, the cluster
core would certainly become more reactive because of the adjacency to an open shell configu-
ration. As mentioned earlier, Group III radicals are the only group of radicals which does not
follow any regular trend of HOMO–LUMO gap like the others. It can be seen from Figure 5.4b,
for each cluster the HOMO–LUMO gap of Group III radicals follows a random trend and hence
cannot be generalized. The explanation of this erratic behavior can again be attributed to the
additional electronic effects (like steric) which affects each species individually depending on
the geometric and electronic structures of the complexes.

5.3.2 The Electronic Structure of Radical Attached Aluminum Clusters

As mentioned in earlier section, according to the superatomic complex theory (SACT) the elec-
tronic structure of the cluster–complexes plays major role determining the stabilities and reac-
tivities of the species. Hence, in order to have an in depth perception about the properties of
radical attached complexes, it is essential to investigate the electronic structure of the radical–
cluster complexes and compare the calculated results with the ligated cluster complexes already
available in the literature. Among the experimentally synthesized stable superatomic complexes
of aluminum, the cyclopentadienyl (Cp= C5H5) or pentamethylcyclopentadienyl (Cp*= C5Me5)
ligand protected clusters by Schnöckel and co-workers are found to be of profound interest since
their first discovery.62,84–86 Numerous studies on these cluster–complexes in both theoretical
and experimental domain has been performed in the last two decades. Starting from structural
characterization, bonding and physical properties, detailed molecular dynamics simulations of
ligated clusters including the oxidation reactions are added to recent literature.87–89 Very re-
cently Häkkinen and coworkers40–42 have proven the existence of superatomic shell structures
within small and medium sized cyclopentadienyl and related ligated clusters. Their calculation
on Al4L4(L=ligands) and related series of clusters have established the validity of superatomic
complex theory in small sized ligated–clusters as well. Furthermore, the enhanced stability of
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Al4L4 type of cluster–complex is also attributed to the closed jellium shell configuration con-
sisting of 8 valence electrons. Therefore, In order to compare the electronic structure of
radical attached clusters with that of ligated ones, three different radical attached clusters with
tetrahedral Al4 core are optimized and several properties are calculated. The radicals which are
selected for this purpose are respectively ethynyl (C2H · ), phenyl(C6H5 · ) and chlorine (Cl · ) as
they have shown high thermodynamic stability based on the assessment described in the thermo-
dynamics section (Table 5.1 and 5.2) of the present chapter. The optimized structures of these
radical attached clusters along with Al4(Cp)4 clusters are included in Figure 5.7. Table 5.3 en-
lists all the calculated thermodynamic parameters including charge transfer and HOMO–LUMO
gap for these cluster complexes. It is evident from Table 5.3 that all three radical attached clus-
ters shows equivalent or higher thermodynamic stability with the well known Al4(Cp)4 clus-
ters. Specifically speaking, both the Al4(C2H)4 and Al4Cl4 clusters show significantly high
exothermicity and spontaneity(∆G) values (& 140 kcal/mol) in both functional when compared
with Al4(Cp)4 ligated–complex. The relative ordering of both the exothermicity as well as the
∆G for Al4X4(X=Radicals) complexes is found to be consistent with the results obtained for
the mono–radical attached clusters described earlier. Thus Al4(C2H)4 complex is found most
exothermic then Al4Cl4 and Al4Ph4 complex is observed to be least stable among all three. In
terms of tetramerization energies (T.E) as included in Table 5.3, all three radical attached com-
plex are found to be more thermodynamically stable than Al4(Cp)4 complex. The calculated
T.E for Al4(Cp)4 complex is found to be moderately exothermic (∼ -28 kcal/mol in m06–2X)
with slightly positive value of ∆G, which is expected since Al4(Cp)4 superatom is known to
decompose at temperature higher than 243K.86 Whereas, all the radical attached Al4 clusters
show high negative value of ∆H and ∆G even at room temperature signifying their high ther-
modynamic stability than Al4(Cp)4. The calculated charge transfer data from cluster core to
radical by CDA analysis also show an expected trend. Thus, being highly electronegative, high-
est amount of charge transfer (∼ 1.1 |e|) is observed for chlorine radical in Al4Cl4. The Al4Ph4

cluster complex shows the lowest amount of charge transfer (0.45 |e|) and Al4(C2H)4 complex
having an intermediate value of 0.49 |e|. On the other hand, the amount of charge transfer from
cluster to ligand in the Al4(Cp)4ligated cluster is found to be 0.79|e| as indicated by CDA anal-
ysis. This value is much higher than both C2H · ) and C6H5 · radical but certainly lower than
the chlorine one. Also to mention, the CT value obtained for Al4(Cp)4 complex is indeed an
exact match with the Bader charge analysis value obtained in the original paper by Clayborne
and coworkers,40thus validating the reliability of our results.

Aside from the thermodynamic and CT data, Table 5.3 also includes the calculated HOMO–
LUMO gaps for these three radical attached clusters along with Al4(Cp)4. DFT calculation in-
dicates the presence of very high HOMO–LUMO gap in Al4(Cp)4 complex (4.58 eV in B3LYP
functional) indicating the enhanced stability of Al4(Cp)4. The HOMO–LUMO gap is found to
be ∼ 3.2 eV higher than the pristine Al4 cluster which shows a H–L gap of 1.35 eV in the same
level of theory. Similar to the ligated cluster high HOMO–LUMO gap is also obtained for all
three radical attached clusters as well. The Al4Cl4 complex shows nearly the same HOMO–
LUMO gap as Al4(Cp)4 in both DFT functionals (Table 5.3). In comparison, the Al4(C2H)4 and
Al4Ph4 show slightly less HOMO–LUMO gap by magnitude. However, in comparison with
pristine Al4 cluster the H–L gaps are still found to be very high. The calculated values are found
to be even higher than the well known double magic Al13

– cluster which has a HOMO–LUMO
gap of 2.61 eV in the same level of theory.

To understand the core structure of radical attached clusters CDA analysis is performed in
M06–2X functional and orbital correlation diagrams for both Al4(C2H)4 and Al4Cl4 complexes
are constructed (Figure 5.8). Now, according to the superatomic complex theory, the jellium
configuration of Al4 cluster core in a Al4L4 complex should be 1S2 1P6 1D0 considering three
valence electrons per aluminum atom and also if each attached ligand or radical takes away
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Al (Cp)4 4

Al (C H)4 2 4 Al (Ph)4 4
Al (Cl)4 4

FIGURE 5.7: Optimized structures of Al4 complexes. The top panel shows the
structure of Al4Cp4 ligand–cluster complex whereas the bottom panel consists

of Al4(C2H)4, Al4Ph4 and Al4Cl4 radical–cluster complexes

FIGURE 5.8: The Kohn-Sham orbital correlation diagram for Al4(C2H)4 (left)
and Al4Cl4 (right) cluster complexes. The orbital order clearly indicates the
presence of jellium shell structures within the radical–cluster complexes. In
both the complexes the ‘D’ orbital has split into two subsets due to the tetrahe-

dral (Td) crystal field effect.
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FIGURE 5.9: The Partial Density of States (PDOS) diagram of (a) Planar Al4
cluster. (b) Tetrahedral Al4cluster (c) Al4(C2H)4 cluster complex and (d) Al4Cl4
cluster complex. Significant amount of ‘s’ and ‘p’ mixing is observed in later
two cases which explains the observed trivalent nature of aluminum in small

superatomic complexes.

TABLE 5.3: Calculated data for ligand and radical attached Al4 clusters in
M06–2X/TZVP level of theory. B3LYP calculated results are given in paren-

thesis.

Al4 Cluster Thermodynamic Parameters (kcal mol−1) Tetramerization Energy (kcal mol−1) Charge Transfer HOMO–LUMO gap AIE VDE
Complexes (|e| in M062X) (eV) (eV) (eV)

∆H ∆G ∆H ∆G

Al4Cp4 -297.76(-228.20) -242.96(-180.51) -27.63(-11.70) +6.33(+18.83) 0.79 6.16(4.58) 5.64(5.61) 1.17(1.56)
Al4(C2H)4 -443.20(-438.88) -398.90(-395.02) -94.04(-82.80) -75.17(-66.65) 0.49 5.51(3.80) 7.64(7.43) 1.85(1.94)

Al4Ph4 -304.65 (-282.09) -256.39(-236.49) -105.97(-92.49) -71.70(-60.04) 0.45 5.19(3.52) 6.89(6.63) 1.78(1.71)
Al4Cl4 -420.36(-403.40) -385.55(-370.36) -61.67(-50.52) -32.56(-21.79) 1.08 6.10(4.37) 8.63(8.41) 2.45(2.44)
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one electron. It is evident from Figure 5.8 , that both the radical complexes has a 8 electronic
closed shell jellium core structure. The HOMO of both complexes are found to be three fold
degenerate ‘P’ state as predicted. The low lying ‘S’ state is also clearly visible in the diagram
ensuring the core orbital of the complexes is in accordance with the prediction of jellium model.
In the specific case of Al4(C2H)4 complex, slight mixing of the ‘S’ state with the HOMO state
of the ethynyl ligands is observed, thus producing one bonding and one antibonding type of
orbital. On the other hand, in both the complexes ‘P’ shell is found nearly pure in nature with ∼
70% contribution from the orbitals of aluminum. The LUMO state in both the radical–attached
complexes is also found to be of ‘D’ type in nature. As the complexes are consists of a core
with tetrahedral (Td) symmetry, ‘D’ orbital has split into two subsets according to the rule of
Crystal Field Theory (CFT). Figure 5.8 shows the relative positions of the two subsets of ’D’
shell for Al4(C2H)4 and Al4Cl4 complex. The Splitting energy (∆t) in M06–2X functional is
found to be 1.8 eV (1.7 eV in B3LYP) for Al4Cl4 complex and of 2.17 eV (2.03 eV in B3LYP)
in Al4(C2H)4 complex. Both the values are way higher than the ∆t values obtained for Al4(Cp)4

ligated clusters(0.33 eV and 0.43 eV in M062X and B3LYP functional respectively) implying
higher field strength of both radicals in comparison of Cp ligands. The included diagrams for
radical attached clusters are in very well agreement with the correlation diagram as obtained
previously for small sized ligated aluminum cluster.40 All these observations further confirm the
presence of superatomic shell in small sized radical attached cluster and henceforth it can be
expected that the superatomic complex theory i.e equation 2 will be equally valid for radical
attached clusters as well.

Although the presence of jellium core in radical attached Al4 cluster is already well estab-
lished by now, one intriguing question regarding the valence electron count of Al4X4 complexes
should be asked at this point. Based on earlier investigations it is already established that in small
sized aluminum clusters Aln(n≤6) aluminum behaves as monovalent metal due to wide sepa-
ration of ‘s’ and ‘p’ orbitals. This is the sole reason that the ground state optimized structures
of aluminum clusters up to n=5 is two dimensional in nature.18,71 Starting from Al6, clusters
beginning to become three dimensional as the hybridization between ‘s’ and ‘p’ states start to
build up and aluminum metal behaves as trivalent from this point onwards. This foundation
is in direct contradiction with the conclusion drawn for the jellium core structures of Al4X4

clusters explained earlier. It is already established (Figure 5.8) that Al4X4 complexes have a
jellium core structure with valence electron count ne=8 which is only possible if the attached
radicals somehow enhanced the ‘sp’ hybridization to make the aluminum atoms trivalent in Al4
core. In order to resolve this arguments partial density of states (PDOS) calculation is performed
in B3LYP functional on planar Al4, tetrahedral Al4 clusters including C2H · and Cl · attached
Al4X4 cluster complexes as depicted in Figure 5.9. It can be clearly seen from Figure 5.9a that
the HOMO in planar Al4 cluster is entirely of ‘p’ type and as expected, there is a well separated
gap of 1.4 eV in B3LYP functional between ‘s’ and ‘p’ states. In tetrahedral Al4 isomer (Figure
5.9b) which is about 3 eV (B3LYP) higher in energy than the planar one, marginal mixing of
‘s’ and ’p’ state is observed but the HOMO state seems to be negligibly perturbed (lowered by
∼ 0.3 eV in B3LYP ). On the other hand, in both the Al4(C2H)4 and Al4Cl4 complexes high
amount of ‘s’ and ‘p’ mixing is observed in the HOMO state as can be seen from Figure 5.9c
and 5.9d. This observation indeed indicates the facilitation of ‘sp’ hybridization of aluminum
atom upon radical attachment as predicted earlier. These radical induced ‘sp’ hybridization is
the sole reason of the trivalent nature of aluminum in this size scale as indicated by the orbital
correlation diagram (Figure 5.8). The enhanced hybridization of cluster complexes is also ob-
served in ligated clusters as reported in earlier literature.40 The major reason behind the induced
hybridization is due to the stabilization of the HOMO states of the complexes upon radical at-
tachment. As can be seen from the Figure 5.9, that in both the radical attached cluster the HOMO
state has shifted significantly to lower energy when compared with planar (EHOMO(B3LY P)=-4.7
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eV) or tetrahedral (EHOMO(B3LY P)=-4.4 eV) pristine Al4 clusters. This stabilization is found to
be higher in Al4Cl4 complex (EHOMO(B3LY P)=-7.5 eV) compared to Al4(C2H)4 (EHOMO(B3LY P)=-
6.5eV) cluster complex. The enhanced electronic stability of the radical attached clusters are
also reflected in the ionization energy (I.E) values of these complexes as shown in Table 5.3.
All the radical attached Al4 clusters shows high I.E values compared to the Al4(Cp)4. The high-
est I.E is observed for Al4Cl4 (8.6 eV in M06–2X and 8.4 in B3LYP functional) followed by
Al4(C2H)4. Especially the I.E values for both the Al4(C2H)4 and Al4Cl4 complexes are ∼ 2-3
eV higher than the Al4(Cp)4 superatomic complexes. In terms of the calculated vertical detach-
ment energies (VDE) of the respective anions(Table 5.3), the radical attached clusters usually
have shown close proximity with the VDE value calculated for Al4(Cp)4 anion. The values of
VDE of radical attached clusters are found to be higher than Al4(Cp)4 anion by 0.61–1.28 eV in
M06–2X functional(0.15–0.88 eV in B3LYP), the highest being observed for Al4Cl4 anion. The
high value of I.E of neutral complexes and similar VDE of respective anions with Al4(Cp)4

− of
radical attached clusters further concludes the presence of filled jellium shell in radical attached
complexes also their enhanced stability compared to the ligated clusters.

5.4 Conclusions

The present chapter includes a brief analysis of the thermodynamic stabilities and electronic
structure of few selected radical attached clusters using DFT as a tool of choice. The calculated
results has shown that the thermodynamic stabilities of radical attached clusters are highly de-
pendent on the stabilities of the attached radical anions as well as other electronic effects within
the complexes including the electronic shell effect. The dependency of the thermodynamic sta-
bility of radical attached complexes on the radical anion is certainly important as it can provide
the concept of stability of the radical attached complex prior to synthesis. Calculation of other
related properties like HOMO–LUMO gap, charge transfer etc are also found to be consistent
with the calculated thermodynamic stability trends and also with the type of attached radicals.
Construction of Kohn–Sham orbital correlation diagram obtained via CDA analysis also proves
the presence of jellium shell structures within the complex which also justifies the validity of
superatomic complex thoery (SACT) for radical attached clusters as well. Inclusion of the Den-
sity of States (DOS) diagram further confirms the presence of enhanced ‘sp’ hybridization in
small sized radical attached clusters. Comparison with the experimental and theoretical results
of ligated clusters also shows the resemblance between both type of clusters. The enhance sta-
bility of radical attached clusters are of crucial importance since it can bestow new opportunities
and alternatives for synthesizing stable superatomic complexes craved by cluster chemists for
decades.
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Chapter 6

Investigation of Carbon–Iodine Bond

Activation on Niobium Metcar

(Nb8C12)

6.1 Introduction

In the realm of material chemistry, atomic clusters are small sized multiatomic particles with
variable composition and unique properties. Being the only link between atoms and the bulk
materials known to mankind till date, atomic clusters have been the prime motif of material
investigation since past four or five decades. Throughout all these years, both theoretical and
experimental investigations have not only enriched the respective research fields with interesting
outcomes but also have introduced the scientific community to a vast new domain of material
chemistry which was never explored before. Starting from the concept of the third dimension of
the periodic table as an alternate building blocks1–3 to novel motifs with fascinating magnetic,
optic and catalytic properties,4–19 the research field of clusters is of no short of captivating out-
comes for practical manifestation in near future. In spite of these promises, there lies a major
complication in order to incorporate these marvelous ideas into reality. Most atomic clusters are
usually metastable and highly reactive in nature and therefore can only be synthesized in vac-
uum or inert atmosphere. Hence, past few years have seen a substantial increment in the number
of experimental or theoretical research focused on the stabilization of nanoclusters.8,20–22 Be-
ginning with the concept of jellium shell closure23,24 in either pristine or impure clusters, rigid
matrix based stabilization to the implementation of superatomic complex theory,8,20–22,25,26 it
is fortuitous that cluster chemists now have an entire set of arsenal for stabilizing metastable
clusters to some extent just enough to make them suitable for small scale experimental mani-
festation. In addition to that, the added insight by the latest theoretical developments further
enhances the in depth understanding of the stabilization process of nanoclusters resulting in
new types of artificial stable motifs. However, besides the new developments, at this point it is
also important to recollect the fact that, although somewhat rare,there are a few class of clusters
which are naturally stable. One of the most well known examples of these type are the family
of fullerenes, the first prototype (i.e. C60) of which was invented in 1985 at Rice University.27,28

The legacy of fullerenes which followed soon after the innovation and their impact on mod-
ern material science is certainly a familiar topic to every material chemists by heart. However,
fullerenes are not the only species that can be classified as stable clusters. The second example
of similar carbon containing stable clusters is the metalcarbohedrenes, discovered by Castle-
man and coworkers29–31 nearly seven years after the innovation of C60. Metalcarbohedrenes,
commonly abbreviated as ‘metcar’ is a class of stable metal carbide clusters with chemical sto-
ichiometry M8C12, where ‘M’ is usually an early d block element. The presence of first metcar
(Ti8C12

+) was detected as a dominant ‘supermagic’ peak much similar to that of C60 in the mass
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spectrum during an attempt to dehydrogenate hydrocarbons by titanium metal.29 Related experi-
ments soon established the fact that the term ‘metcar’ indicates an entire class of clusters includ-
ing binary ones, rather than a single entity.30,32–35 This captivating innovation paved the ground
for new studies including physical and chemical properties, reactivities and structural character-
ization including bonding and stability of individual metcars.36–49 The most remarkable among
these is definitely the structural characterization of titanium metcar (Ti8C12). Based on the stoi-
chiometry of the cluster as obtained from the mass spectrometry, the initial structural prediction
of Ti8C12 was a regular dodecahedron with Th symmetry, similar to the C20 fullerene.29–31 This
speculated structure was definitely a logical choice, primarily because of two separate reasons.
Firstly, as the total atom count of both Ti8C12 and C20 is the same hence the Ti8C12 cluster can
be considered a derivative of C20 simply by replacing two carbon atom from each pentagonal
ring by titanium keeping the skeleton intact. As for second reason, reaction of polar molecules
with Ti8C12 and V8C12 results in the adsorption of upto 8 molecules, which signifies all the
eight metal sites are equivalent by coordination. Also to mention that the regular dodecahedron
structure is among the five platonic solids, all of which are very well known abundant stable
structures often preferred by nature. However, theoretical calculations showed the possibility of
two different structures which are of D2d and Td symmetry respectively, and are expected to be
lower in energy than the Th structure proposed earlier.50–56 Detailed investigations in this regard
soon established the fact that the theoretical calculations are indeed correct and the distorted Td

structure is confirmed to be the ground state, later verified by experiments.57

Aside from the structural characterization of metcars, the chemical response of the clus-
ters also attracts considerable attention of chemists since their first discovery. Small scale
reaction with polar (e.g H2O, CH3OH, NH3 and (CH3)2CO) as well as non–polar molecules
like benzene, methane and ethylene are studied in depth and also supported by theoretical
calculations.36,42,45,58–60 The studies with non–polar molecules are of special importance since
it is observed that only a maximum of four non–polar molecules can be attached with a single
metcar. This observation indirectly proves the existence of two separate set of metal sites in the
cluster, thus confirming the tetrahedral shaped ground state consisting of a smaller inner tetra-
hedron surrounded by a larger outer tetrahedron each consisting with four metal atoms around
each vertices. These investigations further elucidate the reactivity trend of different metcars and
it is observed that titanium metcar cation is more chemically stable compared to Vanadium or
Niobium metcar cations which are found to be more reactive in comparison. The difference in
reactivity in between different metcars is also observed in the dissociation reaction of carbon
halogen bond using metcar as catalyst.57,61 Upon using methyl iodide as the reactant, experi-
mental observation reveals that while Ti8C12

+ is only able to abstract single halogen atom from
CH3I, vanadium and niobium metcar cations are able to form bonds with multiple number of io-
dine atoms. Even both these metcars are able to dissociate much stronger halocarbon bonds like
C–Br and C–Cl and also form bonds with multiple numbers of chlorine and bromine atoms. The
oxidative dissociation of carbon halogen bond is one of pivotal reaction steps in common chem-
istry. Especially, because C–I bond dissociation is one of the major intermediate steps of cou-
pling reactions which are among the few techniques available to organic chemist which results
direct formation of C–C bond.62 Due to this reason, a significant portion of recent researches
has solely been focused on the understanding of detailed mechanism including thermodynamic
and kinetic data of carbon halogen bond dissociation. Aside from the most commonly used
catalyst63,64 like palladium, platinum on nickel in depth theoretical and experimental studies on
more unconventional materials like gold65,66 and even aluminum clusters5 are also available.
However, to the extent of our knowledge no such theoretical investigation encompassing the
reaction mechanism and other related aspects of C–I activation on metcar is studied earlier. The
present chapter includes such a theoretical investigation of C–I dissociation on niobium metcar
using Density functional theory as a computational tool of choice. The calculated results are
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analyzed and compared with the earlier experimental results available in the literature. The rest
of the chapter is organized as follows, The next section (section 2) contains the computational
details of the calculations presented in the chapter. Section 3 includes the thermodynamic and
kinetic data of C–I dissociation on both neutral and cationic niobium metcar in addition to other
associated calculations. Section 4 concludes the chapter.

6.2 Computational Details

The initial guess structure of tetrahedral Nb8C12 is taken from previous studies reported in
earlier literature.50–56 The neutral as well as the cationic structure of Nb–metcar are optimized
assigning different spin multiplicities in both M06–2X as well as B3LYP functional using TZVP
basis for ‘C’ atoms and LANL2DZ–ECP basis for Niobium. It is observed that in both the
functional the Nb8C12 cluster with minimum spin multiplicity (S=1) is lowest in energy. As
organic molecules containing C–I bond,we have chosen three common molecules similar to our
earlier works.67,68 The pre–reaction complexes are derived by attaching the R–I molecule in all
possible sites within the cluster, and only the lowest energy conformer is considered in each
case. Similar to the metcar, all the pre–reaction complexes are further optimized incorporating
different spin multiplicities to identify the lowest energy conformer, which is found to be of
minimum spin as earlier. The Binding energies of RI molecule with Nb8C12 and Nb8C12

+

metcars are calculated by the following formula,

∆Eb = EMetcar...I−R −ER−I −EMetcar (6.1)

All the optimizations included in the present chapter are performed using Berny optimization
method in Gaussian09.69 The normal modes of vibration in all the optimized structures are
scrutinized and it is made sure that all normal modes of vibration are real for global minimum
whereas only one significant imaginary frequency corresponds to the C-I bond is present in case
of first order saddle points (Transition States). Intrinsic reaction coordinate (IRC) calculations
are further performed for the transition states and it is verified that the IRC path properly con-
nects to the complexes on both side of the saddle point. The condensed Fukui indices (f+A ) on
each optimum point of the overall reaction coordinate are calculated using Hirshfeld population
analysis(HPA). The condensed Fukui indices for nucleophilic attack of an atom ‘A’ within a
molecule containing a subtotal of ‘N’ electron is expressed as,

f+A ≃ qA,N+1 −qA,N (6.2)

where qA,N+1 and qA,N are the Hirshfeld population of atom A in the (N + 1) and N electronic
molecular systems respectively, both having the same equilibrium geometry. All the thermody-
namic parameters and related data presented in the chapter are calculated in 298.15 K temper-
ature and 1 atm pressure. The two types of the rate constants (i.e. TST and TSTW) and other
associated kinetic data are calculated using the open source Kinetic and Statistical Thermody-
namical Package (KiSThelP).70 The classical rate constant i.e. kT ST is defined as,

kT ST = σ .
kbT

h
.

(
RT

P0

)∆n

.e
− ∆G‡,0

kbT (6.3)

and the expression for the Wigner tunneling corrected rate constant (kT STW ) is,

kT STW = χ(T ).kT ST (6.4)
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whereas,all the included terms have their usual significance. χ(T ) is the transmission coefficient
which is calculated by the imaginary frequency of the unbound mode at the respective saddle
point,

χ(T ) = 1+
1
24

(

h Im(ν‡)

kbT

)2

(6.5)

The three parametric Arrhenius equation is defined as,71

k = AT nexp

[

−∆Ea

RT

]

(6.6)

whereas, A is the pre–exponential factor and ‘n’ is a constant. The other used terms have
their usual significance. The deformation density plot is constructed by subtracting the respec-
tive three dimensional density data of the complex from its individual components. The bond
polarity index (BPI) and the atoms in molecules (AIM) analysis is performed in open source
Multiwfn package72 utilizing the output file of Gaussian09. The common definition of BPI of a
bond between atom ‘A’ and ‘B’ within a molecule is given as,73,74

BPIA−B = (EIA −EI
re f
A )− (EIB −EI

re f
B ) (6.7)

The EIA and EIB terms denote the energy index (EI) of respective atoms within the molecule
and EIre f terms are the energy index obtained from homonuclear reference molecules of atom
A and B. The definition of EI of an atom ‘A’ within a molecule is presented as,

EIA =

val

∑
i

εiηiΘi,A

val

∑
i

ηiΘi,A

(6.8)

where Θi,A signifies the composition of atom A in the ith MO. ηi and εi are respectively the
occupation number and energy of the ith MO. The summation of equation (6.8) only runs over
all the valence MOs. The Wiberg bond indices are calculated for individual geometries as well
as geometries along the IRC path as required using the NBO 3.0 package as implemented in
Gaussian09.

6.3 Results and Discussion

In order to acquire a brief understanding of C–I bond dissociation process on neutral and cationic
Nb8C12 cluster, both the structures were first optimized using a reasonable initial guess as a
starting point. The global minima for both neutral and cationic Nb8C12 are found to be slightly
distorted from the ideal tetrahedral structure. This observation is indeed consistent and can be
confirmed from the earlier studies on other metcars as well.75 Comparing the optimized (M06–
2X) structures of both Nb8C12 and Nb8C12

+ metcar with a standard Td symmetric reference
structure reveals that the root mean square deviations are respectively 0.139 Å and 0.146 Å. The
RMSD value within the neutral and cationic Nb8C12 cluster is found to be much smaller about
0.0246 Å, signifying small structural deviation in between neutral and the cationic Nb metcar.
As for molecules with C–I bond we have chosen three very common organic compounds with
variable C–I bond strength namely methyl( – CH3), vinyl ( – C2H3) and phenyl ( – C6H5) iodides.
Except CH3I, which is the only one with experimental validation, the choice of other two iodides
are completely arbitrary and included only to ensures enough variation in the calculated results
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due to their uneven bond strength. The bond dissociation enthalpy (∆H0
298K in kcal mol−1) order

of these three iodides are observed to be,76

C6H5 – I (65.0±1.0 ) >H2C –– CH – I (61.9±1.0 ) >H3C – I (57.1±0.5 )

Thus the C–I bond in phenyl iodide is the strongest and methyl iodide can be considered
as the weakest among the three. These variations in the bond dissociation energies among the
iodides are expected to influence the computed reaction parameters which in turn may provide
more insight of the C-I dissociation process on both the metcars. All the necessary thermody-
namic and kinetic data presented in this chapter are evaluated for all three iodides by using three
different DFT functional. However, for specific mechanistic related discussions we have solely
restricted ourselves with the results obtained for CH3I in M06–2X functional. The major reason
of this choice is twofold. Firstly, as already mentioned methyl iodide is the only organo–iodide
with available experimental results. Secondly, Minnesota functionals like M06-2X are very well
known for its superior performance in determining accurate molecular structures, activation bar-
rier and even can take care of small to medium range dispersion effect.77–79 Hence, the structure
and thermochemical parameters included in the figures also consists solely of results obtained
from M06–2X functional if not stated otherwise.

The overall energy landscape of C–I bond dissociation of all three iodides on Nb8C12 and
Nb8C12

+ metcar is depicted in Figure 6.1 and Figure 6.2 respectively. The thermodynamic
parameters, calculated in three different functionals are enlisted in Table 6.1 and Table 6.2 as
well. The first step of the reaction is the formation of pre–reaction complex (P.R.C) via the
adsorption of R–I molecule on the surface of metcar. Due to the dual tetrahedral structure of
metcar, the incoming R–I molecule can attach itself with Nb atoms located in either inner(Nbi)
or outer(Nbo) tetrahedra. DFT investigations indicate that the pre–reaction complex with R–I
molecules attached with Nbo is more thermodynamically stable than the other structures. The
electronic energy difference between the two structures in M06–2X functional is found to be
about 6 kcal/mol for the attachment of CH3I on neutral Nb8C12. The binding energies (Table
6.1 and 6.2) of the R–I molecules on both neutral and cationic metcar are also found to be
quite significant, possibly due to better orbital matching resulting in higher stability as both
Nb and I shares the same row in the periodic table. Comparing with other results available
in the current literature, the binding energies are found to be much higher than that of small
sized neutral aluminum cluster67 and also than most of the neutral and cationic gold clusters66

of similar size range (3≤ n ≤20). It is interesting to observe that binding energies of R–I
molecules with Nb8C12

+ is relatively higher (about ∼6 kcal/mol) than the neutral metcar. To
understand these discrepancies, we have decided to take a brief look on the formation process
and the characteristic of the newly formed Nb–I bond in both the clusters. The top panels of
figure 6.3a and 6.3b depicts the snapshots of deformation density plots of the initial approach of
CH3I molecule towards the neutral and cationic cluster respectively. From the plots it is pretty
evident that there exists slight differences in the bond formation process of CH3I with Nb metcar
and its cation. For the case of neutral Nb8C12 (Fig 6.3a) it is observed that a significant amount
of charge density is accomodated around the R–I molecule. As a result the formation of Nb–I
bond results from major contribution of iodine atom and the Nbo atom of the metcar provides
minor contribution as a donor. However, when the system is cationic (Fig 6.3b), it can be seen
that the electron density around the incoming iodine atom is widely depleted and in this case
the Nbo atom acts as the major donor to form the bond with the iodine atom. These variation
in the bond formation process creates a difference in the ionic charecter of both bonds and the
resulting bond in the cationic metcar becomes stronger due to high ionic character resulting
in the observed high binding energy. This conclusion is further confirmed via the calculation
of bond polarity index (BPI) in M06–2X functional. The BPI is a direct representation of the
polarity of a chemical bond in terms of numerics rather than simple visualization, allowing
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FIGURE 6.1: Reaction coordinate (M06–2X) diagrams of the reaction of neutral
Nb8C12 with (a) H3C – I (b) H2C –– CH – I and (c)Ph – I. The ∆H (Blue) and ∆G

(Red) values of each step are also included.
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FIGURE 6.2: Reaction coordinate diagrams of the reaction of cationic Nb8C12

with (a) H3C – I (b) H2C –– CH – I and (c)Ph – I. The ∆H (Blue) and ∆G (Red)
values of each step are also included.
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quantitative characterization of the type of that particular bond in the process. Calculation of
BPI of Nb–I bond for both metcar reveals that the BPINb−I of [Nb8C12 · .. ICH3] is higher (-0.118
a.u) than the BPINb−I obtained for [Nb8C12 · .. ICH3]+ complex (-0.154 a.u). The lower (more
negative) value of BPINb−I bond in [Nb8C12 · .. ICH3]+ complex indicate that the Nb–I bond in
cationic complex is more ionic in nature than than its neutral counterpart resulting in higher
binding energy. The direct influence of this ionic nature is also reflected in the bond order of
Nb–I in in both the pre–reaction complexes. Thus, while the Wiberg bond indices (WBI) of
Nb–I bond in [Nb8C12 · .. ICH3] complex is found to be 0.59, the WBI Nb−I for the same in the
cationic complex is observed to be slightly higher (0.70). As expected, the calculated Wiberg
bon indices of the newly formed Nb–I bonds indicate that they are indeed partial in nature in
both neutral and cationic pre–reaction complexes (P.R.C) signifying the bond formation process
is not yet complete. At this point it is also important to mention that although the binding
energies of R–I molecule differs due to the nature of the newly formed Nbo–I bond on Nb8C12

and Nb8C12
+ metcar, the binding energy values seems nearly invariant on the type of the ‘R’

group attached with the iodine. Thus, for both the neutral and cationic Nb metcar, the binding
energies for all three R–I molecule are observed to be very close in value as evident from the
rightmost column of Table 6.1 and 6.2.

From the reaction coordinates as depicted in Figure 6.1 and 6.2, it is observed that the over-
all reaction pathway towards the most thermodynamically stable product is not as simple as
expected from the first glance. Although the dissociation of C-I bond is found to be a one step
process goes via a single transition state (TS–1), DFT investigation indicates that the result-
ing C–I dissociated complex([A]) is not the most thermodynamically stable one. There exists
another post reaction complex [B] along the reaction coordinate which is the most stable one
and connected with complex [A] via a second transition state (TS–2). Thus the overall reac-
tion pathway for each individual R–I molecule must be characterized by two separate activation
barrier ∆Ea1 and ∆Ea2 respectively, as included in the Table 6.1 and 6.2. The existence of two
separate post–reaction complexes along the reaction coordinate may seems baffling at first look
but the explanation of this observation is rather simple and can be provided by recollecting the
structure of the cluster itself. As mentioned earlier, due to the tetrahedral structure of metcars,
the metal atoms present on the surface can be classified into two separate categories (inner (Nbi)
and outer (Nbo) for our present case) based on the coordination of the metal atoms. Attach-
ing the dissociated ‘–R’ functional group with each types of Nb atoms yields two separate post
reaction complexes with different thermodynamic stabilities. Hence, for each iodides, the first
transition state (TS–1) leads to the cleavage of C–I bond from the pre–reaction complex result-
ing simultaneous attachment of the dissociated R group to nearest Nbi atom (Structure [A] in
Fig 6.1 and 6.2). The second reaction step starts from the resulting complex [A] and directs
towards the most thermodynamically stable post reaction complex. This proceeds via a second
transition state (TS–2) which involves a direct intra–cluster transfer of the R group from the Nbi

atom to a Nbo atom via a three membered transition state. The final structure (Structure [B] in
Fig 6.1 and 6.2) where the ‘R’ functional group is attached to the Nbo atom is observed to be
most thermodynamically stable post–reaction complex within the whole reaction coordinate as
indicated by the DFT investigation. Thus Structure [A] serves as an intermediate between the
first (TS–1) and the second transition state (TS–2), which connects with the stable post reaction
complex [B]. The enthalpy difference(∆ H) between [A] and [B] is observed to be 24.6 and
18.3 kcal/mol for the reaction of MeI on neutral and cationic Nb8C12 respectively. Structure
[C] shown in both Figure 6.1 and 6.2 is the dissociated post reaction complex as included in the
corresponding experimental paper.57 The dissociated complex([C]) is observed to be energeti-
cally closure with [A] than [B] for each iodides. Also from Figure 6.1 and 6.2, it is observed
that the gaps (both ∆ H and ∆ G) with either [A] or [B] complex with [C] is found to be higher
in the Nb8C12

+ than the neutral Nb8C12. The increment are usually found to be ∼ 10 kcal/mol
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FIGURE 6.3: Deformation density plot of the initial approach of H3C – I to-
wards (a) neutral Nb8C12 and (b) cationic Nb8C12 cluster. The lower panels of
(a) and (b) shows the deformation density plots of pre–reaction complex, struc-

ture [A] and structure [B] respectively.

FIGURE 6.4: Sample IRC plots of the two reaction steps of the reaction be-
tween Nb8C12 and H3C – I. Figure (b) and (d) show the changes in the length of

selected bonds along the IRC.
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for the ∆ H and ∆ G separation between [A] and [C] and ∼ 4–7 kcal/mol between [B] and [C]
respectively. This whole reaction coordinate is further confirmed by IRC calculations. Figure
6.3 collects two sample IRC plots for both step of the reaction between CH3I and Nb8C12 cluster
in M06–2X functional. The resulting changes in the bond lengths of specific pre–selected bonds
within the IRC are also included in the right hand side of the figure(Fig 6.4b and 6.4d). As can
be seen from Figure 6.4a and 6.4c, both the transition states properly connects with the predicted
chemical species on both positive and negative side of their respective intrinsic reaction coordi-
nate. Thus the first transition state (TS–1) connects to the pre–reaction complex on the negative
direction of IRC and smoothly converges to complex [A] on the positive direction of IRC (Fig
6.4a). The next reaction step is confirmed by a second IRC calculation included in Figure 6.4c.
As depicted, similar to the TS–1, the second transition state (TS–2) also connects with complex
[A] on the left hand side and converges to the thermodynamically stable complex [B] on the
positive direction of the IRC. Similar conclusion can be drawn from the other calculated IRCs
on both neutral and cationic Nb–metcar, thus validating the reliability of our result.

As mentioned earlier, the thermodynamic parameters regarding TS–1 and TS–2 and also
the exothermicity values in M06–2X, B3LYP and BHandHLYP functional are enlisted in Table
6.1 and 6.2. The overall range of both the activation barriers in all three DFT functional is
found to be varied from low to medium range (∼ 2-26 kcal/mol), ensuring decent catalytic
activity of the metcar on the C–I bond. A close look of the first activation barriers (∆Ea1)
reveals that for all three iodides and in all three functionals, the cationic Nb8C12 shows lower
activation barrier than the neutral one, which signifies the higher catalytic activity of Nb8C12

+

compared to the Nb8C12 towards the oxidative addition of C–I bond. The ∆Ea1 values calculated
for Nb8C12

+ are observed to be often comparable with the activation barrier obtained for the
case of small sized aluminum clusters67. The lowest first activation barrier is calculated to be
∆G‡ = 4.6 kcal/mol which is obtained in BhandHLYP functional for the oxidative addition of
C6H5I on Nb8C12

+. As a matter of fact, the ∆Ea1 obtained for C6H5I in all three functional
is observed to be the lowest among all the iodides. Whereas, the activation barriers calculated
for CH3I and H2C –– CHI are usually either in close proximity with each other or one is higher
than the other without any predictable pattern. The result is interesting, since the C–I bond
in C6H5I has the maximum dissociation energy among the three iodides. The observed low
activation barrier of Nb8C12

+ compared to the neutral metcar can be justified by the calculated
HOMO/SOMO–LUMO gaps of the respective metcar. The SOMO–LUMO gap of Nb8C12

+ is
found to be 2.47 eV (1.03 eV in B3LYP) which is lower by 0.3 eV compared to the HOMO–
LUMO gap obtained for the neutral metcar (2.77 eV in M06–2X and 1.25 in B3LYP functional).
The lower energy gap signifies slightly high reactivity of the cationic metcar over the neutral
one and thus explains the trend obtained in the calculated activation barrier. The variation of
the activation barriers can be viewed in a more prominent way by looking the respective rate
constants for Nb8C12 and Nb8C12

+ presented in Table 6.3 and 6.4. As already mentioned in the
computational details, the rate constants included in the present chapter are calculated using two
different methods, the classic transition state theory (TST) and the Wigner tunneling corrected
version of classic transition state theory (TSTW) respectively. The calculated rate constants are
also associated with pre exponential factor (A) and the constant(n) in accordance with the three
parameter Arrhenius equation. As can be seen from Table 6.3 and 6.4, the value of temperature
dependent constant (n) of the three parametric Arrhenius equation is found to be usually higher
(> 1) for the first reaction barrier, whereas for the second reaction barrier the values of ‘n’ lies
below 1 as well as small negative value close to zero. The higher value of ‘n’ for the first reaction
barrier signifies that the first reaction barrier of C–I dissociation on both Nb8C12 and Nb8C12

+ is
more sensitive on the temperature than the second barrier. The exothermicity values(which is the
enthalpy difference between the complex [B] and the pre–reaction complex) listed in Table 6.1
and 6.2 is observed to be really high, ranging within ∼ -70 to -81 kcal/mol for neutral Nb8C12



Chapter 6. Investigation of Carbon–Iodine Bond Activation on Niobium Metcar (Nb8C12) 121

TABLE 6.1: Thermodynamic data of C–I bond activation on neutral Nb8C12

metcar

R-I Activation Barrier Exothermicity Binding Energy

M06-2X B3LYP BHandHLYP M062X B3LYP BHandHLYP M06-2X
∆Ea1 ∆Ea2 ∆Ea1 ∆Ea2 ∆Ea1 ∆Ea2

∆ H‡ ∆ G‡ ∆ H‡ ∆ G‡ ∆ H‡ ∆ G‡ ∆ H‡ ∆ G‡ ∆ H‡ ∆ G‡ ∆ H‡ ∆ G‡ ∆ H ∆ G ∆ H ∆ G ∆ H ∆ G

CH3I 23.50 23.67 13.39 15.28 13.97 13.11 19.34 20.64 22.63 22.42 19.02 20.22 -71.14 -71.47 -71.64 -72.16 -78.63 -79.44 -18.57
H2C –– CHI 24.14 23.75 7.59 9.38 9.81 9.18 11.51 13.72 24.10 25.46 7.95 10.02 -72.94 -74.77 -72.93 -74.48 -81.22 -81.01 -18.04

PhI 11.03 10.14 11.16 12.69 8.16 12.55 17.00 19.06 13.73 17.75 6.52 9.31 -71.37 -74.11 -73.85 -71.25 -80.88 -81.39 -18.58

TABLE 6.2: Thermodynamic data of C–I bond activation on Nb8C12
+ metcar

R-I Activation Barrier Exothermicity Binding Energy

M06-2X B3LYP BHandHLYP M062X B3LYP BHandHLYP M06-2X
∆Ea1 ∆Ea2 ∆Ea1 ∆Ea2 ∆Ea1 ∆Ea2

∆ H‡ ∆ G‡ ∆ H‡ ∆ G‡ ∆ H‡ ∆ G‡ ∆ H‡ ∆ G‡ ∆ H‡ ∆ G‡ ∆ H‡ ∆ G‡ ∆ H ∆ G ∆ H ∆ G ∆ H ∆ G

CH3I 12.39 11.53 19.13 19.97 6.37 4.66 22.28 23.91 6.57 4.96 24.49 24.63 -60.49 -59.84 -59.70 -60.27 -68.11 -68.12 -24.83
H2C –– CHI 16.67 14.68 15.63 17.10 8.97 8.45 14.91 15.35 8.81 7.86 19.61 21.11 -66.12 -65.05 -63.00 -62.22 -74.77 -73.00 -24.30

PhI 8.39 8.25 15.09 16.60 6.29 8.82 19.00 20.90 1.92 4.65 21.87 23.51 -62.20 -63.58 -62.37 -63.59 -72.10 -71.89 -25.96

TABLE 6.3: Kinetic Data of first reaction barrier (∆Ea1) of C-I bond activation
on neutral and cationic Nb8C12 metcar in M06–2X functional

R-I CH3I H2C –– CHI PhI

TST TSTW TST TSTW TST TSTW
k A n k A n k A n k A n k A n k A n

Neutral 2.76x10−05 3.92x1007 1.89 3.23x10−05 8.49x1006 2.10 2.43x10−05 2.88x1007 2.08 3.11x10−05 4.62x1006 2.33 2.30x1005 1.93x1010 1.23 2.59x1005 5.22x1009 1.41
Cation 2.18x1004 4.63x1009 1.44 2.52x1004 1.08x1009 1.64 1.07x1002 6.30x1007 2.36 1.19x1002 1.86x1007 2.53 5.59x1006 1.57x1010 1.08 8.05x1006 2.66x1009 1.31

TABLE 6.4: Kinetic Data of second reaction barrier (∆Ea2) of C-I bond activa-
tion on neutral and cationic Nb8C12 metcar in M06–2X functional

R-I CH3I H2C –– CHI PhI

TST TSTW TST TSTW TST TSTW
k A n k A n k A n k A n k A n k A n

Neutral 3.83x1001 8.98x1011 -0.04 4.03x1001 4.60x1011 0.05 8.21x1005 3.96x1011 0.11 8.29x1005 3.44x1011 0.13 3.06x1003 2.93x1011 0.22 3.08x1003 2.72x1011 0.23
Cation 1.40x10−02 1.07x1011 0.54 1.5x10−02 4.34x1010 0.67 1.79x1000 1.67x1011 0.32 1.90x1000 7.63x1010 0.43 4.16x1000 1.13x1011 0.37 4.19x1000 1.01x1011 0.38
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and within ∼ -60 – -75 kcal/mol for Nb8C12 cation as calculated for all three iodides and in
three different functional.

In order to gain further insight of the overall reaction mechanism, we have included few
additional calculations within the chapter. One of such included in Figure 6.5(a and b) represents
the change of Wiberg bond index (WBI) of C–I bond in the NAO basis along the IRC of the first
transition state(TS–1) of both neutral and cationic Nb8C12. The WBI of both the dissociated
C–I bond as well as newly forming Nbo–I bond are included in the figure. The crossover point,
i.e. where the bond indices of both the breaking and newly forming bonds are become equal to
each other are also clearly shown in Figure 6.5a and 6.5b. Figure 6.5a shows that for neutral
Nb8C12 the WBI promptly converges from ∼ 1 in the pre–reaction complex to nearly zero at
the end of the corresponding IRC. At the same time the Nbo–I bond index start to increase
from 0.6 in the P.R.C and finally proceed towards a WBI value of 1.23 in the complex [A]. In a
similar fashion, in accordance to Figure 6.5b, on the cationic Nb8C12 the WBI of the C–I bond
decreases from ∼ 1 and converges towards zero. Whereas, for the case of the newly formed
Nbo–I bond, the WBI starts to increase from a value of 0.7 in the P.R.C and finally converges
towards the value of 1.46 as calculated in [A]. The observed higher bond order of Nbo–I as
obtained in the complex [A] of cationic Nb8C12 can again be attributed to the ionic character
of the respective bond as described earlier. In Figure 6.6, we have included the change of the
Fukui function (f+) (Fig 6.6a and 6.6b) and the HOMO–LUMO or SOMO–LUMO gap (Fig
6.6c and 6.6d) along the reaction pathway for the reaction of CH3I with Nb8C12 and Nb8C12

+.
The major differences of the C–I dissociation process on both neutral and cationic Nb–metcar
are evident from all the four plots (6a–6d). The dissimilarities are especially prominent at the
position of TS–1 in comparison to other portions of the plots. Focusing first on the change of
f+ along the reaction pathway, it can be seen that at the position of TS–1, the trend of f+ values
of Nbo and the attached I atom follows an opposite pattern in the neutral Nb–metcar compared
to the cation. Thus, in neutral Nb8C12 metcar, the f+ value of I atom shows a large increment
and the respective f+ value of Nbo atom is significantly lowered compared to the value obtained
in the P.R.C. However, in Nb8C12

+ an opposite trend is noticed. In which, the f+ value of the
attached iodine in TS–1 is found to be lower than that in P.R.C and the f+ value of Nbo atom
seems to have higher value in TS–1 than in the P.R.C. The explanation of this unusual trends can
be provided by reciting the charge transfer trend in between Nbo and iodine atom as observed
in the P.R.C. As explained earlier, in the neutral Nb–metcar, as iodine is electron rich, a major
portion of the electron desity needed to form the Nbo–I bond is contributed by the iodine atom.
Since the Nbo–I bond is still partial in the pre–reaction complexes, it is therefore expected that
the flow of electron density will continue until the WBI of Nbo–I bond reaches a value of ∼ 1
and therefore provide a stronger coordination. Thus, in the neutral metcar, the f+ value of iodine
shows a gradual increase due to the loss of electron density. On the other hand, the f+ value of
Nbo atom shows a slight decrement as the incoming electron density from iodine is much greater
than the contribution provided by the Nbo atom for the bond formation. An opposite situation is
happening for cationic system, where Nbo atom provides major contribution towards the bond
formation and iodine atom plays minor part. WBI calculation indeed confirms this explanation
and the Nbo–I bond formation process is observed to be near complete in the first transition
state itself. For neutral system the WBI of Nbo–I bond is found to be 0.98 and for the cationic
system which is observed to be about 1.21, i.e, higher than the neutral one. The C–I bond
is also found to be mostly cleaved at TS–1 as expected, having a WBI of 0.38 and 0.34 in
neutral and cationic system respectively. After TS–1, f+ values of both the atoms follow a
near parallel path upto complex [B] in both neutral and cationic Nb–metcar. The value of the
nucleophilic Fukui index for Nbi atom in both neutral and cationic Nb–metcar is observed to
be nearly constant till TS–1, then after a sudden drop at the intermediate [A], it again steadily
increases to complex B. The f+ value of the ‘C’ atom is observed to be the least perturbed
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throughout the reaction coordinate and only a single minor increment is noticed at TS–1 on
neutral Nb8C12. The unperturbed nature of f+ of carbon atom throughout the reaction coordinate
may be due to the simultaneous bond breaking and formation process as observed in both the
transition states. In both Fig 6.6a and 6.6b, the Nbo atom in which the CH3 group finally gets
migrated to form complex [B](denoted as Nbo

C in Fig 6.6a–6.6b), shows a continuous decrease
in the respective Fukui function value from TS–1 till complex [B]. Similar to the Fukui index
the trend in the HOMO/SOMO–LUMO gaps (Fig 6.6c and 6.6d) along the reaction coordinate
are also found to be unique for the neutral and the cationic cluster. The overall range of the
HOMO–LUMO gap calculated in both M06–2X and BHandHLYP functional is found to be
within 2–3 eV. The prime differences in between Fig 6.6c and 6.6d is again found to be located
at the position of first transition state. In Fig 6.6a, the HOMO–LUMO gap shows a sudden drop
at TS–1, signifying low HOMO–LUMO gap of the first transition state compared to the P.R.C.
In contrary, the SOMO–LUMO gap for the case of cationic metcar shows a steady increase till
reaching maximum at complex [A] followed by a steady decrease and finally reaching a value
of 2.66 (2.7 in BHandHLYP) at complex [B]. Except the BHandHLYP calculated results in Fig
6.6c, the intermediate complex [A] is usually indicated to have high HOMO/SOMO–LUMO
gap, ensuring it’s high thermodynamic stability as an intermediate. In order to have further
clarification we have performed AIM analysis on the optimized structures of key complexes as
obtained along the reaction pathway of the dissociation of CH3I on both neutral and cationic
Nb-Metcar. The molecular graphs of such kind is assembled into two groups(a and b) of Figure
6.7. The position of four different types of critical points along with the bond paths are clearly
visible. The values of four important parameters e.g, electron density(ρ), laplacian of electron
density (∇2ρ),local energy density (H(r)) and the electron localization function (ELF) at two of
the most important bond critical points are also included in Figure 6.7.

6.4 Conclusions

The present chapter presents a concise theoretical accounts of the reaction mechanism along
with the kinetic and thermodynamic detail of carbon–iodine dissociation reaction on Niobium
metcar and it’s cation. The C-I dissociation reaction is the only abstraction reaction observed on
metcars and process is of enormous significance to synthetic chemists. In depth DFT investiga-
tion have shown that although the dissociation process is single step, the ‘R’ group migration is
completed within an overall of two reaction steps consisting of two transition states separated
by an intermediate complex. The investigation also signifies that there exists few fundamental
differences of the C–I dissociation process on neutral and cationic metcar which are responsi-
ble for significantly altering the calculated reaction parameters. Considering the overall range
of calculated activation barriers, Nb8C12

+ is found to be more reactive towards C–I dissocia-
tion. The first activation barrier is observed to be of low to medium range signifying decent
catalytic activity of Nb-metcar towards mono–halogen abstraction compared to the commonly
used catalysts. Aside from the mechanistic details, few other useful reaction parameters like
the rate constants, pre–exponential factor and the temperature dependent constant in accordance
to three parametric Arrhenius equation are also included. Further insight is gathered from the
Fukui indices,HOMO/SOMO–LUMO gap and via the AIM analysis. The detail mechanism of
C–I dissociation on metcar is still mostly unexplored and hence the current study may be able
to provide a decent contribution to enlighten some of the riddles encompassing metcars till this
days.
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Chapter 7

Summary and Outlook

The present thesis includes a selected accounts of stability and catalytic activity of different
class of atomic clusters. The major scope of the thesis is to understand the influence of differ-
ent stabilization factors on the various properties and reactivities of atomic clusters. The first
chapter provides an introduction to the basic concept of cluster chemistry. Aside from the de-
fination, classification, historical accounts and methods of synthesis, an in depth discussion on
electronic and geometric stabilities are included as well. Few widely used theoretical models
are also explained in short. Chapter 2 contains the fundamentals of Density functional Theory
(DFT) which is the theoretical method used throughout all the works included within the thesis.
This chapter is mostly focuced on the earlier fundamental developments and encompassing the
ideas like the Thomas–Fermi model to the Kohn–Sham equation. A short account of conceptual
DFT is also added. Chapter 3 is the first working chapter. In chapter 3, the influence of the
electronic shell effect upon the catalytic activity of small sized aluminum clusters towards C–I
activation is investigated. It is observed that the jellium shell configuration of the cluster is the
major contributing factor behind the reactivity of aluminum cluster towards C–I dissociation.
Thus although in bulk state aluminum is totally inert, the electronic shell effect in nanoscale
can make them extremely reactive and provide comparable reaction barriers with the conven-
tional catalysts available. Chapter 4 shows how the electronic shell structure can alter various
properties of metal clusters. Thus, whereas the transition metal doped metal cluster with low
spin shows prominent presence of odd–even effect in every calculate properties and therefore,
behaves like a cluster. However, their high spin counterparts shows more resemblance to the
bulk solids rather than the cluster and which get reflected in the smooth trends observed in the
evaluated properties. Chapter 5 consists of a proposal, that small sized metastable clusters can
effectively be stabilized via attaching radicals in place of commonly used ligands. The thermo-
dynamic stabilities with few model radicals is reported along with the comparison with standard
stable complexes. The superatomic complex theory is also verified via the construction of the
Kohn–Sham correlation diagram. Chapter 6 is focused on the details reaction mechanism along
with thermodynamic and kinetic details of C–I activation on Niobium Metcar (Nb8C12) and its
cation. The family of metcar is considered as stable and the individual members mostly behave
like molecules rather than the clusters. Despite the experimental results, the reaction mechanism
of C–I activation on metcar is still unknown and Chapter 6 may be able to shed some light in
that context. The beautifully odd structure of metcar has also provides some interesting tweaks
in the reaction mechanism which would otherwise be much simplistic in nature.

Despite the efforts to rationalize the properties of selected class of atomic clusters in terms
of their stabilities and reactivities presented in this thesis, few questions still remain unanswered.
It is needless to say that, such occasions are potent enough to provide ample opportunities for
new investigations in both the theoretical and experimental domain. As for example, the investi-
gation included in Chapter 3 shows that selected aluminum nanoclusters with specific electronic
configurations can be act as an alternative catalyst for C–I bond dissociation. However, small
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sized aluminum clusters are infamous due to their metastable nature as well as for high reac-
tivity and hence stabilizing them is absolutely essential before even approaching for large scale
practical applications. The real problem in this specific case is not only the stabilization, but
how to stabilize them without altering the catalytic activity. Theoretical investigation with ex-
perimental collaboration is certainly essential for this type of problems and such studies will
definitely aid the research field and may even whole material chemistry if positive outcomes
are achieved. New problems based on the influence of other factors on activation barrier can
also be designed and may be extended further with experimental collaborations. Similarly, in
the context of Chapter 4, we can argue, can the resemblance with the bulk be generalized? Is
there any prescribed rules which can be derived to explain in which cases such resemblance can
be expected and where such similarities will be absent? In the context of radical based stabi-
lization, experimental confirmation is certainly necessary along with the synthesis of suitable
radicals apart from the model systems presented within Chapter 5. New experimental set-ups
and methodologies may also have to developed, since, it is expected radical attachment pro-
cess will not be as similar as ligand attachment due to the subtle differences hidden within their
chemical nature. Aside from the conventional stabilization procedure, one may also think of any
possible out of the box solutions for cluster stabilization. In this aspect, computational study
will certainly be come in handy, since it is usually cheaper than experiments where a trial and
error scenario in concerned. The study on Niobium metcar presented in Chapter 6 is mostly
partial, since there exists a series of different metcars as well as a plethora of interesting prob-
lem for which no theoretical results are published in spite of the availability of experimental
results. The reason behind this void is due to the unavailability of sufficient computational re-
sources or efficient algorithm in the early 90’s which could handle the calculations for such big
systems. Therefore, a fresh revisit to the old problems with new computational tools may be
proven worthwhile for the sake of cluster as well as material chemistry.
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