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and charge in Chemistry and Biology. 
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Chapter 1 

A Brief Introduction to the significance of electric field and charge in Chemistry and 

Biology. 

Abstract 

Electric field is a phenomenon that encompasses every area of science on account of its sheer importance 

in every area of scientific research. External field is closely intertwined to charged species and is a useful 

tool to understand electrostatic interaction in such systems. Understanding the interaction between an 

electric field and chemical/biological systems of interest is an emerging area of research. In this chapter, 

we will provide a brief introduction to the concept of electric field, its relation to charge and its widespread 

applicability in our daily life. Also, we shall shed light on the instances of recent theoretical and 

experimental studies directed towards unraveling the role of external and internal electric field in relevant 

systems. 
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1.1 Electric field  

Electric field is a fundamental quantity which is relevant in every avenues of science. It is broadly defined 

as the physical field encompassing a charged particle and applies a force on every other charge in its 

vicinity.1Quantitatively, it is the force exerted on a unipositive charge.2 

E = F/q                   (1.1) 

E = Electric Field Strength, F= force and q= magnitude of the charge. 

Electric field is a vector quantity (oriented along a direction in space) and its strength is expressed in 

Newton per coulomb or Volts per meter. 

 

Figure 1.1 Illustration of electric field emanating from a positive and negative electric charge. The arrow 

denotes the direction of the electric field. 

Besides charged bodies,3 electric field is also produced by pulsed magnet field.4Study of electric fields 

arising out of stationary points is called electrostatics. Gauss’s theorem and Faraday’s law of induction 

forms the basis behind the concept of electric field. In this thesis, we will observe various dimension of 

electric field in diverse systems.  

1.2 Electric Charge and its relation to electric field  

Electric charge is the physical property of a system that causes it to experience a force when it is placed in 

an electromagnetic field. The SI unit of charge is coulomb. As we already know, electric field is caused by 

electric charges. The relation between the two physical quantities is shown in equation (1.1). This can be 

also expanded by introducing Coulomb’s law equation in (1.2). This quantitatively connects the electric 
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field strength on a test charge (q0) to the distance between the source charge, which creates the electric 

field, and a test charge.  

E = 1/4πε (q/r2)             (1.2) 

where, q is the charge which generates the electric field on a test charge , r is the spatial distance between 

the source charge and the test charge.  

Hence, electric field strength and charge are inalienable from each other. Any change in magnitude of 

charge produces a corresponding change in the electric field strength. Since electric field is a vector 

quantity, any change in the orientation of the charge can affect the magnitude and direction of the electric 

field. In this thesis, we will notice several instances of modulation of electric field via tuning of absolute 

charges of atoms in molecular systems by various means.  

1.3 Utility of Electric Field 

Being a fundamental topic of science by not being confined to a single area, electric fields are widely used 

due to their potential to generate physical and chemical phenomenon and their ability to facilitate changes 

in both natural and inanimate systems. The field strength can easily be modulated by constant pulsating 

voltage and alternate voltage of any frequency. Electric field has significant utility in chromatographic, 

industrial and chemical processes.5Furthermore, if this is applied in conjecture with a magnetic field, the 

scope of its application gets wider.  

Similarly, electric field has varied applications in biology and medicine. Its role in wound healing, 

embryonic formation and tissue generation has been well established.6It can be exploited for drug delivery7 

and also genetic engineering by driving DNA into the nuclease.8Electric fields can also affect cellular 

function.9Pulsed electric field are used for treatment in bio-based industry.10It has also been proved that 

humans and animals recognize static electric field to a considerable extent.11 It is already known that some 

classes of ion channels, known as voltage gated ion channels, functions by varying the membrane electric 

potential.12The role of external electric field in tuning the transmembrane potential has been illustrated 

clearly.13 

Electric field can also have a wide range of utilization in materials science. Dipolar gases, condensed to 

very low temperature, can exhibit electric field strength as high as 108 V/m.14Also, electric field has been 

known for synthesis and consolidation of materials and this technique being known as the plasma sintering 

method.15Electric field are commonly used to separate charged particle, a practice known as electrophoresis 
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(Figure 1.1).16This method is utilized for separation of molecules and also for analyzing DNA, RNA and 

proteins. Also, a similar non-uniform electric field can separate non-charged entities, a phenomenon known 

as dielectrophoresis.17This procedure could be exploited for manipulating nanoparticle and nanowire.18  

 

Figure 1.2 Illustration of the concept behind a) electrophoresis16 and b) electrolysis.19 

One of the commonly used case of applied electric field is the method known as electrolysis (Figure 

1.2).19It is technique utilized to drive non-favorable transformations by applying a net current. A common 

practice is to use low strength electric field as preservatives in the food- processing industry to destroy 

bacterial cells.20Hence an applied electric field could be exploited for directing useful outcomes in our 

everyday life. In this thesis, we will illustrate the benefits that a system gains by using an applied or 

modulating an already existing electric field. 

1.4 Oriented External Electric Field (OEEF)  

In the earlier section, we discussed the relevance of electric fields in diverse areas of application. For some 

times, the potential of applying an oriented external electric field (OEEF) on molecular systems.21This field 

was theoretically conceptualized by Shaik and co-workers.22This involves applying an electric field along 

a particular bond axis in a molecular systems. OEEF can induce dipole moment inside a no-polar molecule 

in alignment with the direction of an external electric field.23The driving force for this polarization is the 

stabilization interaction between the molecule and an external electric field. OEEF can cause significant 

changes in both the electronic and geometric property of a molecule. One of the natural fallout is the 

removal of restriction of the otherwise forbidden mixing between two orbitals and energy states, this 

phenomenon commonly known as Stark effect.24  
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Figure 1.3 Illustration of the VBT based theoretical explaination of OEEF in H2 molecule as proposed by 

Shaik and co-workers. The bond-wave function (ΨH−H) devoid of an electric field (left side) results out of 

equal overlap of the covalent structure (Φcov) with the degenerate ionic structures (Φion(1), Φion(2)), producing 

a nonpolarized covalent bond. FZ < 0 and FZ > 0 (right side) exert selective stabilization of the ionic structure 

that opposes the field’s polarity.  The polarized resultant molecular orbital arises out of covalent-ionic 

orbital mixing. 

As mentioned earlier, an electric field induces a polarity and stabilization in a molecule. Shaik and co-

workers provided a valence bond theory (VBT) based explaination.21For a H2 molecule, there is a 

symmetrical structure without any external electric field due to equal overlap contribution of the two 

degenerate ionic orbitals (Figure 1.3). However in presence of an OEEF, the molecule gets polarized along 

the applied field due to significant mixing of the ionic orbital with either of the two ionic orbitals which 

loses its degeneracy on account of the external field (Figure 1.3). Hence a certain amount of ionicity is 

induced in the molecule. It is also that even a moderate external electric field can promote bond cleavage 

by inducing iconicity into bonds.25This fact could explain the spurt in reaction rates in presence of an 

external electric field. Also it is observed that the effect of a field is more profound on a single bond than a 

double bond.23 
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Altogether, OEEFs have been known to be boosting catalysis, inhibition, bond dissociation and 

regio/stereo-selectivity in important systems of interest.26,27The increase in rates can be attributed to the 

stabilization of the transition states (TS) when an electric field was applied along the reaction axis. This is 

due to the enhanced charge transfer and iconicity in the reaction axis of the TS conformation. This field of 

OEEF assisted chemistry burst into relevance when an theoretically applied OEEF was found to mediate 

and control the region-selectivity of a Diel’s Alder (DA) reaction involving cyclopentadiene and maleic 

anhydride.28An increment in the reaction rate was observed when an electric field was applied along the 

reaction axis while an exo/endo selectivity was observed when an applied along an perpendicular direction 

to the reaction axis. This path breaking incidence regarding OEEF mediated chemistry increased the interest 

among researchers to initiate potentially useful transformations exploiting OEEF. A similar OEEF can 

register region-selectivity in bond activation reaction of cytochrome P-450 like systems.22Subsequently, it 

has been found that a theoretically generated OEEF can also foment enantio-selectivity in a DA 

reaction.29In this case, the enantiomeric excess increases steadily with increase in the electric field strength 

in a specific spatial direction. Also, an external electric field can stabilize a certain reaction pathway over 

another in a fragmentation reaction.30  

 

Figure 1.4 a) Energy barriers (in kcal/mol) for the DA reaction between cyclopentadiene and maleic 

anhydride vs the electric field strength in the Y-direction.28 b) ΔE (R, S) i.e., the energy difference between 

the respective barriers associated with the formation of the R and S product in kcal/mol, induced by an FX 

field (±0.75 V/Å) for an array of dienophiles reacting with cyclopentadiene, plotted against the field-free 

X-dipole moment components (μX, in debye units, D) of the dienophiles.29  

These examples are just some of the few to illustrate the importance of OEEF and showcases it’s potential 

to change the field of synthetic chemistry as we know. This could be of useful insight for experimental 
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chemists to design electric field based synthetic procedures and also adjudge the amount of field strength 

needed to direct the necessary changes.  

Also theoretically generated OEEF can force changes in geometry of molecules.22,31External electric field 

can foment spin flipping in metal complexes which is accompanied by a change in geometry.32.Low 

strength electric field can affect the structural frameworks of molecular networks,33protein folding34 and 

water cluster.35 

1.5 Practical Application of OEEF. 

In the earlier section, we have primarily discussed the theoretical concept and applicability of OEEF. But, 

the real challenge lies with converting the concepts of OEEF, deduced by high level theoretical calculation, 

into actual practical use. These effective methods would revolutionize synthetic chemistry because of the 

huge potential possessed by OEEF in chemistry as described in the earlier section. However this is a highly 

difficult task considering that the microscopic control over molecular alignment is a prerequisite to fully 

harnessing the OEEF. 

 

Figure 1.5 External electric field mediated a) Diel’s Alder bond forming reaction36 and b) bond cleavage 

of alxoxyamine employing STM experimental setup.37 
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Despite this difficulties, scientist have designed some techniques to exploit the OEEF in chemical systems. 

In a landmark work that marked the initiation of the endeavor, Coote and co-workers employed a scanning 

tunneling microscope (STM) experimental set up to perform a bond forming Diel’s Alder (DA) reaction 

under a OEEF whereby the reactants were tethered on a gold surface (Figure 1.5).36A linear relationship 

between the field strength and the rate of reaction was obtained. Subsequently, a bond cleavage reaction of 

alkoxyamine was also performed under the influence of an external electric field using a STM setup which 

prescribes a certain amount of versatility to this method (Figure 1.5).37Though STM produces a relatively 

high electric field, it has a scalability issue. Nevertheless, a large no of reactions could be attempted in this 

promising technique as the relation between the reaction rate and the electric field has been fairly well 

established in this single molecule based method. Also, STM tapping and blinking method can produce 

results within a very short duration at room temperature employing various solvent. 

 

Figure 1.6 IEF mediated Rh-porphyin catalyzed carbine rearrangement reaction whereby the region-

selectivity was modulate by varying the voltage.40 

However the scalability issue makes it imperative to design alternate methods that successfully taps an 

external electric field. One such method would be the use of electrochemical cells used for usual faradaic 

reactions which is known as interfacial electric field (IEF).38Whenever a charged electrode is immersed in 

an electrolyte, a charge double or Debye layer is formed. This bilayer creates an electric field whose strength 

gradually decreases with distance from the electrode. This arrangement could sometimes be used to 

generate a directional electric using surface tethering of reactants. This method was used for modifying the 
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selectivity of a π-anionic catalyst.39Also, region-selectivity could be introduced in an Rh-porphyin 

catalyzed carbine rearrangement reaction under the influence of an IEF.40 Apart from using STM and IEF, 

more molecular devices could be utilized for applying a directional electric field on molecules. One such 

technique is using designed-local electric field (D-LEF), which will be discussed in the next section. 

1.6 Local Electric Field (LEF): Impact in Biology. 

Apart from studying the effects of external electric field, the cases of local electric field (LEF) adds another 

dimension in this field. These refers to a relatively visible electric field which is already ingrained into a 

molecular system. This field is introduced into the system on accounts of its polar functional groups which 

induces a strong electrostatic force. Warshel and co-workers was the first to theoretically propose that the 

LEF generated by the protein side groups is the reason behind the catalytic activity of biomolecules.41,42This 

idea has been further corroborated by other groups.43,44,45This has also been experimentally corroborated 

by Boxer and co-workers on the basis of vibrational Stark effect measurement whereby an extremely high 

electric field was successfully quantified in a ketosteroid isomerase enzyme.46Further experimental 

evidence was provided by Spackmann and co-workers.47This quantification of the LEF in natural systems 

is not only important in understanding its key properties but also to designing new systems for mimicking 

the activity of the biomolecules. Recently, it has been illustrated that an artificial enzymes which reprise 

the catalytic active of biological enzymes can be created by focusing on modifications that aims to enhance 

the electric field inside the enzyme framework.48 

These phenomenon provides important insights into designing systems where a strong directional field 

could be reproduced. One such example is designed-local electric field (D-LEF). It is the process of 

applying a field along a bond axis by suitable alignment of a functional group attached to the reactants for 

a specific transformation.49One method designed was the pH switchable D-LEF whereby the LEF was 

switched between on-off based on the protonation/deprotonation of a acidic or basic group in the molecular 

framework. This stimuli based technique was utilized for tuning bond-dissociation energy 

(BDE),50,51reactivity52,53 and mechanism.54It has also been established that D-LEF can influence the 

outcome of chemical reactions by providing altering electrostatic environment whenever different reactants 

are applied for a reaction.55-57It has also been hypothesized that D-LEF plays a role in frustrated Lewis acid-

base pair (FLP) assisted dihydrogen activation reaction58 and also in zeolite framework based 

catalysis.59Hence understanding the intricacies of LEF can be exploited to design new systems with a 

targeted application. Also, D-LEF can be used as a promising technique to apply an OEEF in addition to 

the STM and IEF method. Various roles of LEFs has been discussed in Chapter 3, 4, 5, 6 of this thesis. 
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Since electric field is dependent on the distribution of charges, it is imperative that charges play the primary 

role of modulation of LEFs as will be seen specifically in Chapter 4 and 5 of this thesis.  

1.7 Field Effect in Chemistry 

As in biological systems, intrinsic electric fields are widespread in chemical systems as well. This is 

generally referred to the polarization of a molecule by an electric field imposed on it spatially via through 

a polar group at a distal position (Figure 1.7) .60This effect has quite a fair amount of consequences. The 

electric field can either increase or decrease the activation barrier of a reaction depending on the nature of 

the dipole.61Similar as in the case of induction effect, field effects influences the acidity/basicity of a 

molecule.62This is evident in the variation of the pKa values with electronic properties of different 

substituents in a series of molecules.63,64,65Subsequently, this field can enhance the hydrogen donor ability 

for anion sensing method.66 

 

Figure 1.7 Top: Illustration of a field effect on the carbonyl group induced by a polar group. Below: the 

two oxoferryl porphyrin complex that differs by charge and exhibits a significant difference in HAT rate.  

It is interesting to note that electric field already played a key role in modulating the key features of chemical 

systems with the researchers remaining oblivious of this fact. One such case is the where an extra positive 

charge on a ligand atom in an oxoferryl porphyrin complex increases the hydrogen abstraction reaction rate 
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by manifolds compared to the uncharged complex.67,68This has been attributed to the difference in the 

electric field induced electrostatic environment between the parent complex and its additionally charged 

analogue. We will illustrate another example of this hidden role of electric field in chemical systems of 

interest in Chapter 3 of this thesis. Overall, we will investigate the role of this field effect in Chapter 3, 4, 

5 and 6 of this thesis. 

1.8 Objective of the Thesis 

We have summarized the concept of electric field and charge and their subsequent utility in the preceding 

sections. The judicious use of electric field in smart chemistry is a promising new area of investigation. 

Computational techniques involving high level quantum chemical calculations can predict the outcome of 

the applied electric field. This theoretical technique can be best utilized to estimate the intricacies of electric 

field in natural systems to explain their basic properties. In this thesis, we computationally deduce the role 

of electric field in chemical and biological systems. 

Firstly, we explored this field effect in high-valent intermediates in non-heme biomimetic systems. We 

selected the iron complexed biuret based tetra-amido macrocyclic ligand (bTAML) and illustrated the role 

of an extra positive charge on the iron center in enhancing the HAT rate by several folds over the former. 

DFT calculations have been exploited to deduce the effect of this LEF on the frontier molecular orbitals 

which leads to the stabilization of the TS. Hence our investigation explains the reactivity of an important 

bio-mimic on the basis of the variation of electric field.  

This study provides a seed for understanding actual physical observations in entities where the electric field 

is induced by the systems itself. As we know, charge modulation can lead to change in the electric field. 

One of way to alter charged species is to bind more charged species to it. Hence we explored of role of 

counter anions in the intriguing group of Ge(II)-crown ether/cryptand complexes. By performing an ab 

initio molecular dynamics (AIMD) simulations and DFT calculations, we deduced the exact function of the 

corresponding counter anion in solution. The implications of this result is felt in biological ionophore 

systems involving dications whereby similar observations involving counter-anions are recorded. We 

proposed a new concept of “isoionicity” based upon our findings which further explains biological 

phenomenon. This idea was further applied in an important system of surface science. This exhibits the 

function of a charged species (counter-anions) in modifying the charge and subsequently the local electric 

field and its ramifications in chemistry and biology. 
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Similarly, the electronic and geometric effect of an electric field along a certain direction of space in unique 

macromolecular systems has also been computationally studied. Furthermore, we emphasized the 

importance of LEFs in biological macrocycle of valinomycin which can regulate it’s primary functions. 

Our thesis thus adds significantly new insights to an already booming research area. We have successful 

showcased the applicability of the intertwining concept of electric field and charge on important chemical 

and biological systems via computational techniques. 

  

Figure 1.8 Structural Representation of the applicability of the interplay of the concepts of electric field 

and charge in relevant chemical and biological systems as described in this thesis. 

1.9 Organization of the Thesis 

The thesis has been divided into 7 chapters 

Chapter 1: A Brief Introduction to the significance of electric field and charge in Chemistry and 

Biology. 

This chapter introduces the concept of electric field and charge. It also discusses its prevalence in natural 

systems and its utility. Also, its role in smart chemistry and biological systems has also been discussed. 

Chapter 2: Basic Theoretical Introduction to Computational Chemistry  
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In this chapter, we will discuss the theory behind the different computational methods we have exploited 

in this thesis. 

Chapter 3: What Drives the H-abstraction Reaction in Bio-mimetic Oxoiron-bTAML Complexes? A 

Computational Investigation 

In this chapter, we will discuss the effect of variation charge in a bio-mimetic iron macrocyclic complex. 

Our calculations will exhibit the role of charge in modulating the hydrogen abstraction reaction rate. 

Chapter 4: Unraveling the role of counter anions in “Ge(II) inside a Molecular Cage” Systems 

In this chapter, we deduced the exact role of counter anions in Ge(II)-crown ether/cryptand by high level 

quantum chemical theory. 

Chapter 5: Hidden Role of Counter Anions: Implications in Biology and Surface Science  

In this chapter, we extended our theoretically deduced concept regarding involvement of counter anions to 

biological ionophore systems. We proposed a new analogy of “isoionicity”. Furthermore, we extended our 

proposal to surface science. 

Chapter 6: Computational Investigation on the Role of External and Local Electric Fields in 

Macrocyclic Chemical and Biological Systems 

In this chapter, we observed the outcome of applying a theoretically generated oriented external electric 

field (OEEF) on novel macromolecular systems. We also illustrated the significance of local electric field 

(LEF) in naturally occurring valinomycin macrocycle which provides an explanation for one of its key 

function. 

Chapter 7: Summary and Future Outlook 

In this chapter, we briefly summarize the key outcomes of the work presented in the thesis and also provide 

a logical futuristic plan based upon our findings. 
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Chapter 2 

Basic Theoretical Introduction to Computational Chemistry 

Abstract 

In this chapter, we have discussed the theoretical background for the various computational techniques 

applied in this thesis. Density Functional Theory (DFT) is a powerful tool based on quantum mechanics to 

map the static energetics (thermodynamics and kinetics) of various processes. Herein, we have discussed 

the foundations of different quantum mechanical methods leading to the conceptualization of DFT. Apart 

from DFT, we have mapped the dynamics of various processes utilizing ab initio molecular dynamics 

(AIMD). The basic principle behind AIMD has also been discussed in this thesis. Additionally, we have 

illustrated the theory behind different critical modules described in this thesis.   
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2.1 Introduction 

It has been established that kinetics and thermodynamics plays an important role in all observable 

transformations. This provides necessary understanding regarding the pathway of the transformation and 

the energy associated with it. This can be chalked out by both theoretical and experimental methods. The 

calculation of potential energy surface (PES) by invoking the laws of quantum mechanics (QM) gives a 

significant understand a large number chemical and biological processes described in this thesis. Hence ab 

initio methods like configuration interaction1 (C.I) and coupled cluster2 (CCSD) can solve the Schrodinger 

equation exactly. However these process is computationally expensive and hence faces difficulty in 

implementation. Over the years, Density Functional Theory (DFT) has emerged as one of the most 

commonly techniques to be implemented for quick and a relatively accurate calculation.3We have applied 

the DFT methodology extensively in our thesis. In this chapter, we will discuss about the founding concepts 

of the quantum theory and delve into its various facets to understand its utility in finding solutions to the 

problem of many body systems. We will also illustrate the concepts behind different computational methods 

described in this thesis. 

2.2 Basic Tenets of Quantum Mechanics. 

2.2.1 Schrodinger Equation 

One of the key targets of quantum mechanics is to calculate the energy of the system under consideration. 

In 1926, Erwin Rudolf Josef Alexander Schrödinger forwarded the time dependent Schrodinger equation 

to solve the electronic energies of systems. However, the relevance of time dependent Schrodinger equation 

is negligible in chemistry and biology. The time independent Schrodinger equation for n number electrons 

with m number of nuclei is given by:  

ĤΨ(x1x2,x3…...xn, r1r2….rm) = EΨ(x1x2x3…...xn, r1r2….rm)                                                 (2.2.1) 

Where, E (the eigen value) is the total energy of the system, Ψ(xn, rm) (eigen function) is the wave function 

for the system and Ĥ is the hamiltonian. The wave function contains every possible information about the 

particle associated with it. The Hamiltonian Ĥ is expressed as: 

Ĥ =  
−ħ 

2
∑

1

ma

m
a=1 ∇a

2 − 
ħ

2me
∑ ∇i

2n
i=1 + ∑ ∑

ZaZbe2

rab
 + a>ba ∑ ∑

Zae2

ria
ia + ∑ ∑

e2

rij
i>jji                   (2.2.2) 
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The first two terms specifies the kinetic energy of the nuclei and electrons. The other three terms specifies 

the nuclear-nuclear repulsion, nuclear-electron attraction, and electron-electron repulsion respectively, 

ħ=h/2π and h is the Planck's constant, ma and me represents the masses of the nuclei and electrons 

respectively, Za and Zb are the charges of nuclei, rab is the distance between the nuclei a and b, ria represents 

the distance between the ith electron and the ath nuclei and rij is the distance between the ith and the jth 

electron.                      

The |Ψ(xn, rm)|2 value provides the probability density of the particle xn. An ideal case involves the presence 

of a single electron.  

The probability of finding n electrons in the entire space is always equal to unity.  

For solving real systems, we need to solve this equation for a multi-electronic system involving many 

particles. Hence, approximate methods have been devised to minimize the difficulty in solving multi-

electron Schrodinger equation. In the upcoming sections, we shall discuss the different approximate 

approaches.  

2.2.2 The Born-Oppenheimer Approximation. 

One of the commonly used approximations used in theoretical calculations is the Born- Oppenheimer (BA) 

Approximation. The nuclei’s position are approximated to be fixed during an electronic transition as the 

nucleas are considered to be heavier than electrons. Hence the nuclear kinetic energy becomes nil and the 

corresponding potential energy becomes fixed. Hence the equation (2.2.2) reduces to the electronic 

Hamiltonian Ĥe. 

Ĥe = − 
ħ

2me
∑ ∇i

2n
i=1 + ∑ ∑

Zae2

ria
ia + ∑ ∑

e2

rij
i>jji                                                                         (2.2.3) 

Hence the electronic energy of a system can be calculated by solving the Schrodinger equation using the 

Ĥe operator.  

ĤeΨe=EeΨe                                                                                                                                                                                              (2.2.4) 

2.2.3 Variation principle 

As seen from the equation 2.2.4, the strategy for elucidating the electronic energy of a real system is 

cumbersome and painstaking. One has to first establish a Hamiltonian for a particular system and then 

estimate the eigen function of that particular Hamiltonian. Hence, to sidetrack this laborious process, a trial 
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wave function could be used to get an accurate electronic energy value. The variation principle thus states 

that the energy (E) obtained by utilizing a trail wave function (φ) is always equal or higher than the ground 

state energy (Eo). 

E(φ) =  
⟨φ|Ĥ|φ⟩

⟨φ|φ⟩
> Eo                                                                                                            (2.2.5) 

This variation method of trial and error has been applied in most of the approximate methods used for 

calculating the total electronic energy of the system specified in this thesis. 

2.3 Density Functional Theory (DFT) 

The calculation of energy based on wave functions is a very expensive one. Hence to reduce the 

complexities of using this approach, alternate accurate and speedy methods needs to be conceived. Density 

functional theory (DFT) is the most suitable alternative method that could be implemented for estimating 

the total electronic energy of a multi-electronic system. This is because, unlike wave functions, DFT utilizes 

electron density to adjudge the critical molecular properties. This cut the cost of computation as compared 

to the wave function based method. In this thesis, we have mostly employed this particular method for 

computing various important insights of q wide range of systems. DFT is widely used in chemistry and 

biology to study its important components over the recent years. This is because this method improves the 

scope of its applicability. In the upcoming sections, we will discuss the rudimentary elements of the DFT 

method. 

2.3.1 Functional 

A functional is generally referred to as a function of a function. For an example, the variation integral 

F(φ) =  ⟨φ|Ĥ|φ⟩ is a function of the trial wave function φ. We can also estimate the derivative of a 

functional just like a general function. Functionals can be classified as i) local-density (LDA), ii) 

generalized gradient (GGA), iii) meta-generalized gradient and iv) hybrid approximation functional. 

2.3.1.1 Local Density Approximation (LDA) 

This approximation can be only considered for a homogenous gaseous medium where there is lesser 

variation in electron density [ρ(r⃗)]. Hence, there is very less fluctuation in electron density in this 

approximate density. At every position in this model, the exchange-correlation factor is the same. The 

exchange-correlation factor can be expressed as 
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 EXC
LDA[ρ]= ʃρ(r⃗)∈XC[ρ(r⃗)]dr                                                                                                     (2.3.1.1) 

where ∈XC is the exchange-correlation energy /particle of a homogeneous electron gas of electron density 

ρ. The exchange-correlation energy can be expressed as the total of the addition of exchange [∈X(ρ)] and 

correlation term [∈C(ρ)].  

∈XC(ρ)= ∈X(ρ)+ ∈C(ρ)                                                                                                           (2.3.1.2) 

LDA approximations could be applied to both closed shell and open shell (radical) systems. 

2.3.1.2 Generalized Gradient Approximation (GGA) 

LDA functionals cannot be applied in systems where the electron density changes in different positions. 

Hence the gradient of electron density [∇(ρ)] should be included into consideration. EXC
GGA(ρ) can be 

expressed as  

EXC
GGA(ρ) = EXC

GGA + EX
GGA                                                                                                           (2.3.1.3) 

Several GGA functionals like Perdew functionals (P86, Pc86, PW91, PWc91, PBE) and Becke functional 

(B88, Bx88) could be used to expediete the ease of calculations and deduce authentic results.  

2.3.1.3 Meta-generalized gradient approximation Functionals (MGGA) 

Meta-generalized gradient Functionals can be described as another form of GGA function as it considers 

the second derivative of the electron density. The MGGA can be expressed as 

EXC
MGGA[𝜌𝛼,𝜌𝛽]= ʃf(𝜌𝛼,𝜌𝛽,𝛻𝜌𝛼,𝛻𝜌𝛽,𝛻2𝜌𝛼𝛻2𝜌𝛽, 𝜏𝛼 ,𝜏𝛽 )𝑑𝑟                                                                 (2.3.1.4) 

where, 𝜏𝛼 ,𝜏𝛽 are the independent kinetic energy density that can be defined as 

𝜏𝛼 = 
1

2
∑ |∇θ𝑖𝛼

𝐾𝑆(r)|2𝑖  where, the θ𝑖𝛼
𝐾𝑆(r) are the Kohn-Sham orbitals for the electrons that have 𝛼 spin. 

This functional like M06-L and TPSS provides more accurate results than a GGA functional but is more 

expensive than it.  

2.3.1.4 Hybrid Functional  
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Most of functional employed recently are the hybrid functionals. This functional includes an exact exchange 

term from the Hartree Fock (HF) theory along with an exchange-correlation term from an ab-initio or 

empirical source. The exact exchange term is expressed as 

EX
HF = −∑ ∑ ⟨φi

KS(1)φj
KS(2)|

1

rij
|φi

KS(2)φj
KS(1)⟩n

j=1
n
I=1                                                      (2.3.1.5) 

One of the commonly used hybrid functional is B3LYP. 

2.3.2 Electron Density 

One the intrinsic property of DFT is the presence of an electron density. Electron density can be defined as 

the probability of finding an electron in a specific volume. This can be specified as  

ρ(𝑟) = N∫|𝜑(𝑥1⃗⃗ ⃗⃗ … . . 𝑥𝑛⃗⃗⃗⃗⃗)|2𝑑𝑠𝑑𝑥2⃗⃗⃗⃗⃗………𝑑𝑥𝑛⃗⃗⃗⃗⃗ 

where, �⃗� = 𝑟⃗.s and ρ(𝑟) state the probability of finding the N electrons with any spin state in the volume 

𝑑𝑟1⃗⃗⃗ ⃗. Unlike wave functions, electron density can be experimentally measured by x-ray diffraction, electron 

diffraction, and scanning tunneling microscope (STM) which provides DFT with an extra advantage. The  

electron density is always a positive number and its first derivative provides the gradient and its distribution 

in the system under consideration. The second derivates also provides critical extra information about the 

electron density distribution. 

Though DFT has used electron density as a basis for its approximation, it is not the first instance of its use 

to develop a theoretical model. This model, known as Thomas-Fermi model, utilizes electron density 

instead of wave function. This model conceptualizes an electron gas model consisting of uniform electron 

density. However, this model suffers predictably from various discrepancies. It doesn’t considers the 

exchange-correlation interaction and considers the electron as constant in all points which is far removed 

from reality. 

2.3.3 The Hohenberg-Kohn Theorems 

The idea behind DFT was first put forward by Kohn and Hohenberg in a landmark work in 1964.4This idea 

was based on two proven theorems. 

Theorem 1: 
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“The external potential 𝑉𝑒𝑥𝑡
̂ (𝑟) is (to within a constant) a distinctive functional of ρ(𝑟) ; since, in turn 𝑉𝑒𝑥𝑡

̂ (𝑟) 

remain constant we observe that the multi-particle ground state is a sole functional of ρ(r)`.” 

Proof: 

If we consider two external potentials Vext
̂  and V′ext̂ (these two quantities varies from each other by more 

than a constant value), resulting in identical ground-state electron density ρ(𝑟). These two distinct external 

potentials will definitely concur to the two individual electronic Hamiltonian operators Ĥ and H′̂ 

respectively, and Ĥ and H′̂ will belong to two different ground state wave functions φ, and φ' respectively. 

E0 and E0' are the ground state energies of the two wave functions φ, and φ' respectively. 

Eo = ⟨𝜑|�̂�|𝜑⟩ Eo’ = ⟨𝜑′|𝐻′̂|𝜑′⟩                                                         where, Eo≠ Eo’               (2.3.1) 

Ĥ = T̂ + Veê + Vex̂ 

H′̂ = T′̂ + V′eê + V′ex̂ 

Since both the wave functions results in the same electron density, it can be expressed as 

Vex̂ → Ĥ → φ → ρ(r⃗) ← φ′ ← H′̂ ← V′ex̂ 

Now, by applying the variation principle by using a trial wave function  φ′ for the H′̂ Hamiltonian. 

Eo < ⟨φo|Ĥ|φo⟩ = ⟨φo|H′̂|φo⟩ - ⟨φo|Ĥ − H′̂|φo⟩                                                                     (2.3.2) 

By inserting the values of Ĥ and H′̂, 

Eo < E’o +  ⟨φo|T̂  +  Veê  +  Vex̂ − T′̂ − V′
ee

̂ − V′ex̂|φo⟩ = Eo < E’o + ∫ ρ(r⃗){ Vex̂ − V′
ex

̂ }      (2.3.3) 

The R.H.S of the above equation (2.3.3) can also be written as 

E’o < Eo + ∫𝜌(𝑟){ Vex̂ − V′
ex

̂ }       

Adding equation (2.3.2) and (2.3.3) 

Eo + E’o < E’o + Eo or 0 < 0 

So, it is proved that there can only exist a unique value of Vex that produces the same ground state energy. 

Hence the ground state energy can be represented as  
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Ev[ρo] = T[ρo] + Vne[ρo] + Vee[ρo]                                                                                              (2.3.4) 

Ev[ρo] = ∫ρ𝑜(𝑟)v(𝑟) 𝑑𝑟 + T[ρo] + Vee[ρo]                                                                                 (2.3.5) 

In equation 2.3.5 the earlier part, ∫ρ𝑜(𝑟)v(𝑟) 𝑑𝑟 is the time independent part and latter part, T[ρo] + Vee[ρo] 

is the Hohenberg-Kohn functional FHK[ρ0]. 

FHK[ρ0] = T[ρo] + Vee[ρo]                                                                                                            (2.3.6) 

The FHK[ρ0] value is not dependent on the external potential (Vex). 

Theorem 2 

“The functional that generates the ground state energy of the system, FHK [ρ0], delivers the lowest energy 

only if the input density represents the true ground state density, ρ0.” 

Proof: 

We considered a guess density that will have its distinct Hamiltonian �̂�′ and wave function 𝜑. This wave 

function can be implemented as a guess wave function for the Hamiltonian, which is created from the 

external potential Vext. Hence, 

⟨φ|Ĥ|φ⟩ = T[ρ’] + Vee[ρ’] + ∫ ρ(r⃗)Vex
⃗⃗ ⃗⃗ ⃗⃗ dr⃗ = E[ρ’] ≥ Eo[ρo] = ⟨φo|Ĥ|φo⟩                             (2.3.7)                

2.3.4 The Kohn-Sham Approach 

The Hohenberg-Kohn theorems are applied to calculate the ground state energy of a multi-electronic 

system. The ground state energy calculated from the Hohenberg-Kohn theorems can be expressed as: 

Eo = minρ→N(FHK[ρ] + ∫ρ(r⃗)VNe
⃗⃗ ⃗⃗ ⃗⃗⃗ (𝑟)dr⃗)                                                                                     (2.3.8) 

where, FHK[ρ] is a universal functional; it includes the kinetic energy T[ρ(𝑟)], the classical Coulomb J[ρ(𝑟)], 

and the non-classical contribution Encl[ρ(𝑟)]. 

F[ρ(𝑟)] = T[ρ(𝑟)] + J[ρ(𝑟)] + Encl[ρ(𝑟)]                                                                                    (2.3.9) 

In the above expression, the kinetic energy term is unknown according to Hohenberg-Kohn theorems. 

Hence Kohn and Sham devised an approach to derive the ground state energy of molecular systems wherein 

a non-interacting reference system of electrons has been assumed.5Hence, 
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Ts = -
1

2
 ∑ ⟨𝜑𝑖|∇

2|𝜑𝑖⟩
𝑁
𝐼  and 𝜌𝑠(𝑟 ⃗⃗ ) = ∑ ∑ |𝜑𝑖(𝑟,⃗⃗ 𝑠|𝑆

𝑁
𝑖

2 = 𝜌(𝑟 ⃗⃗ )                                                 (2.3.10) 

where, Ts is the kinetic energy, and 𝛹𝑖 refers to the wave function of the reference system. It is to be noted 

that T and Ts are never equal. A substantial part of the T[ρ(𝑟)] has been reintroduced through the Ts term. 

Hence, to override this problem, Kohn-Sham suggested a partitional universal functional where the 

exchange-correlation energy, EXC[ρ], has been added. 

F[ρ] = Ts[ρ] + J[ρ] + EXC[ρ]                                                                                                  (2.3.11) 

where, EXC[ρ] = (T[ρ] - Ts[ρ]) + Eee[ρ] – J[ρ]                                                                       (2.3.12) 

The corresponding component of the EXC[ρ] term are difficult to be estimated. The next task was to calculate 

the value for the non-interacting reference system which has a similar electron density as the interacting 

system. 

E[ρ] = Ts[ρ]  + J[ρ] + EEX[ρ] + ENe[ρ]                                                                                   (2.3.13) 

So expanding the term in equation (2.3.11) 

E[[ρ] = Ts[ρ]  + 
1

2

∫∫𝜌(𝑟1⃗⃗⃗⃗⃗)𝜌(𝑟2⃗⃗⃗⃗⃗)

𝑟12
𝑑𝑟1 𝑑𝑟2 + Eex[ρ] + ∫𝑉𝑁𝑒𝜌 (𝑟) 𝑑𝑟                                            (2.3.14) 

= -
1

2
∑ ⟨𝜑𝑖|∇

2|𝜑𝑖⟩
𝑁
𝑖  + 

1

2
∑ ∑ ∫∫|𝜑𝑖

𝑁
𝑗

𝑁
𝑖 (𝑟1)|2

1

𝑟12
|𝜑𝑗(𝑟1)|2𝑑𝑟1 𝑑𝑟2 + EEX[ρ] - ∑ ∫∑

𝑍𝐴

𝑟1𝐴

𝑀
𝐴

𝑁
𝑖 |𝜑𝑗(𝑟1) |2𝑑𝑟1 (2.3.15) 

The only unknown term is EXC[ρ] and the minimization of the energy via the variation principle results in 

the Kohn-Sham equation.  

-
1

2
∇2 + [∫

𝜌(𝑟2)

𝑟12
d𝑟2 + VXC(r1) - ∑

𝑍𝐴

𝑟1𝐴

𝑀
𝐴 ]𝜑𝑖 = ∈𝑖 𝜑𝑖                                                                  (2.3.16) 

Vxc (𝑟) = 
𝑑𝐸

𝑋𝐶 [𝜌(𝑅)⃗⃗ ⃗⃗⃗

𝑑𝜌(𝑟 ⃗⃗⃗ ⃗)
                                                                                                                 (2.3.17) 

The self-consistency can be estimated from the Veff(𝑟) value which is calculated from the above equations. 

The mapping of the interaction between the kinetic energy and the electron density can be plotted by using 

𝛹𝑖s. It is to be noted here that 𝛹𝑖s does not signifies the real orbitals and the Kohn-Sham method is a single 

determinant module. 
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Figure 2.1 Flowchart illustrating the iteration cycle for calculating the single point electronic energy. 

2.4 Natural Bond Orbital (NBO) Analysis. 

NBO is a class of natural localized orbital set and is a method for mapping electron density and charge 

density in molecular systems where the distinct set of orthonormal 1-electron functions, intrinsic to the n-

electron wave function Y(1,2,….n), that can change a specified wave function, 𝜑, into a localized form 

consisting of lone pairs and bonds akin to a Lewis structure of a molecule.6NBO is a second-order 

perturbation theory method that takes into account every interactions between donor NBOs and acceptor 

NBOs. The donor-acceptor interaction energy E(2) can be expressed as; 

E(2) = ∇𝐸𝑖𝑗 = 𝑞𝑖
𝐹(𝑖,𝑗)2

𝐸𝑖−𝐸𝑗
                                                                                                          (2.4.1) 

where qi is the donor orbital occupancy and F(i,j) is the NBO Fock matrix element. We have this methods 

and various modules originating from this theory for understanding the nature of the bonding in different 

molecular systems investigated in this thesis. 

2.5 Non Covalent Interaction (NCI) Plot 

This method was developed by Yang et al for visualizing non-covalent interactions in molecules.7This 

method is based on electron density gradient estimation in the molecular framework. We have used this 

method in Chapter 4 and 5 of our thesis. 
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2.6 Ab Initio Molecular Dynamics (AI-MD) 

Molecular Dynamics is a widely used form of computer based simulation whereby the dynamic evolution 

of molecules are mapped. The pathway of the atoms in the molecule is elucidated via solving the Newton’s 

law of motion. The forces acting on each atoms or particles of the system under simulation study is provided 

by the classical mechanical force field. However, the force can also be calculated from the laws of quantum 

mechanics, like density functional theory (DFT) to obtain an accurate electronic behavior of the simulated 

systems. This simulation approach is known as Ab Initio Molecular Dynamics (AI-MD). This is a 

computationally costly method and hence is applied on smaller molecules. 

In this respect, DFT based molecular simulations could be done by introducing the method of steepest 

descent to the laws of Newtonian motion to obtain an authentic idea about the electronic structure of the 

system. This class of simulation was first proposed by Car & Parrinello (CP) in 1985. Car & Parrinello 

(CP) proposed a classical Lagrangian for a system where the coeffecients corresponding to the basis 

functions are considered to be dynamic variables. 

LCP = ∑
1

2𝑖  𝜇𝑖⟨𝜑𝑖|𝜑𝑖⟩ + 
1

2
∑ 𝑀𝐼𝐼 𝑅𝐼

2 - ⟨𝜑𝑜|𝐻|𝜑𝑜⟩ + constraints                                                      (2.6.1) 

E = ⟨𝜑𝑜|𝐻|𝜑𝑂⟩ = ∫𝑉𝑒𝑥𝑡 (𝑟) 𝜌(𝑟)𝑑 𝑟 + ⟨𝜑𝑜|𝑇 ̂ +  𝑉𝑒�̂�|𝜑𝑜⟩                                                               (2.6.2) 

where the total wave function |𝜑𝑜|; MI is the nuclear mass and 𝜇𝑖 is the theoretical electron mass. T is the 

kinetic energy of mutually non-interacting electrons and Vee is the electron exchange and correlation 

potential. 

Also, 

Constraints = ∑ ∆𝑖𝑗𝑖𝑗 (𝜑𝑖
∗𝜑𝑗𝑑

3𝑟 − 𝛿𝑖𝑗)                                                                                                      (2.6.3) 

Where 𝛿𝑖𝑗 is the Lagrangian multipliers. Now, 

E = ⟨𝜑𝑜|𝐻|𝜑𝑂⟩ = ∫𝑉𝑒𝑥𝑡 (𝑟)𝜌(𝑟) 𝑑 𝑟 + ⟨𝜑𝑜|𝑇 ̂ +  𝑉𝑒�̂�|𝜑𝑜⟩ 

    = ∫𝑉𝑒𝑥𝑡 (𝑟)𝜌(𝑟) 𝑑 𝑟 + F[𝜌(𝑟)]                                                                                            (2.6.4) 

The F[𝜌(𝑟)] value cannot be calculated as is a distinct property of every system. This can only be estimated 

by a functional. Euler-Largange equations could be utilized to solve the Newton’s law of motion. 
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𝑑

𝑑𝑡
(
𝑑𝐿𝐶𝑃

𝑑𝑅𝐼
) =  

𝑑𝐿𝐶𝑃

𝑑𝑅𝐼
 

𝑑

𝑑𝑡
(
𝑑𝐿𝐶𝑃

𝑑𝜑𝑖
∗ ) =  

𝑑𝐿𝐶𝑃

𝑑𝜑𝐼
∗  

For the coupled electron-ion molecular dynamics, the CP equations of motions becomes, 

LCP = ∑
1

2𝑖  𝜇𝑖⟨𝜑𝑖|𝜑𝑖⟩ + 
1

2
∑ 𝑀𝐼𝐼 𝑅𝐼

2 – E(𝜑𝑜 , �⃗⃗�)+ constraints                                                       (2.6.5) 

The atomic and electron degree of freedom could be exploited to calculate the classical forces. 

𝑀𝐼𝑅𝐼(𝑡) =  −
𝑑

𝑑𝑅𝐼
⟨𝜑𝑜|𝐻|𝜑𝑜⟩ + 

𝑑

𝑑𝑅𝐼
(constraints)                                                                       (2.6.6) 

𝜇𝐼𝑅𝐼(𝑡) =  −
𝑑

𝑑𝜑𝑖
∗ ⟨𝜑𝑜|𝐻|𝜑𝑜⟩ + 

𝑑

𝑑𝜑𝑖
∗(constraints)                                                                      (2.6.7) 

As mentioned earlier, the steepest descent and other similar methods could be of advantage to calculate the 

ground state electronic energy of a system for a fixed nuclear position. 

𝜑𝑖(𝑡) =  −
1

2

𝛿𝐸

𝛿𝜑
  + ∑ ∆𝑖𝑗𝐽 𝜑(𝑡) = -

1

2
H𝜑𝑖(𝑡) + ∑ ∆𝑖𝑗𝐽 𝜑(𝑡)                                                       (2.6.8) 

The dynamical property of a system can be estimated after determining the ground state electronic energy 

using equation (2.6.8) 
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Chapter 3 

What Drives the H-abstraction Reaction in Bio-mimetic Oxoiron-bTAML 

Complexes? A Computational Investigation 

 

Abstract 

Monomeric Iron-oxo units have been confirmed as intermediates involved in the C-H bond 

activation in various metallo-enzymes. Biomimetic oxoiron complexes of the biuret modified tetra-

amido macro cyclic ligand (bTAML) have been demonstrated to oxidize a wide variety of 

unactivated C-H bonds. In the current work, density functional theory (DFT) has been employed to 

investigate the hydrogen abstraction (HAT) reactivity differences across a series of bTAML 

complexes. The cause for the differences in the HAT energy barriers has been found to be the 

relative changes in the energy of the frontier molecular orbitals (FMOs), induced by electronic 

perturbation.  
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3.1 Introduction 

 

Figure 3.1 Square scheme with associated thermodynamic parameters involved in HAT reactions. 

Numerous model complexes and functional mimics have been studied for the purpose of understanding the 

chemical reactions taking place in heme and nonheme based enzyme systems. One important question in 

this regard is with respect to the H-atom transfer (HAT) reactivity difference during C-H abstraction in 

such systems. The existence of the reactive intermediates, oxoiron(V) and oxoiron(IV) species,  have been 

confirmed experimentally during the mechanistic elucidation of HAT, oxygen activation and oxygen-atom 

transfer (OAT) reactions.1-15 A plethora of theoretical models and functional mimics have been employed 

to study and explain the sluggish C-H abstraction reactivity of Cpd II (Compound II, oxoiron(IV) 

porphyrins) with respect to Cpd I (Compound I; oxoiron(IV) porphyrin π-cation radicals), with theoritical 

calculations yielding a 2.0-5.0 kcal/mol higher H-abstraction barrier for Cpd II mimics in comparison to 

the mimics of Cpd I.16-22 Theoretical insight into the HAT reactivity of a proposed nonheme oxoiron(V) 

and its one electron reduced intermediate indicates higher reactivity of the former but the inherent reason  

elucidating the reactivity difference was not provided.14 However, a related comparison between a pure 

monomeric FeV(O) and FeIV(O), experimentally isolated with high purity, has not been reported in the 

literature until recently. In a recent study, our group has compared the spectroscopy and H-atom abstraction 

activity of nonheme oxoiron (V) and oxoiron (IV) complexes of the biuret based tetra-amido macro cyclic 

ligand (bTAML) system (1a and 2),which are isoelectronic to Cpd I and Cpd II respectively (Figure 3.2).23-

24  1a showed a 2500 fold increase in reactivity in comparison to 2 when benzyl alcohol was employed as 

the substrate. However, the stability of both the oxo-iron complexes is pH dependent: while 1a is stable 

below pH 10, 2 can only be synthesized above pH 11. Hence, it was not possible to experimentally study 

the reactivity of both complexes at a common pH.  Though HAT was found to be the principal rate 

influencing step for both the complexes (1a and 2), a certain amount of quantum chemical tunnelling was 

also observed during the H-abstraction in 1a.23 Hence, the exact reason for the reactivity difference was not 

illustrated clearly in our earlier report. This provides the impetus for the current work. We have employed 
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density functional theory (DFT) based calculations to evaluate the thermodynamics and kinetics 

that guide the HAT reactions involving the above mentioned complexes. This is significant, as a 

computational approach with a suitable solvent model yields an ideal common ground for a 

comparative study that was not possible in the experimental case, due to the pH related complexity 

mentioned earlier. For high valent metal-oxo moieties, the counteracting roles of the redox potential of 

the oxo species (Eo) and the basicity of the terminal oxo species, expressed in terms of the pKa of the 

protonated oxo moiety (Fe-OH), affects the reactivity involving C-H abstraction reactions.25-31 These two 

factors, steering the formation of the H-abstraction transition state (TS), are expressed in terms of the 

thermodynamic parameter of bond dissociation energy (BDE). These two effects have been further 

illustrated through the use of the thermodynamic square scheme shown in Figure 3.1.  

 

Figure 3.2 Biuret TAML based iron complexes used for this study. 

BDE Fe (O)H= 1.37 pKa + 23.06 Eo+ C 

Eo= 1e- reduction potential of the high valent iron-oxo species and pKa mentioned here refers to 

pKa of the 1e- reduced Fe(O)H species. C is a constant dependent on the solvent. 

3.2 Results and Discussion 

3.2.1 Effect of overall charge in oxoiron biuret-TAML species 

Neese and co-workers have associated the differential HAT reactivity for a series of hypothetical 

iron oxo and iron nitride complexes (exhibiting varying oxidation states on iron) to the unequal 

compensation of the mutually opposing electron and proton affinities.32 Also, for explaining the 

reactivity difference between the oxoiron (V) and oxoiron (IV) biuret-TAML species, it is important 

to know the pKa of both FeIV(OH) and FeIII(OH). Although the FeIV(OH) pKa can be 

experimentally measured (~ 10), it is not possible to experimentally measure the pKa of FeIII(OH).23 

A significantly high FeIII(OH) pKa value could well offset the reported higher reactivity of 1a over 
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2. Keeping in mind that both the Eo and pKa values are very important constituents in the overall 

thermodynamics governing a HAT process, we have performed calculations utilizing different 

density functionals, including the quantitative calculation of the pKa of FeIII-OH. Thermodynamic 

calculations suggest a favourable hydrogen abstraction process for 1a over 2 (Table 3.1). 

 

Table 3.1 Thermochemical free energy analysis for HAT reactions of 1a and 2 in acetonitrile 

medium(C-PCM Model) using benzyl alcohol as the substrate. All energies are reported in 

kcal/mol. 

Level of Theory 1a 2 

ΔGHAT 

BP86/TZVP, LANL2DZ (Fe) 

0.4 14.1 

ΔGHAT 

PBE/6-31G*, LANL2DZ (Fe) 

1.1 16.4 

ΔGHAT 

M06-L/6-31G*, LANL2DZ (Fe) 

-3.3 7.9 

 

Calculations confirm that the basicity of FeIII(O) (calculated pKa=54.35, Table 3.3) is indeed not 

sufficient to compensate for the large redox potential difference between 1a and 2 ( ∆Eo
exp= 0.75 

V, ∆Eo
cal= 1.68 V )  which contributes to a more conducive HAT reaction for 1a.  

 

Table 3.2 Thermochemical analyses of bTAML complexes (1a-1d). Energies are reported in kcal/mol. Eo 

are reported in Volts (V). 

 

Catalyst 

Eo 

(FeV/I

V) 

calc 

 

pKa (FeIV-

OH) 

calc 

∆GHAT 

(BP86/TZVP/LAN

L2DZ-Fe) 

∆GHAT 

(M06-L/6-

31G*/LANL2DZ-Fe) 

∆GHAT 

(PBE/631G*/LANL2D

Z-Fe) 

1a -1.72 18.62 0.41 -3.3 1.07 

1b -1.68 17.83 0.21 -4.4 1.32 

1c -1.60 17.11 0.26 -4.6 2.06 

1d -1.58 16.49 0.41 -4.9 2.09 

 



Ph.D Thesis 

Anagh Mukherjee  37 

Table 3.3 Thermochemical analyses of bTAML complexes (2). Energies are reported in kcal/mol. Eo are 

reported in Volts (V). 

 

Catalyst 

Eo 

(FeIII/I

V) 

calc 

 

pKa (FeIII-

OH) 

calc 

∆GHAT 

(BP86/TZVP/LA

NL2DZ-Fe) 

∆GHAT 

(M06-L/6-

31G*/LANL2DZ-Fe) 

∆GHAT 

(PBE/6-

31G*/LANL2DZ-Fe) 

2 -3.40 54.35 14.1 8.0 16.4 

 

Subsequently, a ~ 7.0 kcal/mol lowering of the HAT activation free energy barrier for 1a in 

comparison to 2 (Table 3.4) was observed. Computed HAT activation barrier for 1a (13.9 kcal/mol) 

without tunnelling correction indicates a minimal tunnelling influence on the HAT reactivity when 

it was compared to the experimental activation barrier (~ 15 ± 1 kcal/mol). Apart from this, the 

higher reactivity of the Cpd I mimics over Cpd II counterparts has also been attributed to the spin 

state crossover phenomenon.22 Calculated free energy profile shows no spin state crossing en route 

to the TS for both 1a and 2 (Figure 3.3). This has also been illustrated previously while performing 

toluene oxidation for 1a.33 For 2, the large triplet-quintet energy gap confines the HAT reaction 

pathway to a single spin state.23 

 

Figure 3.3 Gibb’s free energy HAT reactions profile of b-TAML complexes with benzyl alcohol at M06-

L/6-311G*/LANL2DZ(Fe)//M06-L/6-311G*/LANL2DZ(Fe),C-PCM (acetonitrile) level of theory. 

  

A closer look into the optimized transition state geometries reveals substantial differences in the bond 

lengths of the C–H bond in benzyl alcohol, the O−H bond in Fe−OH and the Fe−O bond (Figure 3.4). Our 

calculations suggest significant scission of the C−H bond (1.45 Å) for FeIV(O), signifying a late transition 
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state, since the BDE of FeIIIO-H and benzyl alcohol is similar. The high basicity of O in FeIII(O) in 

comparison to FeIV(O), as suggested by the weaker and longer FeIII(O) bond relative to FeIV(O), leads to 

significant weakening of the C–H bond in the transition state. 

 

 

Figure 3.4 Optimized TS geometries of C-H abstraction in benzyl alcohol employing 1a and 2 at 

M06-L/6-311G*/LANL2DZ (Fe)/ C-PCM (acetonitrile) level of theory. 

 

Apart from the thermodynamic stabilization of 1a over 2, we have also explained their HAT 

reactivity on the basis of frontier molecular orbital (FMO) theory. Subsequently, the effect of the 

overall charge of the complex was also investigated. A positive charge is supposed to generate an 

electrostatic field that would reduce the energies of both the electron acceptor orbital (EAO) andthe 

electron donor orbital (EDO).34-37 Additionally, it has been outlined that even slight changes in the 

EAO-EDO energy gap value can modulate the activation barrier and subsequently alter the HAT 

reaction rates.38  

If in the close structural proximity of the catalyst and the substrate, the overall charge modulates 

the energies of frontier molecular orbitals (FMOs), i.e., reduces the energy gap between the   EDO 

based on the substrate(benzyl alcohol) and the π*(dxz*,dyz*) metal centred EAO, the HAT barrier 

is lowered. Recently, in order to explain the reactivity difference between Cpd I and Cpd II, the 

overall effect of the relative charge differences in its mimicking system, [(4-TMPyP)•+FeIVO]5+{4-

TMPyP=5,10,15,20-tetrakis(N-methyl-4-pyridinium) porphyrinate} complex and its one electron 

reduced analogue has been investigated.18 The extra positive charge in the porphyrin ligand 

periphery stabilized both the metal based and the substrate orbitals and thus modulated the EDO-
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EAO energy gap. This observation explained the higher HAT reactivity of the poly-cationic Cpd I 

mimic over its Cpd II counterpart. Therefore, in order to observe analogous charge effects in the 

purely metal centred high valent oxoiron-bTAML systems (1a and 2), differing only by a net single 

overall charge (-1 and -2 respectively), we have analyzed the electronic structure of the encounter 

complex of both 1a and 2. The encounter structures analyzed was taken to be such that there would 

be negligible chance of mixing between EAO and EDO, giving us a reliable model to study charge 

induced orbital stabilization (Figure 3.5). The results show that an extra positive charge on 1a has 

a more pronounced effect on the EAOs than EDOs due to the relative differences in proximity from 

the charge and shielding from the solvent.3c A higher downhill shift of EAO in 1a lowers the energy 

gap between EAO and EDO (ΔE=1.0 eV) to a larger extent than in 2 (ΔE=1.9 eV) and hence 

explains the lowering of the HAT barrier height in 1a. 

 

 

Figure 3.5 Schematic diagram of the key MOs (EDO and EAO) at an O-H distance of 2.0 Å in solution 

phase of the encounter complexes (the left and right side indicate the MOs of 1a and 2 respectively) at 



Ph.D Thesis 

Anagh Mukherjee  40 

BP86/def2-TZVPP, C-PCM (acetonitrile) level of theory. The dotted arrow indicates the trajectory of the 

electron transfers (π pathway). The MOs of the EAOs and the EDO are provided in the inset. 

3.2.2 Effect of ligand substitution 

The role of axially substituted donating groups in regulating the pKa value of the high valent iron 

species in different heme proteins has been studied for various heme containing proteins.39,40 

Therefore, as in the case with variable oxidation states, looking into ligand structural variation 

effects on the counter balancing electron and proton transfer processes that regulate the HAT,and 

the subsequent effect on the overall reaction, is of utmost importance. Previously, experimental 

analysis in this direction has been performed on a metal hydride species.41 A ligand promoted 

electronic perturbation on a copper hydroxide unit has also been reported.42 Recently, a similar 

thermodynamic analysis on the hydrogen abstraction thermodynamics for a superoxo-dicopper 

complex has also been performed.43 Ligand fields can be tuned to provide an ideal environment for 

C-H activation.44 Recently Ghosh et.al has developed a mechanism guided nitro substituted 

analogue (1d) of the previously reported 1a complex for highly selective C-H bond activation.45 

Experiment (KIE) has suggested the HAT as  the rate determining step. We have, therefore, 

analysed the four equatorially located phenyl ring substituted bTAML sets thatwere supposed to 

perturb the overall electronics on the high valent iron centres in 1(a-d), thereby affecting the overall 

HAT reaction. To this end, we have calculated the thermodynamics facilitating the HAT reactions 

of the four substituted complexes of the sets of oxoiron (V) complexes using benzyl alcohol as the 

substrate, by employing different density functionals. This included the theoretical estimation of 

the pKa and E values (Table 3.2), in order to understand the relative displacement of these two 

aspects that would result out of structural alteration. Theoretical calculations can be a reliable 

alternative for quantitative estimation of the electrochemical reduction potential (Eo) and pKa 

values; as a means to mitigate various possible inaccuracies in the experimental evaluations.46,47 

Our calculations show a minimal change in the overall energetics of the HAT reactions across the 

ligand series, implying a “see-saw” equal and opposite compensation of an unfavourable factor with 

a favourable one and vice-versa. A ligand with lower electron donating characteristics (like –NO2) 

does not stabilize the high valent oxo species well enough, leading to a lower pKa value, but this 

penalty is equally compensated for by a feasible electrochemical reduction potential (Eo). 

Quantitative calculation of pKa and Eo does not exactly coincide with the corresponding 
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experimental values.23 However, our approach sheds considerable light upon the underlying 

principles of the internal processes of HAT.  

Table 3.4 The Gibb’s free energy activation barrier (ΔG#) and free energy change in initial electron transfer 

(ΔGE.T) or proton transfer (ΔGP.T) for the HAT step, using benzyl alcohol as the substrate for various 

bTAML complexes that have been investigated at M06-L/6-311G*/LANL2DZ(Fe)//M06-L/6-

311G*/LANL2DZ (Fe), C-PCM (acetonitrile)  level of theory. All energies are reported in kcal/mol. 

 

 

 

 

Despite this internal compensation, the calculated difference in reaction rates across the 

electronically variable ligand series arises due to the subtle change in the relative barrier heights of 

the H-abstraction reaction. A thorough thermo-chemical analysis has already shown minimal energy 

changes on moving across variant substituent (1a-1d). However, 1d exhibits a higher turn-over number 

(TON) over 1a in their corresponding HAT reactions.45 Calculations reveal a lower hydrogen atom 

abstraction barrier height for the nitro substituted catalysts (Table 3.4) in comparison to the unsubstituted 

catalysts.  

Table 3.5 Relative energies of the EAOs of the reported complexes at BP86/def2-TZVPP,C-PCM 

(acetonitrile) level of theory. All energies are reported in kcal/mol.  

Catalyst 1 

a 0.0 

b -1.3 

c -2.9 

d -4.1 

 

Very similar to the case pertaining to 1a and 2, axial and equatorial ligand mediated reactivity differences 

have also been adjudged to be due to the interaction between the EDO and EAO, which therefore also 

contributes significantly to the driving force of the reaction.48-54 An analysis of the electronic structures of 

Catalyst ΔG# ΔGE.T ΔGP.T 

1a 13.9 51.5 58.9 

1d 12.8 44.5 62.3 

2 20.4 

 

117.6 

 

36.0 



Ph.D Thesis 

Anagh Mukherjee  42 

the 1d shows relative stabilization of the anti-bonding л* EAO by almost 4.0 kcal/mol in its free structure, 

compared to that in 1a (Table 3.5). The strongly donating tetra-amido framework induces a strong 

equatorial ligand field, as shown by Mullikan and Natural Population Analysis (NPA) charge estimation 

(Table 3.6). It reveals that substitution of the phenyl ring by an electron- withdrawing group somewhat 

reduces electron donation to the iron centre. This, in fact, directly leads to minimization of the anti-bonding 

interaction between the metal and ligand orbitals and indirectly reduces the electronic charge density on the 

metal centre, leading to a relative stabilization of the EAO, as a result of the charge effect.  

Table 3.6 Mulliken and Natural Population Analysis (NPA) charges of iron in the bTAML complexes (1a 

and 1d) in acetonitrile medium (C-PCM) at different levels of theory. 

 

This effectively reduces the energy gap between EDO and EAO. Thus, this fine-tuning of frontier orbital 

energy induced due to variable electronic environments plays a critical role in reducing the barrier height 

and thereby explains the decrease in the HAT activation barrier, going from 1a to 1d. Furthermore, in all 

the HAT cases that we have analysed, the question of a stepwise electron transfer/proton transfer (PT/ET) 

mechanism does not arise. Our calculations indicate a concerted HAT, as the free energy for initial electron 

or proton transfer (∆GE.T and ∆GP.T) is considerably higher than the free energy of activation for hydrogen 

abstraction in the reported HAT processes (Table 3.4). Thus, the concerted mechanism is a constant 

phenomenon in all our cases, irrespective of any electronic perturbation. 

3.3 Computational Details 

All the calculations were done using Gaussian09 suite of quantum chemical programs.55 All the transition 

states were optimized at the(DFT)-M06-L/6-311G*-LANL2DZ (Fe) level of theory.56-58 M06-L density 

 

Catalyst 

Mulliken NPA 

M06-L/6-

31G*/LANL2D

Z-Fe 

BP86/TZVP/LAN

L2DZ-Fe 

PBE/6-

31G*/LANL2

DZ-Fe 

M06-L/6-

31G*/LANL2

DZ-Fe 

PBE/6-

31G*/LANL2

DZ-Fe 

1a 

 

0.948 0.613 0.621 0.403 0.243 

1d 

 

0.967 0.621 0.639 0.409 0.245 
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functional accounts for the medium-range electron correlation effects56 and has proven robust for the 

modeling of redox non-innocent ligands59 and iron spin-state splitting energies,60,61Also, it has been used 

for the quantum chemical analysis of the mechanism of water oxidation using structurally similar iron-

based TAML catalyst.62 The zero point vibrational energy corrections and thermal corrections were applied 

to the “bottom-of-the-well” values to obtain values for the Gibbs free energy at 298.15 K. Solvent effects 

were added using conductor-like polarizable continuum model (C-PCM) using a dielectric continuum of 

acetonitrile (ε=37.6).63,64 M06-L, PBE65 and BP8666 levels of theory were employed for evaluating the 

thermo-chemistry involving the HAT reactions. Furthermore, all the pKa and Eo values were calculated at 

B3LYP/6-31G*-LANL2DZ (Fe) // B3LYP/6-31G*-LANL2DZ (Fe) level of theory using a dielectric 

continuum of water (ε=80.1) employed via C-PCM solvation model.67 For analyzing the electronic 

structures of our reported complexes, the BP86/def2-TZVPP level of theory was used. This is because this 

particular functional and basis set combination produces a better spin state ordering and electron 

distribution, as has been demonstrated by Nam et al. before.68 Mulliken and natural-population analysis 

(NPA) atomic partial charges were calculated for mentioned the bTAML catalysts to understand the 

intramolecular charge distribution. Mulliken charge analysis was done at three different levels of theory in 

combination of three basis sets to get a better viewpoint. MO images were created from the Gaussian 

outputs using the VMD software.69 

3.4 Conclusion 

In summary, we have extended the beneficial effect of an extra positive charge on the observed HAT 

reactivity involving heme based systems to a pair of non-isoelectronic nonheme system. Also, looking at 

the effect of ligand modulation across a set of bTAML complexes (1a-1d), there is negligible change in 

hydrogen atom transfer (HAT) energetics, due to internal balancing between the pKa and Eo values. The 

difference in the HAT activation barriers arises due to modulation of frontier molecular orbitals (FMOs), 

because of differential electronic environments of the ligand systems. Calculations suggest that FMO 

energies are more affected by the charge on the system than by ligand modulation. The current work 

therefore provides a comprehensive, theoretical analysis of the HAT process, and it is expected that the 

insights gained will aid in the rational design of efficient biomimetic nonheme complexes for C-H 

abstraction. 
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Chapter 4 

Unraveling the role of counter anions in “Ge(II) inside a Molecular Cage” Systems 

Abstract 

The current work showcases general principles at play in systems consisting of Ge(II) dication present 

inside molecular cages. The very fact that such compounds exist appears highly unlikely, given the highly 

reactive nature of the Ge(II) dication. Our studies reveal what really occurs in solution when such 

complexes are formed: the Ge(II) dications are actually present as [Ge-X]+ (where X is the “non-

coordinating” counterion employed in such systems) during entry and subsequent existence at the center of 

the cage. Hence, what is actually present is a “pseudo monocation” that the experimentalists have 

completely missed detecting it. 
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4.1 Introduction 

In chemistry, low oxidation state cations and di-cations of heavier group 13 and 14 elements have received 

a significant amount of attention in recent years.1Of these, the most interesting family consists of single, 

isolated charged species surrounded by a cage, with no covalent interactions between the central cation and 

the surrounding cage. The genesis of this field lies in the discovery of the Ge(II)-cryptand system by Baines 

and co-workers in 2008.2The Ge(II) center is encapsulated within the cryptand and assumed to be stabilized 

by numerous weak donor–acceptor interactions due to the presence of six oxygen and two nitrogen atoms 

in the cavity. Following their discovery, many more such complexes have been reported, with various 

ligands acting as support to the central Ge(II) cation and possessing the same property as described before 

(Complexes 1-4, Figure 4.1). These include [12]-crown-4 and [18]-crown-6.3,4Related compounds with 

tacn (1,4,7-triazacyclononane) and cyclam (1,4,8,11-tetramethyl-1,4,8,11-tetraazacyclotetradecane) 

ligands have also been reported (Figure 1).4Moreover, the field has further expanded to include other group 

13 and 14 elements.1In these systems (1-4), the primary interaction between the Ge(II) center and donor 

atoms (N and O) is primarily non-covalent electrostatic, as had been pointed out in the original report by 

Baines and co-workers2 and also experimentally confirmed by the same group.5  This is quite interesting, 

since the central germanium has a single filled orbital and three empty orbitals, thereby making it a highly 

reactive species. So why does it stay isolated at the center of the cage, interacting only through electrostatic 

means with the atoms of the cage and forgoing almost any covalent interactions altogether? An even more 

interesting question pertains to the general expectation that had been observed about these systems when 

they were first reported nearly twelve years back: that they could be employed as the starting point for 

various synthetic routes, because of the ready availability of a highly reactive naked germanium dication 

that could be subjected to remote bond activation reactions on a variety of substrates.6Such an expectation 

has not been realized. This is not because of steric constraints, because the encapsulating cage provides 

ample space for the approach and departure of substrates. So, why the absence of any such chemistry for 

these set of compounds? A further question that indeed needs asking is the apparent ease by which such 

compounds have been reported to have formed. Most reports state a very high yield for these 

complexes.2,3,4How does this come about?  
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Figure 4.1 Cryptand and crown ether stabilized Ge(II) with their counter anions, as isolated in the crystal 

structure.  

If the germanium dication were to enter unassisted into the cage, it would come into close proximity with 

the cage atoms while doing so, and this would lead to chemical interactions between the highly unsaturated 

germanium center and the cage atoms, which should result in the destruction of the cage. Indeed, as we will 

demonstrate in the Results and Discussion section, room temperature ab initio molecular dynamics (AIMD) 

simulations indicate that such decomposition reactions would occur in a matter of picoseconds. In other 

words, systems that show a naked germanium cation sitting unassisted in the center of a cage (Complexes 

1-4, Figure 4.1) should have been difficult to synthesize and should have only been formed in low yields, 

if at all. And yet they are formed in very high yields. What accounts for this? 

The current computational study, with high level static density functional theory (DFT), as well as AIMD 

simulations, seeks to address these issues, focusing on the compounds 1-4. What is revealed is the hidden 

role played by the counterions: it is seen that the counterions facilitate the entry of such caged dications 

inside their encapsulating cages and ensure their subsequent stability. This insight is useful, because it then 
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allows us to understand how one could employ strategies to make the group 14 dications exist in isolation 

at the center of the cage, thereby opening up the possibility of further synthetic transformation of potential 

substrates at the cationic centers. 

4.2 Methods  

All the DFT calculations were carried out using the Gaussian 09 suite of quantum-chemical programs.7All 

Ge(II) complex geometries were optimized at the M06-2X/6-311G (d, p) level of theory.8Frequency 

calculations on all the stationary points were carried out to characterize the nature of each stationary point 

and also to evaluate the respective molecular entropic terms. The solvent effect was added through the 

Conductor-like Polarization Continuum Model (C-PCM) using the actual solvent as used for all the Ge(II) 

complexes geometries considered.9,10NBO charges have been used to calculate the net electrostatic force 

on the dicationic germanium center.11All the Wiberg bond indices (WBI) reported are the maximum values 

reported between Ge(II) and the heteroatoms ( N, O and S), i.e., if there are four Ge(II)-O interactions, for 

instance, in a particular cage the WBI indicating the greatest interaction has been reported.  

The binding energies of the all the Ge(II) complexes described in this work were calculated as follows: 

ΔG (Binding) = GGe(II)cage – Gcage - GGe(II) 

The net force on the Ge(II) was calculated using Coulomb’s law where the electrostatic force is given by: 

Felectrostatic = (1/4πε) * (qGe(II)qatom) /(rGe(II)-atom distance)
2 

where, qGe(II) = charge on the Ge(II) atom, qatom= charge on other atoms, rGe(II)-atom distance= distance and 

ε= dielectric constant for the respective solvents between Ge(II) and other atoms. The charge was assigned 

from the NBO charge analysis. A vector summation was done at the Ge(II) center in order to determine the 

net electrostatic force at the Ge(II) due to the presence of the cage atoms. Likewise the electrostatic energy 

was calculated from: 

Eelectrostatic = (1/4πε) * (qGe(II)qatom) /(rGe(II)-atom distance) 

The code to calculate the force and the energy was written in the Python Language.  

Isotropic NMR shielding tensors were calculated at the M06-2X/6-311G (d, p) level of theory in Gaussian 

09 using the gauge‐independent atomic orbital (GIAO) method.12The ab initio molecular dynamics (AIMD) 

simulations were performed with the TeraChem 1.9 quantum chemistry and AIMD software packages,13-19 
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using the B3LYP density functional20 and the def2-SVP basis set to calculate the Born–Oppenheimer 

potential energy surface. A different functional is employed when using the TeraChem software because 

the M06-2X functional has not been implemented in this suite of softwares. A slightly lower quality basis 

set has been employed in this case keeping the computational expense of the full quantum chemical 

molecular dynamics simulations in mind. The equations of motion were integrated numerically using 

Langevin dynamics with an equilibrium temperature of 300 K (also the starting temperature). The electronic 

state of the germanium dication was considered to be a singlet, or a closed shell configuration, in the AIMD 

simulations. Also, all our static DFT calculations have been done considering the singlet germanium 

dication as the ground state. The triplet state requires the excitation of one electron from the 4s orbital to 

the 4p orbital. Since the energy gap between 4s and 4p is considerably large, the former phenomenon should 

be highly unfeasible. Hence, this should make any involvement of triplet electronic state highly 

unfavourable. Non-covalent interaction (NCI) regions have been plotted using the nciplot-3.0 suite of 

programs.21 

4.3 Results and Discussion 

As discussed in the Introduction, it is expected that there exist only non-covalent electrostatic interactions 

between the Ge(II) dication and the encapsulating cage in the considered cases 1-4 (see Figure 1).  

Table 4.1 Different parameters associated with the reported Ge(II) complexes (1-4). The reported values 

are for the cationic fragment of the complex. 

 

This has been verified: for the cases 1-4, an almost 100.0% 4s orbital with minimal orbital mixing was 

obtained by natural bond orbital (NBO) analysis (Table 4.1), and the plotting of non-covalent interactions 

Compound Solvent NPA Charge on 

Ge(II) center 

Wiberg Bond 

Index (WBI) 

% of s character 

in Ge(II) center 

1 tetrahydrofuran 1.5 0.0901 (O) 97.9 

2 dichloromethane 1.4 0.2105 (N) 89.9 

3 acetonitrile 1.4 0.3100 (N) 87.3 

4 acetonitrile 1.6 0.0769 (O) 99.5 
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(NCI) for these systems (1-4) exemplifies (Figure 4.2) the fact that the electrostatic interaction is the 

primary factor between the molecular cages and their cationic hosts.  

 

Figure 4.2 Noncovalent interaction (NCI) plot for Ge(II) complexes (1-4) illustrating the non-covalent 

electrostatic interaction between the germanium dication and the heteroatoms of the molecular cage. The 

green, blue and red regions respectively represent attractive, strongly attractive and repulsive interactions. 

Colour scheme: germanium = pink, oxygen = red, carbon = sky blue, nitrogen = blue and hydrogen= white. 

Hence, as discussed in the Introduction, we have first attempted to understand whether the germanium 

dication could enter unassisted into the cages (1-4) and stay stabilized. To this end, we have employed ab 

initio molecular dynamics (AIMD) simulations. What was first investigated were AIMD simulations where 

the bare Ge(II) dication was kept on the outside of the cage and a counterion was located on the opposite 

side. The simulations were done for the Cases 1-4 discussed in the Introduction. For every case, a boundary 

radius of 9.0 Å was employed, in order to ensure that the Ge(II) dication did not fly away from the cage 

altogether during the AIMD simulations, a phenomenon known as the “evaporation” event. Figure 4.3 and 

4.4 below, showing snapshots of the results for Case 1, are very revealing. It is seen that in the absence of 

coordination to the counterion, the  
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Figure 4.3 Snapshots depicting the trajectory of ab initio molecular dynamics (AIMD) simulations done 

for Case 1, where the Ge(II) and the counter anion, [OSO2CF3]-, remain unattached.  A red circle encloses 

the Ge(II) as well as the H atom abstracted by it during the course of the simulation. Colour scheme: 

germanium = deep green, oxygen = red, carbon = gray, hydrogen = black, nitrogen = blue, sulphur = yellow 

and fluorine = sky blue. Hydrogen atoms not pertinent to the reaction have been removed for clarity. 

Ge(II) dication begins interacting with the cage, extracting a hydrogen (as hydride) from it and thus 

initiating the process of destroying it (see Figure 4.3). The fact that the H-abstraction happens as a hydride 

anion and not as a H-radical is proved by the net NPA charge of the [Ge-H]+ moiety. A net NPA charge of 

0.69 in the complex proves that the [Ge-H]+ moiety is a monocationic species. This occurs after only a 

short time has elapsed in the course of the AIMD simulations. Though Figure 4.3 shows this decomposition 

process for the original Baines system, Ge(II) with triflate (C20H36F6GeN2O12S2) and the cryptand cage, the 

same was seen to occur for all the other cases 2-4 as well. The corresponding figures for Cases 2-4 have 

been shown in Figure 4.4. The AIMD simulations therefore makes clear that that if the Ge(II) dication 

were to enter the cage in a naked, unassisted fashion, its reactive nature, as evidenced by its three empty 

orbitals and unsaturation, would lead to unwanted side reactions and cage decomposition. However, as 

mentioned earlier, very high yields have been reported for the formation of the encapsulated Ge(II)  
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Figure 4.4 Snapshots depicting the trajectory of ab initio molecular dynamics (AIMD) simulations done 

for Cases 2, 3 and 4 where the Ge(II) and their respective counter anion remain unattached.  A red circle 

encloses the Ge(II) as well as the H atom abstracted by it during the course of the simulation. Colour 

scheme: germanium = deep green, oxygen = red, carbon = gray, hydrogen = black, nitrogen = blue and 

violet = bromine. Hydrogen atoms not pertinent to the reaction have been removed for clarity. 

systems, which suggests that such side reactions are completely absent during the formation of the caged 

Ge(II) compounds. In order to explain this apparent contradiction, we hypothesized that the reactive 

behavior of the Ge(II) dication could be reduced if it were to be coordinated with one of the counterions 

present in solution when it approached the cage.  In order to test this hypothesis, AIMD simulations were 

done for all the cases Case (1-4), with the Ge(II) dication associated with the corresponding counterion in 

each case, and kept as before at the vicinity of the cage. The results are shown for Case 1 in Figure 4.5, 

and for Cases 2, 3 and 4 in Figure 4.6. Interestingly, what was seen now is that, for every case, the Ge(II)-

counterion entered without interacting with the cage, and settled at the center. Hence, what the results 

indicate is that the reactivity of the Ge(II) dication is tamed by  
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Figure 4.5 Snapshots depicting the trajectory of AIMD simulations for Case 1, where Ge(II) and the counter 

anion (-OSO2CF3) remain attached.  Colour scheme: germanium = deep green, oxygen = red, carbon = 

gray, hydrogen = black, nitrogen = blue, sulphur = yellow and fluorine = sky blue.  Hydrogen atoms not 

pertinent to the reaction have been removed for clarity. 

the presence of a counterion, and this not only stops unwanted side reactions from taking place, but also 

ensures that the Ge(II) dication enters into the cage and settles at its center. For Case 4, an interesting 

deviation was observed. The counter anion (GeBr3
- in this case) ferries the dicationic germanium into the 

sandwich crown ether cage during the course of the simulations, as was done by the other counterions for 

the other cases.  
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Figure 4.6 Snapshots depicting the trajectory of ab initio molecular dynamics (AIMD) simulations done 

for Cases 2, 3 and 4 where the Ge(II) and their respective counter anion remain attached.  Colour scheme: 

germanium = deep green, oxygen = red, carbon = gray, hydrogen = black, nitrogen = blue and violet = 

bromine. Hydrogen atoms not pertinent to the reaction have been removed for clarity. 

However, the counter anion does not itself enter the cage in this case. What happens instead is that one of 

the two crown ether moieties that make up the cage reorients itself to accommodate the Ge(II) (see Figure 

4.6). This is an exception to the other cases where the counter anion enters into the cage along with the 

Ge(II).  

For all the other three cases (1-3), AIMD simulations show that the counter anion remains coordinated to 

the Ge(II) even after its entry into the cage. The reason for this becomes clear from static DFT calculations, 

which show that the [Ge(II)-counter anion]+ species inside the cage represents a stable structure. Indeed, it 

is seen that this complex is more stable than the corresponding system where the counter anion is stationed 

as a non-coordinating species at a much greater distance (see Table 4.2 and Figure 4.7 in the ESI).  

 

Figure 4.7 Geometries of free and counter anion bound crown ether and cryptand complexes (1, 2, 3) of 

Ge(II), optimized at the M06-2X/ 6-311G (d, p) level of theory. 

This was observed for all the cases considered, with the exception of Case 4, where the counter anion (GeBr-

3) left the Ge(II) dication center during the optimization process (Figure 4.8). (For Case 2, the Ge(II) - 

counter anion distance is ~ 3.70 Å, but this still represents a much  
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Figure 4.8 Geometry optimization trajectory of counter anion binding in Case 4. Colour scheme: 

germanium = deep green, oxygen = red, carbon = gray and bromine = violet. Hydrogen atoms not pertinent 

to the reaction have been removed for clarity.  

closer distance than in the crystal structure). This result thus explains why the counter anion remains with 

the dication for cases 1-3 in the AIMD simulations, and also why the counter anion completely detaches 

from the Ge(II) cation after thrusting it into the molecular cage in Case 4. Therefore, in almost all the cases 

considered, the calculations indicate that the counterion stays in the proximity of the Ge(II) dication in 

solution. This is significant, because it reveals that the reality in solution is far removed from what is 

observed from the reported crystal structures. This also helps to explain perhaps why the systems are so 

stable and have been reported in high yields.  
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Figure 4.9 Snapshots depicting the trajectory of ab initio molecular dynamics (AIMD) simulations done 

for Cases 1, 2, 3 and 4 where the Ge(II) and their respective counter anion remain attached.  Colour scheme: 

germanium = deep green, oxygen = red, carbon = gray, hydrogen = black, nitrogen = blue, yellow = sulphur, 

sky blue = fluorine and violet = bromine. Hydrogen atoms not pertinent to the reaction have been removed 

for clarity. 

Furthermore, we have examined whether a similar phenomenon occurs when the Ge(II) dication is attached 

to the heteroatom of their respective solvents in which they were synthesized (similar to the case described 

earlier when the counter anion was attached to the dicationic germanium center). AIMD calculations have 

been carried out on each of the complexes (1-4). For every case, a similar boundary radius of 9.0 Å as 

imposed earlier was employed and the respective counter anions were placed unattached at a large distance 

apart from the Ge(II)-explicit solvent adduct centers (see Figure 4.9). Simulations illustrate that the Ge(II) 

destroys the cage by abstracting a hydride  from the cage in all the complexes (see Figure 4.9), except in 

4, where, earlier we had shown that the dication was unattached to the counter anion. For 4, though the 

dication does not destroy the cage as in previous cases (1-3), it forms a distorted structure which is 

geometrically different from the experimentally isolated structure (Figure 4.9). Hence, the presence of an 

explicit solvent molecule does not play a beneficial role that the counter anions display in stabilizing the 

dications inside the cages. 

Table 4.2 Thermodynamic parameters of counterion binding of the respective counter anions in solution, 

at the M06-2X/6-311G (d, p) // M06-2X/6-311G (d, p) level of theory. 

 

 

 

 

 

 

 

Molecule Solvent ΔG (kcal/mol) Counter ion 

(C.I) 

1 tetrahydrofuran -8.8 OTf- 

2 dichloromethane -4.2 GeCl3
- 

3 acetonitrile -7.9 Br- 
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A further important point that needs to be made here pertains to 19F-NMR data that has been reported by 

Baines and co-workers for Case 1.5 When 19F-NMR was done for this system, a single resonance signal 

akin to a triflate anion was obtained.2This would suggest that the triflate anion remains in a dissociated 

form outside the cage away from the Ge(II) dication, thus reinforcing the crystal structure orientation of the 

counterion and contradicting our current results. In order to investigate this seeming discrepancy, we have 

done 19F-NMR DFT calculations to determine the shifts with the counterion (i) bound as well as (ii) not 

bound to the Ge(II) dication center.  

 

Figure 4.10 Computationally generated 19F-NMR spectra for counterion (i) bound and (ii) not bound to the 

Ge(II) dication center in complex 1. 

What we found, was that the simulated 19F-NMR shifts patterns were almost the same whether the triflate 

anion was bound to the Ge(II) center or stayed outside the cage (Figure 4.10). Hence the experimental 19F-

NMR data done for the Baines system (Case 1) in solution does not contradict the computational results, 

and allows for the likelihood of the counterion binding to the Ge(II) center inside the cage, when the caged 

system is present in solution. Moreover, the crystal structure for a crown ether complex of Ge(II) shows 

that one of the counter anions is attached to the central dication.3Also, certain other Sn(II), In(I) and Ga(I) 
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crown ether and cryptand complexes show at least some interaction between the counterion and the cationic 

center.22-26 

Hence, for the Cases 1-4, the counterion is seen to play an important role in keeping the Ge(II) inside the 

cage and reduce its propensity for unwanted side reactions. Another factor that makes it favorable for a 

charged species to be at the center of the cage is the energetic favorability of this configuration. In other 

words, once a monocation (or a dication) settles at the center of the cage, it is likely to remain there, because 

that is seen to be the most favoured configuration energetically by the simple concept of differential 

calculus.  

Another important conclusion is that only one counterion out of the two binds to the dication at the center: 

when optimizations were done for Case 1 keeping both triflate counterions at the germanium center, the 

second triflate anion returned to the uncoordinated geometry during the optimization cycle (Figure 4.11). 

This is because the reduced charge on the Ge(II) center after one counter anion binding makes it less 

favourable to bind another negatively charged counterion at the same center. Other inhibiting factors such 

as steric effects could further reduce this favorability. The lower charge on the Ge(II) also serves to reduce 

its reactivity inside the cage. These observations can be extended to other cases where counter anion 

coordination was seen to be important (Cases 2 and 3). 

 

Figure 4.11 DFT Optimization trajectory for Case 1 keeping both triflate counterions at the germanium 

centre. Colour scheme: germanium = deep green, oxygen = red, carbon = gray, nitrogen = blue, sulphur = 

yellow and fluorine = sky blue. The cage hydrogen atoms are not shown for the purpose of clarity. 

A further point worth considering is the strength of the dication – counter anion interaction when the two 

are encapsulated inside the cage. For this, we have looked into the interaction of Ge(II) with Br- in Case 3. 

We have observed that in the optimized structure, there is an elongation of the bond length in [Ge-Br]+ 
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(bond length = 2.79 Å), as compared to an unconfined and isolated [Ge-Br]+ ion(bond length = 2.25 Å). 

The bond order in the encapsulated [Ge-Br]+ is also seen to be significantly lower (see Table 4.3).  In other 

words, there is a confinement, “cage effect”, on the interaction between the Ge(II) and the Br- in Case 3, 

and this leads to the weakening of the interaction of the cation and the anion inside the cage. Why this 

occurs is due to the favorable electrostatic interactions between the two ions and the partial charges of the 

cage atoms. This cage effect helps explain perhaps why the counter anion dissociates during the 

crystallization process and is observed to be found outside the cage in the experimentally observed crystal 

structures in the Cases 1-4. 

Table 4.3 Different parameters comparing the case of [Ge-Br]+ in a bare state with the [Ge-Br]+ 

encapsulated inside the cage in Case 3 in solution. 

Hence, the current computational investigations show that in almost all the cases investigated, it is likely 

that the counterion would bind to the Ge(II) at the center of the cage in solution, a situation very different 

from that envisaged from the obtained crystal structures, which show the two counterions to be present 

outside the cage. This is also significant in a different sense. In a commentary on the obtained results by 

Baines and co-workers, Lambert and Müller had suggested that these unusual compounds could be 

employed as the starting point for new synthetic strategies:6,27since the Ge(II) dication lay uncoordinated 

and accessible at the center of the cage with plenty of space for substrates to enter, they could be approached 

by a range of substrates and new products could therefore be made from the subsequent interaction between 

the Ge(II) dication and the different substrates. However, no reports of such synthetic strategies have been 

reported to date. Only loosely coordinated adducts with water and ammonia molecules have been reported 

so far.28The current results help to explain why this is so: the Ge(II) dicationic center is not present in an 

accessible form in solution, but is coordinated to a counterion. Hence, an incoming substrate would first 

have to remove the counterion from the Ge(II) dication in order for new chemistry to take place, and this 

Complexes Ge-Br bond length 

(A) 

WBI BOND 

INDEXES OF Ge-Br 

bond 

NPA CHARGE 

ON Ge (II) 

[Ge-Br]+  2.25 1.00 1.42 

3 2.79 0.45 1.30 
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would be difficult in the sterically constrained area in the caged structures. This hypothesis is further 

exemplified by the fact that a NHC stabilized Ge(OtBu)2 synthesized from the cryptand complex required 

a strong nucleophile like potassium tert-butoxide. Hence, the current work serves to explain the difficulties 

in exploiting such systems for new chemistry. But now that the explanation has been provided, can we also 

suggest means by which this problem could be overcome? The answer is a “yes”: Case 4 provides the clue. 

Though the Ge(II) dication was seen to enter the cage with the assistance from the counterion in Case 4, 

the counter anion did not remain with the Ge(II), as was discussed earlier. If the reasons why this happens 

could be understood, then this would serve as a means of designing new cages in future where the 

counterion would not be necessary for stabilizing the Ge(II) dication inside the cage in solution.  

In order to understand why Ge(II) in Case 4 is stabilized without any attachment to the counterion, we have 

employed a new computational approach that we have recently developed, which determines the force and 

energy experienced by the Ge(II) dication when at the center of the cage. This is because the main 

interactions between Ge(II) and the cage atoms are electrostatic in nature. If the force pulling the Ge(II) 

away from its preferred position at the center of the cage is higher in some cases than in others, it would 

explain why the germanium dication needs a counterion to stay at the center of the cage in some cases and 

not in others. The computational strategy that we employed has been explained in detail in the 

Computational Details Section. We had previously shown that force can be employed to determine the 

strength of hydrogen bonding interactions.29  

Here, we have developed a strategy where we (i) have considered dicationic cases, where the cages were 

optimized with the Ge(II) dication at the center without any counterion, (ii) obtained the charges on the 

different atoms of the cage, as well as on the Ge(II) center (NPA charges were employed for this purpose) 

and (iii) determined the electrostatic force between the Ge(II) center and each atom, by using Coulomb’s 

law, and (iv) then obtained the net force acting at the Ge(II) center by vectorially adding up all the individual 

force values. This is a simple strategy, and its effectiveness lies in the fact that the absolute values of the 

forces is not as significant as the relative values obtained for the different cases considered. Column 4 in 

Table 4.4 below shows the results obtained for the Cases 1-4. For all the cases, the net electrostatic force 

was seen to be repulsive. Case 4 was seen to have the lowest repulsive force at the Ge(II) center, while the 

Ge(II) in Case 2 was seen to be experiencing the highest repulsive force. Indeed, the force was 13.7 times 

higher in  

Table 4.4 The force at the Ge(II) center for reported Ge(II) complexes (1-4). The reported values are for 

the cationic fragment of the complex. 
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Case 2 than in Case 4 (Table 4.4). This is largely due to the fact that, for Case 4, the Coulumbic interactions 

between the heteratom oxygens and the almost oppositely placed Ge(II), which are the primary interactions, 

largely cancel each other out due to the orientation of the cage (Figure 4.12) and this leads to a reduced 

repulsive force at the Ge(II) center. This analysis indicates that the nature of the cage is very relevant in 

determining how favorably the Ge(II) would sit inside the cage without support from the counterion, and 

indeed, as we had seen, the counterion is not necessary for Case 4, and is present outside the cage in this 

case.  

 A similar computational strategy also allows us to calculate the electrostatic energy of the interaction of 

Ge(II) with the cage atoms (see column 5 in Table 4.4). A perusal of the values shows that it does not 

explain why the counter anion does not stay coordinated to Ge(II) in Case 4, but does so in the other three 

cases. Indeed, here Case 1 is seen to show the most favourable  

Compound Solvent                                                                                                                                                                                                                                                                                                                                                                                                                                                                                           Net Force on Ge 

(II) (pN)/NBO 

Relative Values 

of the Force on 

Ge(II) for Each 

Case, Compared 

to Case 4 

Relative 

Values of the 

Energy at the 

Ge(II) center 

for Each 

Case, 

Compared to 

Case 1 

1 tetrahydrofuran 611.7 10.9 1.0 

2 dichloromethane 769.0 13.7 1.9 

3 acetonitrile 235.8 4.2 10.8 

4 acetonitrile 56.1 1.0 4.7 
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Figure 4.12 Illustration of cancellation of coulombic interactions between the Ge(II) center and the oxygen 

heteroatoms in Case 4. 

electrostatic interactions between Ge(II) and the atoms of the enclosing cage. These results serve to show 

that the electrostatic force is a better parameter to understand cation-cage interactions than the electrostatic 

energy of interactions, because when charged species are present in close proximity, the distance between 

them becomes a crucial factor. This is because the energy of interaction varies as the inverse of the distance, 

while the force varies as the square of the inverse, and therefore the force becomes a more dominant entity. 

This result underlines the value of developing strategies to evaluate the force of electrostatic interaction 

between charged species that are present close together. 

4.4 Conclusion 

The value of the insights gained from this analysis is that it shows that the principal quality a cage should 

have to keep a naked cation at its center is to reduce repulsive electrostatic interactions with the cationic 

center as much as possible via efficient design of the cage. Hence, our work (i) reveals the hidden role 

played by the counterion in stabilizing the Ge(II) dication inside caged structures, and (ii) shows the 

principal factor necessary to have naked Ge(II) cations in cages. This has relevance for the development of 

synthetic strategies beginning from accessing naked cations in caged structures. Our hypothesis could also 

be extended to similar “cation in a cage” systems. This idea will be subsequently explored in the following 

chapter of this thesis. 
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Chapter 5 

Hidden Role of Counter Anions: Implications in Biology and Surface Science 

Abstract 

We have earlier deduced that a dicationic Ge(II) actually resides as a pseudo monocation inside a molecular 

cage in solution by the involment of their corresponding counter anions. Interestingly, such pseudo 

monocation encapsulated cages are seen to be equally relevant in systems of biological importance, such 

as for dicationic s block based ionophores. In explaining such cases, the concept of “isoionicity” is 

introduced, demonstrating that the counterion coordinated dications are isoionic with a monocation, such 

as Li(I), isolated in the same ionophore. This leads to the realization that two monocations inside a cage 

represents a stable assembly, which, in turn, provides important insights into surface chemistry, while 

considering the case of a recently isolated C18 molecule on a NaCl surface. 
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5.1 Introduction 

A model that deserves a closer look is that of a cation inside an enclosing molecular caged structure. This 

chemical system is of relevance to several important areas of chemistry, biology and surface science. For 

instance, pendant molecular cage structures in polymer electrolyte membranes (PEMs) serve to transport 

protons from the anode to the cathode in state-of-the-art fuel cells;1a crown ether is seen to flit from one 

cationic polypeptide site to the next, serving as a relevant model for understanding dynamics in biology2 

and the progress of a cation through an ion-channel can be visualized as its passage through a successive 

series of molecular cages linked together. In the previous chapter, we had elucidated the subtle role of the 

counter anions in Ge(II) .The current theoretical and computational investigation is to carefully look at this 

“cation in a cage” model across different disciplines, and finds surprising insights with it in a) biology: for 

the behavior of dications of groups 1 and 2 encased in ionophores and in b) surface science: for explaining 

the role of C18 ring to encompass two monocations inside its periphery. 

Furthermore, we have taken the insights gained from the studies of these group 14 complexes in the 

previous chapter, and looked across the Periodic Table into other systems, such as the biologically relevant 

dicationic group 2 ionophores: Mg-Ionophore VII and, and shown that factors similar to group 14 dications 

are in play in these systems as well. What is especially important in these studies is the realization that the 

counterion coordinated dication systems {such as [Mg-Cl]+} have a net charge at the center that matches 

almost exactly the charge of a lithium monocation: Li(I) at the center of the same cage. The counterion 

coordinated dication is, therefore, like a “pseudo monocation”, or, in other words, it is isoionic with a 

monocation. This isoionic analogy has relevance, because it provides a possible explanation for the unusual 

similarity that has been observed in the behavior of Mg(II) and Li(I) cations in biology.3A further important 

consequence is that the isoionic analogy allows us to postulate that two monocations inside the same cage 

represents a stable configuration, by looking at an experimentally identified structure where two counterion 

coordinated dications (i.e. two “pseudo monocations”) were present together in a valinomycin cage.4 This 

insight has enabled us to explain the success of employing an NaCl surface in the recently reported 

stabilization of the C18 molecule, which is a remarkable new development in materials chemistry.5 

Hence, the current computational exploration of cation encapsulated cage systems reveals the hidden role 

of counterions in biologically important ionophores, introduces the isoionic analogy, and exploits them to 

shed light on the behavior of important caged systems in chemistry, as well as in biology and surface 

sciences. 
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5.2 Methods 

All the DFT calculations were carried out using the Gaussian 09 suite of quantum-chemical programs.6All 

the ionophore complex geometries were optimized at the M06-2X/6-31G (d)//M06-2X / 6-311G (d, p) level 

of theory. The C18 molecule on the fixed NaCl surface was optimized at the M06-2X/ 3-21G (d) level of 

theory. This was done keeping the computational expense in mind, due to the larger size of the ionophore 

complexes. Frequency calculations on all the stationary points were carried out to characterize the nature 

of each stationary point and also to evaluate the respective molecular entropic terms. The solvent effect was 

added through the Conductor-like Polarization Continuum Model (C-PCM) using the actual solvent as used 

for all the Ge(II) complexes geometries considered and using water as a solvent for the described ionophore 

complexes.7,8NBO charges have been used to estimate the partial charge on the cationic center.9All the 

Wiberg bond indices (WBI) reported are the maximum values reported between the cation and the 

heteroatoms (N, O and S), i.e., if there are four cation-O interactions, for instance, in a particular cage the 

WBI indicating the greatest interaction has been reported. Non-covalent interaction (NCI) regions have 

been plotted using the nciplot-3.0 suite of programs.10 

5.3 Results and Discussions 

 

Figure 5.1 Optimized geometries of free and counter anion bound ionophore complexes of Mg(II) and 

Ca(II), with Cl- considered as the counter anion. Colour scheme: magnesium = violet, calcium = yellow, 
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oxygen = red, carbon = gray, nitrogen = blue and chlorine = green. Hydrogen atoms on the ionophore cages 

are not shown for the purpose of clarity. 

The previous chapter detailed insights into group 14 chemistry, specifically showing how Ge(II) dications 

are stabilized by the presence of a counter anion inside the enclosing cage in solution. What is important to 

note in this is that the interactions that had to be considered were primarily electrostatic in nature. This 

point to a significant fact: that the insights gained from the study of group 14 systems might be equally 

relevant across the Periodic Table. This is because, for instance, alkali and alkaline earth metal cations 

interact primarily through electrostatic interactions, and if one were to investigate cages encapsulating such 

cations, the principal interaction between the cage and the cations would also be electrostatic in nature. 

Specifically, one could consider the important area of ionophores enclosing dicationic group 2 ions, which 

are of significant interest in biology.  

Ionophores are molecules that catalyze the transport of ions across hydrophobic cell membranes.11The role 

of the ionophore is to reversibly and selectively coordinate to a cation and shield it from the cell membrane 

and hence facilitate the diffusion of the cation into the ion channel. In other words, the ionophore serves to 

insulate the charge of the cation from the hydrophobic cell membrane, and therefore, their function is even 

more significant when the charge on the cation is +2, i.e. for dicationic systems. These dications are usually 

Mg(II) or Ca(II).  

Table 5.1 Highest Wiberg Bond Indices (WBI) of the ionophore cation and a heteroatom in the ionophore 

cage in all the ionophores reported. 

 

Ionophores 

 Highest WBI Value of M-E bond 

(M=Mg2+, Ca2+, Li+; E = 

Heteroatom of the Cage) 

 

Mg-Ionophore VII (Mg2+) 

Without Counter anion 0.13(O) 

With Counter anion 0.10(O) 

  

Calcimycin (Ca2+) 

Without Counter anion 0.08(O) 

With Counter anion 0.17(O) 

Mg-Ionophore VII with Mg2+ 

substituted by Li+ (Li+) 

_ 0.09(O)  
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Hence we have chosen two molecular cages that specifically bind to dication magnesium (Mg-Ionophore 

VII) and calcium (Calcimycin) respectively. Such encapsulated dicationic ionophore systems such as Mg-

Ionophore VII and Calcimycin (see Figure 5.1) have a lot in common with the encapsulated group 14 

dications that have been discussed in the previous section. Since they have an octet configuration, it is likely 

that they would have negligible covalent interactions with the heteroatoms of the ionophore cage after 

coordination (Table 5.1). NCI plots also illustrate the large non-covalent electrostatic interaction present 

within these systems (Figure 5.2). 

 

Figure 5.2 Noncovalent interaction (NCI) plot for Mg/Ca/Li based ionophore illustrating the non-covalent 

electrostatic interaction between the Mg/Ca centers and the heteroatoms of the ionophore cage. The green, 

blue and red regions respectively represent attractive, strongly attractive and repulsive interactions. The 

central metal cations are encircled for clarity. 

The results with the group 14 systems had indicated the significance of the coordination of one counter 

anion to the dicationic center. The purpose of looking at the ionophores encapsulating Mg(II) and Ca(II) 

dications was to check whether the same holds true for group 2 systems as well.  

In biological systems, phosphate (PO4
3-) and chloride (Cl-) are the principal counter anions and there is at 

least one previous report that has indicated the presence of a counterion (chlorate, ClO4
-, in that case) that 

was present inside the valinomycin ionophore cage, coordinated to a Ba(II) dication, with two such Ba(II)-

ClO4
- ions being present together inside the cage.4In the current investigation, we have focused on the 
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possibility of coordinating a Cl- counter anion to the dicationic center in the Mg-Ionophore VII and Ca-

calcimycin ionophore systems. 

The free energy of chloride binding was seen to be favourable for the Mg(II) case by 3.7 kcal/mol and 

feasible in the Ca(II) case (marginally unfavourable by 0.1 kcal/ml). In other words, for the Mg(II) case, 

the equilibrium would strongly favour counter anion binding to the Mg(II) center, while in the case of 

Ca(II), there would be equal probability of the counter anion existing inside or outside the ionophore cage. 

Ionophores function as a shield to the charged dication from the hydrophobic membranes of the channel 

and thus help in the smooth transfer of the cations. Hence, this counter anion binding to the dication (that 

reduces the formal charge on the cation) serves as a secondary layer of insulation of the charge from the 

membrane layer.   

At this point, it is worth noting that the counter anion coordination in the group 14, as well as the group 2, 

dications inside molecular cages effectively reduces the formal charge on the dication from +2 to +1. In 

other words, coordination of a counterion to the dication results in the formation of a net “pseudo 

monocation” at the center of the cage. Since monocationic alkali metal systems encapsulated by cryptands 

and crown ethers have been widely reported and discussed in the literature,12,13these stable pseudo 

monocationic systems situated at the center of the cryptand and crown ether cages appear strikingly similar. 

Hence, one could consider the pseudo mono-cationic systems to be “isoionic” to an alkali metal 

encapsulated inside the same molecular cage.  

One begins to understand the significance of the isoionic analogy when considering and comparing 

dicationic magnesium and monocationic lithium ions. Recent experimental results suggest that Mg(II) can 

interact with the ATP triphosphate side chain and Li(I) can co-bind with the native Mg(II) to form ATP-

Mg-Li and hence modulate the receptor response.14The net charge has been demonstrated to play a pivotal 

role in the competition between Li(I) and Mg(II) for  metal-binding sites and subsequent inhibition of key 

enzymes involved in specific neurotransmission pathways.15Dudev and Lim had demonstrated, via 

computational studies, that Mg(II) binds in a tridentate fashion to the phosphate groups of ATP  and Li(I) 

binds to the same anionic phosphate groups in a bidentate fashion.16Hence, there is evidence to suggest that 

dicationic magnesium and monocationic lithium act on a specific site by modulation of counter anion 

coordination, so that they become isoionic with each other during the interaction. That, coupled with the 

similarity of their radii due to their diagonal relationship in the Periodic Table, might explain the similarity 

of their observed biological behavior. In order to investigate whether the isoionic analogy holds for Mg(II) 

and Li(I) in caged structures, we decided to replace [Mg(II)-Cl]+ in the Mg-Ionophore VII with an Li(I). A 
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comparison of the NPA charges revealed that Li(I) and [Mg-Cl]+ have almost the same partial charges (0.61 

and 0.66 respectively) and are therefore isoionic to each other (Figure 5.3). 

 

Figure 5.3 Illustration of the isoionic phenomenon. Colour scheme: magnesium = violet, lithium = pink, 

oxygen = red, carbon = gray, nitrogen = blue and chlorine = green. Hydrogen atoms on the ionophore cages 

are not shown for the purpose of clarity. 

One conclusion from this is that Li(I) can compete and replace an [Mg(II)-counter anion]+ ion inside 

ionophores such as Mg-Ionophore VII, which provides fresh new insight into competition between alkali 

and alkaline earth metal systems in biology. However, there is a larger point that can be made here. The 

isoionic analogy allows us to also consider the interesting case of the valinomycin encapsulated Ba(II)-

chlorate system that had been mentioned previously.4 Spectroscopic studies revealed that there were two 

Ba(II)-chlorate ions present inside the valinomycin ionophore. In the context of the current work, this 

indicates the presence of two pseudo monocations inside the caged structure. This was made possible 

because of the flexible valinomycin cage undergoing a conformational change, thereby adopting a novel 

conformation different from the uncomplexed valinomycin ionophore,4which allowed it to successfully 

stabilize the two pseudo monocations inside the cage. Now, with the insights that we have developed in the 

current work on pseudo monocations, as well as of the isoionic analogy, this experimental result makes it 

clear that it should be possible to stabilize two monocations isoionic with the counter anion coordinated 

dication inside similar flexible molecular cages.  
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Figure 5.4 Optimized geometries of two Li(I) cations encompassed by Mg-Ionophore VII (the two lithium 

unfixed and fixed) at the M06-2X/6-31G* level of theory. 

 

In order to drive home this point, we have looked at Mg-Ionophore VII, and encapsulated two Li(I) 

monocations inside the cage, instead of one, as done earlier. We considered two cases here, one where the 

two Li(I) ions were allowed to relax into a stable configuration inside the cage, and one where the distance 

between the two Li(I) ions was kept fixed inside the cage (Figure 5.4).  What was interesting is that the 

energy difference between the two optimized structures was only 6.1 kcal/mol.  This is due to fact that the 

flexible ionophore ligand was able to reorient itself to stabilize the two mutually repelling Li(I) cations 

inside the ionophore cavity via interactions with the negatively charged heteroatoms of the molecular cage, 

even when the distance between the two positive ions was kept fixed. Hence, molecular cages possessing 

a flexible, electron rich and large cavity size possess the ability not only to stabilize dications in the form 

of pseudo monocations, but also two monocations located inside its periphery. 

Why is this important? Because of the relevance it may have in the area of surface chemistry. A very recent 

experimental report details the stabilization of a cyclo[18] carbon (C18) structure on a bilayer (1,0,0)  NaCl 

surface, which was itself positioned on a Cu (1,1,1) surface.5The C18 thus stabilized was characterized using 

high-resolution atomic force microscopy (AFM), which revealed a polyynic structure with defined 

positions of alternating triple and single bonds. Now, as discussed above, if a ring is large and flexible, then 

it has the potential to make a stable complex with two monocations, even if the cations were constrained to 

be at fixed positions. C18, like valinomycin, is sufficiently large and flexible, thereby enabling it to possess 

the ability to stabilize two monocations in its encompassing space, even if the monocations were only to be 

available at fixed positions. Moreover, the fact that it possesses alternating single and triple bonds facilitates 

bond polarization, the other criterion required for successful electrostatic interaction with two monocations. 
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Hence, one would expect that C18 would be able to make a stable complex if two monocations were to be 

housed inside of it. In this case, the rare C18 was isolated on a (1,0,0) NaCl lateral cut over a (1,1,1) Cu 

surface, which would lead to both sodium and chloride ions being present inside the C18 “cage“, i.e., this is 

not the system under discussion here. However, if, instead, the (1,1,1) NaCl lateral cut were present on the 

(1,1,1) lateral cut of Cu, the uppermost layer of atoms would be made up of only sodium monocations at 

fixed distances from each other and thus the C18 ring would enclose two monocations inside its periphery. 

Such a scenario is shown in Figure 5.5 below. The insights gained from two pseudo-monocations present 

in a polarizing, enclosing ring, discussed above, suggest that such a situation would lead to a stable 

configuration, as exemplified by DFT calculations. They indicate that the binding energy of this specific 

kind of conformation is significantly higher (ΔE = -219.7 kcal/mol) than the stabilization of the C18 over 

the NaCl (1,0,0) surface (ΔE = -65.6 kcal/mol). The fact that the ΔE values appear high is because of the 

cluster model employed for the NaCl surface layers considered in each case, and donot, therefore represent 

the exact binding energy values of the C18 on the two NaCl surfaces considered. What is important, 

however, is that a qualitative comparison can be made between the two binding energy values, which would 

indicate that the stabilization of the C18 on the NaCl (1,1,1) lateral cut would be significantly higher than 

on the NaCl (1,0,0) lateral cut, which was experimentally employed. This insight can act as a guide for the 

stabilization of C18, and analogous ring structures in the future, especially because the NaCl can be 

epitaxially grown as a (1,1,1) lateral cut on the (1,1,1) copper surface, and therefore experiments can be 

done where the C18 would be stabilized on a (1,1,1) NaCl surface rather than a (1,0,0) NaCl surface. Also, 

it should be noted that (1, 1, 1) surface is less stable than a (1, 0, 0) surface.5Indeed, the current calculations 

suggest that such a situation would lead to reduced movement of the C18 ring on the NaCl (1,1,1) surface, 

unlike in the experiments reported, where the C18 was observed to be move more frequently on the NaCl 

(1,0,0) surface.5In short, employing the NaCl (1,1,1) surface would lead to greater likelihood of observing 

phenomena, such as the stabilization of rare carbon rings, in surface science. 
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Figure 5.5 Optimized geometry of C18 on an NaCl surface as seen (a) from the top (b) from the side and 

(c) from the top showing the distances of the two enclosed Na(I) cations from the nearest carbon of the C18 

molecule, at the M06-2X/3-21G* level of theory. The two Na (I) cations that the C18 encompasses are 

shown enclosed in red circles. Colour Scheme: Gray = Carbon, Violet = Sodium and Green = Chloride 

5.4 Conclusion 

The insights inherited from the earlier chapter are applied to group 2 systems important to biology: to 

dicationic Ca(II) and Mg(II) binding ionophores, and the same pseudo monocation model is found to fit 

perfectly in these cases as well. Furthermore, for the Mg(II) binding ionophore, we show that [Mg(II)-Cl]+ 

can be replaced by a Li(I) inside the same ionophore and the two systems - one a pseudo monocation and 

the other a monocation – would possess the same charge inside the cage. This leads to the formulation of 

the “isoionic analogy”, and indicates that Li(I) can compete with Mg(II) for the same ionophore center, 

which has implications for the biochemistry of ionophores.  The isoionic analogy also leads to the 

realization that two monocations can be stabilized inside a sufficiently flexible and polarizable cage, which 

provides a means of analyzing similar systems in future. 

Our current work therefore provides insights into the behavior of cations enclosed in molecular cages, and 

explains a wide range of experimentally observed phenomena in such systems. It is easy to see that the 

insights gained from the current studies would have implications for other phenomena observed for caged 

systems. For example, in polymer electrolyte membranes (PEMs), low proton transfer barriers are coveted 

for efficient transfer of protons through the membrane. The tendency of cation to stabilize itself at the center 

of molecular cages can aid in understanding the mechanism of the hopping of the proton through pendant 

cages in certain PEMs.1 
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Chapter 6 

Computational Investigation on the Role of External and Local Electric Fields in 

Macrocyclic Chemical and Biological Systems 

Abstract 

Investigating the role of electric field in systems of widespread interest via computational techniques is a 

blossoming field of research. In this respect, we have chosen two macrocyclic systems of chemical and 

biological importance for a comprehensive theoretical analysis. The outcome of applying an oriented 

external electric field (OEEF) on the geometric and electronic properties of the chemically unique π-

conjugated carbon ring compounds has been studied. The distinct changes in its critical features inspired 

us to investigate the specific function of built-in local electric field (LEF) present in naturally occurring 

macrocyclic systems like valinomycin. We have deduced the role of counter anions like chloride (Cl-) in 

biological systems and its different conformational status in potassium (K+) and sodium (Na+) coordinated 

valinomycin macrocycle. Furthermore, this divergence has been proposed to be one of the possible reason 

for the selectivity of the valinomycin macrocycle for a K+ cation over Na+.   
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6.1 Introduction 

The interaction between matter and electric field specifically in the context of chemistry has been captured 

over some period now.1One of the most commonly encountered phenomenon is Stark effect. However, 

electric fields have captured the imagination of researchers recently and has fueled interest to investigate 

this field into various aspects of chemistry.2-4The role of oriented external electric field (OEEF) i.e external 

electric field applied along a particular direction in space has also been explored in this context with respect 

to its implementation in modulating reaction rates, regio-selectivity and spin-selectivity.5Though 

conceptualized theoretically in the initial periods, it’s practical application provided  a very limited scope 

as an outcome of the experimental limitations associated with application of  oriented electric. However in 

recent years, various methods have been designed and proposed for the actual realization of these concepts 

into real term use.4  

Angle strained π-conjugated carbon rings are attractive molecules due to their distinctive electronic and 

structural properties.5Due to the low overlap between p orbitals as a result of the structural constraints, these 

molecules are highly reactive but also finds applicability in practical use via numerous means.6-10 These 

group of cyclocarbons can be broadly be categorized into three classes i.e a) cyclocarbon b) 

cycloparaphenylene (CPP) and c) cycloparaphenylacetylene (CPPA) (Figure 6.1).11Considering their 

relatively elastic structural and stand-out electronic properties, an application of an OEEF can tune the 

existing properties to a considerable extent and thus rendering these molecules an interesting subject to 

investigate in the context of OEEF research. Previously, external electric field application on carbon 

systems like fullerene, graphite and nanotubes were performed.12 

 

Figure 6.1 a) cyclocarbon b) cycloparaphenylene (CPP) c) cycloparaphenylacetylene (CPPA) 
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An alternate manifestation of electric field observed in matter are local electric fields (LEFs). This field as 

the term suggests is introduced via charged functional groups present in the periphery of the molecules.3In 

biomolecules, this field is generated by polar side chain of the framework.13 Moreover, the origin of the 

catalytic activity in enzymes has been explained via the concept of LEF by Warshel and co-workers.14This 

explanation has been experimentally corroborated by Boxer and co-workers on the basis of vibration Stark 

effect measurement whereby an extremely high electric field was successfully quantified in ketosteroid 

isomerase enzyme.15Further experimental proof elucidating the importance of LEF has been provided by 

Spackmann and co-workers.16All these key findings have stressed the importance of estimating the electric 

field strength in the active sites of enzymes. This would be helpful not only to understand fundamental 

properties in biologically relevant systems but also provide important clue for novel molecular design for 

useful applications. 

 

Figure 6.2 Valinomycin ionophore macrocycle. 

In this work, we have computationally explored the effect of both OEEF and LEF in important systems 

using state of the art quantum chemical methods. The structural and electronic effects of OEEF in π-

conjugated carbon rings has been studied via exploring all the three classes of molecules integral to it 

(Figure 6.1). Furthermore, we have comprehensively abstracted the implications of LEF in the important 

biological macrocyclic ionophore molecule of valinomycin (Figure 6.2). Valinomycin is an ionophore that 

selectively coordinates and transports K+ across cellular membranes.17In summary, we have illustrated how 

electric field, both manually applied and inherent, plays a pivotal role in tuning the properties and activity 

of relevant systems. 

6.2 Methods 
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6.2.1 π-conjugated macrocycles 

All the calculations were done using Gaussian09 suite of quantum chemical programs.18All results 

presented in this work were calculated by using ωB97XD exchange-correlation functional19 in conjunction 

with def2-TZVP20 (for a) and 6-311g** (for b and c) basis set respectively in the gas phase. The ωB97XD 

functional reproduced the geometry generated by the more robust coupled-cluster singles and doubles 

(CCSD) theory and can also reasonably depict electronic structure of the cyclo[18]carbon.21The EEF was 

applied via "field" keyword in Gaussian program. 

6.2.2 Valinomycin macrocycle 

All the DFT calculations were carried out using the Turbomole 7.1 suite of programs.22 Geometry 

optimizations were performed using the Perdew, Burke, and Erzenhof density functional (PBE)23 

functional, the electronic configuration of the atoms was described by a triple-ζ basis set augmented by a 

polarization function (Turbomole basis set TZVP).24 The resolution of identity (ri)25 along with the 

multipole accelerated resolution of identity (marij)26 approximations were employed for an accurate and 

efficient treatment of the electronic Coulomb term in the density functional calculations. The real (not 

model) system has been employed for all the calculations. The option “disp” provided in the Turbomole 

package (DFT-D3) was used for dispersion-corrected DFT calculations for all the calculations with 

Turbomole.27The values reported in manuscript are ∆G values, with zero point energy, internal energy, and 

entropic contributions, with the temperature taken to be 298.15 K. Solvent effects were introduced by using 

the COSMO model28 with the dielectric constant ε = 20. NBO and Mullikan charges have been used to 

calculate the net electrostatic force on the anionic chloride center.29 The net force was calculated  according 

to the protocol described in our previous report.30All the Wiberg bond indices (WBI) reported are the 

maximum values reported between the central cation (K+ and Na+) and the heteroatoms (N, Cl and O), i.e., 

if there are four interactions, for instance, in a particular cage the WBI indicating the greatest interaction 

has been reported utilizing the NBO analysis module prescribed in the Gaussian09 program18 at M06-2X/6-

311G(d) level of theory.31 

6.3 Results and Discussion 

6.3.1 Oriented External Electric field (OEEF) in π-conjugated macrocycles 

OEEFs have been known to be boosting catalysis, inhibition, bond dissociation, region/stereo-selectivity, 

spin-selectivity, and so on as was discussed before.5,32This versatility of this area makes it an alluring 
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interest of comprehensive research. Also, external electric fields can also bring about observable change in 

molecular geometry. Previously, an ammonia molecule changes its geometry on modulating the direction 

of the OEEF has been recorded.3Also, spin flipping under an influence of external electric field can induce 

geometric changes.33The molecules that would be most affected structurally are flexible and large supra-

molecules held by weak electrostatic attraction by electric field of very low strength. Very low strength 

electric field has been found to force change in structural frameworks of molecular networks,34protein 

folding35and water cluster.36 

 

Figure 6.3 Illustration of the optimized geometries, involving the three molecules from three families 

(cyclocarbon, CPP and CPPA) transforming to a distorted structure under OEEF. The magnitude of field 

strength of OEEF is mentioned on the top of the arrow. The arrow also denotes the direction of the OEEF. 

Color code: carbon: grey.  

As discussed in the introduction, the flexible nature of the family of π-conjugated carbon rings make it a 

prospectus candidate to study the effect of applying electric field on it. Its geometric features makes it 

susceptible to distortion under the influence of a low electric field strength. Recently, a molecule C18(a) of 

cyclocarbon family was recently isolated in a landmark work.37Subsequently, the geometric and electronic 

effects of an OEEF on this molecule was thoroughly studied via computational techniques.38Hence to 
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extend the scope of this area, we attempted to check a similar likelihood existing for molecules of other 

families of π-conjugated carbon rings. Henceforth, we performed OEEF calculations using density 

functional theory (DFT) quantum chemical technique on a molecule (a, b and c) from each of the three 

families (cyclocarbon, CPP, CPPA) including the C18 (a) molecule from the cyclocarbon family. 

On applying an electric field along the plane of the molecule, all the three molecules show considerable 

distortion (Figure 6.3). It is to be noted that the field was taken to be of minimal strength under which the 

molecule exhibits a clear cut and recognizable structural deformation.  The molecule aligns itself with the 

direction of the external electric field. The geometric changes enforced by the external brings about change 

in its electronic properties as well. This is reflected in the HOMO-LUMO energy gap values of the distorted 

structure (Table 6.1). HOMO-LUMO gap is a key determinant for many properties of a molecule. It is 

noted that the molecule c relatively distorts under a lower electric field strength (Figure 6.3) as compared 

to the other two molecules (a and b).The higher susceptibility towards external electric field is also reflected 

in its large variation of electronic properties from the original geometry i.e HOMO-LUMO gap (Table 6.1). 

This is an important point that could be useful for experimentalist as a low electric field strength is 

beneficial for seamless actual technical use for harnessing OEEF effect on molecules in real life.  

Our theoretical study via choosing a molecule each from the three families of the intriguing group of 

compounds like π-conjugated carbon rings stresses the importance of finding novel systems to study the 

consequences of implementing OEEF. Computational techniques can predict beforehand several important 

characteristics which may be of critical help to recreate it in actual use. 

Table 6.1 HOMO-LUMO Energy of Original and Distorted Structure for molecule a-c. 

Molecule HOMO-LUMO Energy Gap (kcal/mol) 

Original Structure Distorted Structure 

a 155.8 124.9 

b 38.2 129.8 

c 138.3 69.0 

 



Ph.D Thesis 

Anagh Mukherjee  88 

6.3.2 Local Electric field (LEF) in Valinomycin 

It is an established fact that electrostatics plays a pivotal role in biology.39 Over the years, it has been agreed 

that electric field is the best parameter to quantify and understand the electrostatic interactions in 

biomolecules that modulates it’s specific functions.13Strong electric field are also found to manifest itself 

in membrane proteins.40For example, it is observed that a small change in membrane potential via electric 

field modulation can have a profound effect on the properties of a ion-channel.41 As discussed earlier, the 

role of electric field in the active sites of enzymes has been affirmed. Hence, explaining biological 

phenomenon on the basis of electric field is an attractive area to explore on account of the predominant 

electrostatic interaction present in the biological systems. 

Table 6.2 Binding Energies and WBI Values for Cl- incorporated K+ and Na+ valinomycin complexes. The 

WBI value are the maximum values for the interaction between the central mono cation and the cage atoms 

(the atoms are mentioned in parenthesis) 

Valinomycin Cage ∆Ebinding (kcal/mol) Wiberg Bond Index (WBI) 

Value 

KCl-Valinomycin -22.4 0.06 (Cl) 

NaCl-Valinomycin -16.7 0.08 (Cl) 

 

We have discussed the structural and electronic effects of OEEF on macrocyclic carbon based systems 

earlier. We also underlined the outcome of applying a directional electric field on a distinct macromolecular 

π-conjugated carbon ring system in terms of conformation and electronics. A directional field modifies the 

symmetrical ring into an unsymmetrical structure. It has been recorded that an equivalent electric field 

strength as strong that of an external electric field could be induced into a system by chemical methods like 

introducing a divalent alkaline earth metal cation.38 It could also be introduced into a symmetrical 

macrocyclic system by introducing polar groups in the molecular framework that would generate polarity 

and a net electric field into the system. These facts have made us inquisitive to enquire about the role of 

these effects in biomolecules where likewise systems can be encountered. Since electrostatic interaction 

plays a key role in determining several of it’s properties, the local electric field that is generated by polar 

side groups of the molecule itself, is an important parameter to visualize and comprehend. Hence, we have 

chosen an important class of macrocyclic compounds present in biological systems known as ionophores. 

Ionophores are molecules that catalyze the transport of ions across hydrophobic cell 
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membranes.42Valinomycin (Figure 6.2) is an ionophore that selectively binds K+ cation over Na+ 

(∆∆Ebinding = 5.7 kcal/mol) cation in for transport across membranes (Table 6.2). The coordination of the 

cage to the cation happens via predominantly electrostatic stabilization of the positively charged mono-

cation utilizing the heteroatoms of the cage framework (Table 6.2). Hence it is expected that this inherent 

electric field, generated by the polar side group of the valinomycin, plays a critical role in determining it’s 

specific property and function. 

Table 6.3 Thermodynamic parameters of Cl- binding at the PBE/TZVP // PBE/TZVP level of theory 

Type of valinomycin cage ∆G (kcal/mol) 

K-valinomycin complex 2.0 

Na-valinomycin complex -1.7 

 

In our earlier work, we had shown that counter anions present in biological systems (like Cl-) can remain 

coordinated to the a dication inside ionophore cages.30 For valinomycin ionophore, counter anions (ClO4
-) 

along with Ba2+ dication have been characterized experimentally to be present inside a synthetic cage 

complex.43 Hence it would be interesting to examine the possibility of a similar scenario for an actual case 

whereby counter anions present in biological systems (like Cl-) can remain inside a valinomycin macrocycle 

along with biologically pertinent cations (like K+ and Na+) that can bind to the cage. Henceforth, we 

confirmed such a possibility by performing high level state of the art density functional theory (DFT) 

calculations on the valinomycin macrocycle coordinated to both K+ and Na+ cation. It is to be noted that a 

dielectric constant (ε) of 20 was incorporated while performing the calculations. It has reported that the 

dielectric constant value of water inside biological ion-channel could be reduced by a significant extent due 

to change in its local environment.44Result indicate that this possibility does exist for the Na+ binded 

valinomycin (Table 6.1). In other words, Cl- anion can stay inside the Na+-valinomycin as a stable 

geometry. This scenario is not possible for analogous K+ case as such a geometry is not thermodynamically 

feasible. What explains this dichotomy in conformation? 



Ph.D Thesis 

Anagh Mukherjee  90 

 

Figure 6.4 Illustration denoting the direction of the net force on Cl- in the counter anion incorporated 

K+/Na+ valinomycin complex and the NaCl/KCl moiety in bulk solution. Colour scheme: potassium = 

violet, sodium = brown, oxygen = red, carbon = gray, nitrogen = blue and chlorine = green. Hydrogen 

atoms on the valinomycin cage are not shown for the purpose of clarity. 

To explain this anomalous observation, we have to again recall the fact that electric field is the best 

parameter to explain any observed event in biological systems like valinomycin. Hence we attempted to 

explain this occurrence via invoking the concept of local electric field. This electric field generates an 

electrostatic force inside the macrocycle that is felt by every single moiety present in the framework. Hence 

we calculated the net force on the Cl- anion in both the counter anion included K+/Na+-valinomycin complex 

optimized structure and Cl- in KCl/NaCl moiety in bulk solution without the cage to illustrate a 

comprehensive relative idea regarding the extent of interaction. It is to be noted that the bulk solution refers 

to the medium containing the K-Cl/Na-Cl moiety sans the valinomycin macrocycle in an identical dielectric 

medium. Hence, the Cl- in bulk solution is devoid of any interaction from the macrocyclic cage. The net 

force was calculated following Coulomb’s law exploiting Mullikan and Natural Population Analysis (NPA) 

charge method of denoting atom charges. The direction of the net force that the Cl- feels (Figure 6.4) is 

oriented towards the central mono-cation in each case. We introduced a new parameter, designated by σ, 

which signifies the ratio between net force on the Cl- anion in bulk solution and inside the valinomycin 
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cage in in a similar dielectric medium to get an authentic comparative quantification of the force on Cl-. 

Results indicate a higher σ value for the K+-valinomycin system as compared to the Na+-valinomycin 

system (Table 6.4). This signifies that, in the former case, the instantaneous force felt by the Cl- anion is 

markedly reduced going from the bulk solution to that present inside the macrocyclic valinomycin cage as 

compared to the latter case where the σ value is comparatively higher. This explains the bias of the Na-

valinomycin towards the incorporation of Cl- counter-anion inside the cage framework as a result of the 

apparent change in relative attractive force felt by the Cl- towards the central cation as compared to that in 

the bulk.  

Table 6.4 Values of the two parameter (Ω and σ) using different charge analysis methods. 

 

Since electric field is the force felt is by a unit positive charge, any change in force is related to electric 

field disparity. Hence the change in net force on Cl- is related to parallel local electric field strength 

variation. Hence to affirm this hypothesis, we assigned another parameter, designated by Ω, which denotes 

the ratio between net electric field strength on the Cl- anion in the bulk solution and inside the valinomycin 

cage in in a similar dielectric medium. The electric field strength on Cl- can be easily calculated from the 

magnitude of the force if the exact value of the charge on the Cl- is estimated. We find that there is an 

equivalent change in the Ω value mirroring the trend shown for σ values (Table 6.4). The absolute values 

of Ω suggest that there is differential change in the local electric field strength experienced by the Cl- on 

going from the bulk to confinement inside the cage between the two cationic valinomycin complexes. Since 

electric field strength is directly proportional to the magnitude of the force, the trends satisfy our expectation 

according to our hypothesis. Hence the local electric field generated by the Na+-valinomycin and K+-

valinomycin complexes utilizing its polar groups are quantitatively different from that in the bulk and this 

Population 

Analysis 

Method 

Ratio (Ω) for 

K-valinomycin 

cage 

Ratio (Ω) for 

Na-valinomycin 

cage 

Ratio (σ) for K-

valinomycin 

cage 

Ratio (σ) for Na-

valinomycin 

cage 

NPA 3.8 2.8 3.4 2.6 

Mullikan 3.2 2.3 4.4 3.3 
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in turn could dictate the counter anion association feasibility. What is the implication of this atypical 

behavior of the valinomycin cages regarding its coordination to K+ and Na+? 

One of the remarkable features of natural systems like valinomycin is its selectivity towards one cation 

between two mono cation like Na+/K+ which differs by less than 0.4 A in size.45While, the driving force 

behind the ion-selectivity in K+/Na+ ion channels has been studied extensively over the years,46 similar 

efforts have been undertaken to unravel the selectivity query in smaller molecular systems like valinomycin. 

A quantum chemical study conducted earlier attributed the selectivity in valinomycin towards K+ over Na+ 

to structural constraints that prevents the reorganization of the molecule to coordinate the Na+ cation.47 

Earlier, in this report, we have showcased the preferential behavior of the K+-valinomycin complex towards 

including the counter anions inside it’s framework over the Na+-valinomycin complex (Table 6.1). Since 

explaining the driving force for the selectivity is a major goal for studying a cation selective molecule like 

valinomycin, it was enticing enough to examine the specific fall-out of our earlier deduced observation 

pertaining to counter anions influences the ion selectivity.  

To this effect we have conducted a linear transit scan calculation for calculating the potential energy surface 

(PES) for the comparing the counter anion effect in Na+-valinomycin/Cl- complex. Linear transit scan refers 

to deducing the PES via optimization by freezing one degree of freedom (which is systematically varied 

after each cycle during the scan) while keeping the remaining degree of freedoms relaxed.  

 



Ph.D Thesis 

Anagh Mukherjee  93 

Figure 6.5 Potential Energy Surface (PES) for the path of Na+ exiting the valinomycin cage computed via 

linear transit scan. Top: when the Cl- remains uncoordinated to Na+ inside the cage and below: when the 

Cl- remains coordinated to Na+ outside the cage. It is to be noted that the value of the energy and the distance 

between the Na+ cation and the fixed atom (which is varied during the after each cycle in the scan) is 

assumed to be nil for convenience of illustration. 

Hence we undertook this scan for the two cases of Na+-valinomycin/Cl- complex, a case where the counter 

anion Cl- is located outside and where counter anion Cl- is located inside the cage in another case, starting 

the scan from the optimized structures in both occasions and gradually increasing the distance from a 

particular atom in the cage to the central Na+ cation (this distance is freeze in each cycle of the scan). This 

is to attain an idea regarding the role of Cl- in aiding the exit of Na+ from the macrocyclic cage. Results 

from the linear transit scan confirms that the counter anion present in the cage makes the Na+ more 

energetically labile to leave the macrocycle when compared to the case when the counter anion is located 

outside the cage (Figure 6.5). This calculation is irrelevant for the K+-valinomycin/Cl- complex whereby 

the counter anion prefers thermodynamically to stay outside the macrocyclic cage. Hence varying local 

electric field induced on the cage atoms in Na+/K+-valinomycin complexes dictates the different 

conformational preference of two complexes. This in turn influences the selectivity of valinomycin 

molecule towards K+ over Na+ thus thrusting the important part played by counter anions whose specific 

role is predefined on the basis of local electric field strength. 

6.4 Conclusion 

Researchers have remained oblivious of the role play by electric field in important systems of relevance 

over the years. It is with recent advancement of research directed towards unraveling the intricacies 

involved in directed electric fields within molecules that its significance is being understood. For example, 

inducing an extra positive charge in biomimetic iron complexes boosts its catalytic capacity by several 

folds.48This results can be credited to electric field effect which modulates the catalytic activity of the 

complexes. 

In this work, we have stressed the significance of applying an external field and also deducing ingrained 

electric fields in diverse and important molecules. Computational technique can easily premediate the 

critical features arising out of applying an OEEF. It can easily predict the susceptibility of a molecular 

system to external electric field and also the field strength with precision to enforce observable changes in 

the molecule according to our targeted goal. It will also aid scientists to suitably tune the systems to 
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influence the necessary outcomes according to our specific need. Parallel to this, sophisticated experimental 

techniques are being developed for real life usage in a synergistic manner along with computational 

predictions.4Also, new venues like subjecting other flexible macrocyclic rings49under OEEF could be 

attempted in future in continuation of work under this section. All these clues promises an exciting new 

field of research. 

In the case of local electric fields, computational techniques could also be of great help to comprehend the 

standard behavior of systems of general interest. In this work, the well-known principle of selectivity in 

biologically relevant valinomycin has been explained on the basis of variation in local electric field imposed 

by the macrocycle on the Cl- ion. This is a significant addition to a hot area of research as all previous 

reports have primarily focused on biological enzymes. Also, a new ionophore with better selectivity 

between K+ and Na+ cations has been synthesized.50The selectivity query could also be settled here through 

the spectrum of LEF. Also, it would be interesting to visualize the effect of OEEF on systems with profound 

LEF thus merging the two strands discussed here. In summary, our present work creates a promising 

platform for potentially relevant future computational and experimental exploration. 
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Chapter 7 

Summary and Future Outlook 

7.1 Theme of the Thesis 

The interaction between an electric field and matter has always been an attractive subject to study. Electric 

fields are generated by electric charges and they mutually varies with each other.1However, it has special 

relevance in chemical and biological systems as electrostatic interactions plays a major role in these 

systems. This field is introduced in these systems by charged polar groups. Considering this fact, these 

electrostatic interactions would be best quantified by an electric field.2This is helpful in understanding 

existing chemical phenomenon and also estimating the driving force behind various biological 

processes.3Also, the role of an external electric role (EEF) in inducing fundamental changes in molecules 

has generated a lot of interest in recent years specially with regards to its utility in smart chemistry.3,4Our 

thesis addresses these points by investigating several instances of systems relevant to both chemistry and 

biology. Due to impediments from technical difficulties, experimental techniques could be cumbersome to 

estimate the electric field of actual systems.5Hence computational tools could be alternatively used to not 

only comprehend important observations in biology but also predict the outcome of applying an EEF on 

relevant systems for an actual judicious application in future.3,4In this thesis, we have used state of the art 

quantum chemical computational analysis to present a comprehensive understanding of important chemical 

and biological systems via the prism of the interlinked concepts of electric field and charge. In short, our 

work adds significant new insight in this already developing and exciting field. The entire thesis can be 

summarized as follows 

(i) Firstly, we focused on the family of biomimetic iron complexed biuret based tetra-amido 

macrocyclic ligands (bTAML) to exemplify. Density Functional Theory (DFT) calculations 

showcased the role of an extra positive charge on the complex in enhancing the hydrogen atom 

transfer (HAT) reaction over its precursor. This fact has been explained on the basis of the 

reduction in energy gap between the electron donating molecular orbital (EDO) of the substrate 

and electron accepting molecular orbital (EAO) of the iron complex on account of the local 

electric field (LEF) generated by an extra positive charge. Also, the variation in reaction rate in 

substituted complexes has been explained on the basis of the change in local electric field on 

the iron center induced by the substituent effects. This work highlighting a biomimetic system 
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could be useful in explaining similar processes in actual biomolecules which could subsequently 

be exploited for designing new biomimetic structures. 

(ii) Electric field are modulated by change in orientation and quantity of electric charges. In a 

molecular system, charged could be tuned by ionic species or more specifically, counter ions. 

Hence we deduced the exact role played by counter ions in an array of Ge(II)-crytand/crown 

ether cage complexes by extensive DFT and ab initio molecular dynamics (AIMD) calculations. 

Results indicate that the counter anions could be present alongside the Ge(II) dication inside the 

macrocycles in these complexes in solution. This outcome stabilizes the highly reactive dication 

inside the cage by preventing its interaction with the cage framework. 

(iii) The insight from our preceding work were applied to similar and biologically relevant ionophore 

cage molecules that encompasses dications like Mg2+ and Ca2+ respectively utilizing theoretical 

methods. DFT calculations illustrate that similar possibility exists for these complexes whereby 

biological anions like Cl- could be present inside the Mg2+/Ca2+-valinomycin cage in a stable 

geometry in solution p. Hence it is actually a pseudo monocation that is present inside the cages. 

Herein, we introduced the “iso-ionic” analogy to explain certain existent biological 

phenomenon. These results serves as a conduit to explain the role of NaCl surface in stabilizing 

the extremely rare C18 molecule. Hence our computational study thrusts the role of charge and 

the subsequent outcome on its systematic tuning in important systems of interest. 

(iv) Lastly, in addition to the self-generated field, we have studied the effects of applying a 

theoretical oriented external electric field (OEEF) on macrocyclic all carbon systems known for 

their distinct properties. This form of study is now a major area of interest as an electric field 

can considerably induce primary changes in fundamental molecular properties. Furthermore, we 

have also explored the important function of LEF in naturally occurring valinomycin 

macrocycle. Similar to our previous report, we have deduced by performing DFT calculations 

that counter anions could be associated inside a valinomycin ionophore along with a mono-

cation in a stable geometry. This factor has been shown to direct the important ion selectivity 

property of the macrocycle.  
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Figure 7.1 Pictorial summary of the work presented in this thesis. 

7.2 Computational Methods 

The static DFT calculation has been carried out utilizing the Gaussian096 and Turbomole 7.17 suite of 

programs. The ab initio molecular dynamics simulations were conducted using the TeraChem 1.9 quantum 

chemistry and AIMD software packages,8-14using the B3LYP density functional15 and the def2-SVP basis 

set to calculate the Born–Oppenheimer potential energy surface. For static DFT calculations, M06-L,16-

18M06-2X,18PBE,19BP8620 and B3LYP functionals have been used. Solvent effects were added employing 

C-PCM21,22 and COSMO23 solvation model. Mullikan and NPA24 charge analysis have been used to 

calculate the partial charges of each atoms in the systems studied. Additionally, Wiberg Bond Indices 

(WBI) and Non Covalent interaction (NCI)25 analysis were performed to ascertain the degree of non-

covalent interactions in molecules. Frequency calculations were carried out to characterize the nature of 

each stationary point and also to evaluate the respective molecular entropic terms which were included into 

the energy value to report the absolute ∆G value. 
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7.3 Future Directions from this Thesis. 

Considering the multi-disciplinary nature of our thesis, a wide range of directions protrudes out of it for 

consideration in future. Since, electrostatic interactions are key determinants of different properties of 

chemical and biological systems, the insights gained from our thesis could be extended to similar important 

systems. In this scenario, computational estimation of charge and electric field becomes highly resourceful. 

We have explained several important functions in biomolecules from the viewpoint of charge and electric 

field in this thesis by computational methods. This ideas could be applied to other important biological 

bodies by performing similar theoretical calculations as conducted in this thesis. Out of the numerous 

potentials, one particular case could that of ion channels. We have explained the role of charge and electric 

field in ionophore molecules in details in our work. Ionophore cages are considered the seeds of biological 

ion channels that are present in intercellular membrane. The insight deduced from these macrocycles could 

be used to provide clarity on various important functions of ion channels like ion conduction and selectivity 

of different channels. Also, existing properties of other bio-enzymes could be explained on the basis of 

electric field caused by charge distribution in these molecular systems. Our insights on the biomimetic iron 

catalyst could be replayed in actual biological enzymes by focusing on the effect of alteration in charges. 

A high precision theoretical prediction of the outcome of applying an external electric field (EEF) on 

important systems could be a useful methodology before an actual practical implementation of the process. 

This is helpful to get a comprehensive picture of the potential fallouts of the experimental application 

beforehand which may make the technologies cost-effective and more beneficial. 
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The interaction between an electric field and matter has always been an attractive subject to study. Electric 

fields are generated by electric charges and they mutually varies with each other. The judicious use of 

electric field in smart chemistry is a promising new area of investigation. Computational techniques 

involving high level quantum chemical calculations can predict the outcome of the applied electric field. 

This theoretical technique can be best utilized to estimate the intricacies of electric field in natural systems 

to explain their basic properties. In this thesis, we computationally deduce the role of electric field in 

chemical and biological systems. 

Firstly, we explored this field effect in high-valent intermediates in non-heme biomimetic systems. We 

selected the iron complexed biuret based tetra-amido macrocyclic ligand (bTAML) and illustrated the role 

of an extra positive charge on the iron center in enhancing the HAT rate by several folds over the former. 

DFT calculations have been exploited to deduce the effect of this LEF on the frontier molecular orbitals 

which leads to the stabilization of the TS. Hence our investigation explains the reactivity of an important 

bio-mimic on the basis of the variation of electric field.  

This study provides a seed for understanding actual physical observations in entities where the electric field 

is induced by the systems itself. As we know, charge modulation can lead to change in the electric field. 

One of way to alter charged species is to bind more charged species to it. Hence we explored of role of 

counter anions in the intriguing group of Ge(II)-crown ether/cryptand complexes. By performing an ab 

initio molecular dynamics (AIMD) simulations and DFT calculations, we deduced the exact function of the 

corresponding counter anion in solution. The implications of this result is felt in biological ionophore 

systems involving dications whereby similar observations involving counter-anions are recorded. We 

proposed a new concept of “isoionicity” based upon our findings which further explains biological 

phenomenon. This idea was further applied in an important system of surface science. This exhibits the 

function of a charged species (counter-anions) in modifying the charge and subsequently the local electric 

field and its ramifications in chemistry and biology. 

Similarly, the electronic and geometric effect of an electric field along a certain direction of space in unique 

macromolecular systems has also been computationally studied. Furthermore, we emphasized the 

importance of LEFs in biological macrocycle of valinomycin which can regulate its primary functions. 

Our thesis thus adds significantly new insights to an already booming research area. We have successful 

showcased the applicability of the intertwining concept of electric field and charge on important chemical 

and biological systems via computational techniques.                                           
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Abstract 

Low oxidation state cations and dications of groups 13 and 14 have received a lot of attention in recent 

years, partly owing to the fact that they are difficult to isolate synthetically. Baines and coworkers 

demonstrated, for the first time in 2008, the successful implementation of the polyether ligation approach 

to stabilize a “naked” germanium (II) di-cation using an electron rich [2.2.2]-cryptand.1 Subsequent studies 

found that reacting differently sized crown ethers, such as [12]-crown-4, [15]-crown-5, and [18]-crown-6, 

with GeCl2·dioxane led to a range of caged Ge(II) mono- and dications. In all of these complexes, the 

interaction between the Ge(II) centre and donor atoms (N and O) of the enclosing cage was found to be 

predominantly non-covalent, electrostatic in nature. Why such unusual compounds remain stable after 

being formed is finally revealed through the current computational investigation. We have found that the 

role of the counter-ions in stabilizing the caged cations is significantly more important than had been 

previously realized. The presence of the counter-ion was seen to reduce the propensity of the cation to exit 

the cage. Moreover, ab initio molecular dynamics simulations have revealed that even if the cation leaves 

the cage, it is likely to re-enter it if the counter-ion is present in its vicinity. As such, the current work 

considerably expands on the understanding of the nature and stability of these important p block cationic 

caged compounds. 
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Abstract 

Low oxidation state cations and dications of groups 13 and 14 have received a lot of attention in recent 

years, partly owing to the fact that they are difficult to isolate synthetically. Baines and coworkers 

demonstrated, for the first time in 2008, the successful implementation of the polyether ligation approach 

to stabilize a “naked” germanium (II) di-cation using an electron rich [2.2.2]-cryptand.1 Subsequent studies 

found that reacting differently sized crown ethers, such as [12]-crown-4, [15]-crown-5, and [18]-crown-6, 

with GeCl2·dioxane led to a range of caged Ge(II) mono- and dications. In all of these complexes, the 

interaction between the Ge(II) centre and donor atoms (N and O) of the enclosing cage was found to be 

predominantly non-covalent, electrostatic in nature. Why such unusual compounds remain stable after 

being formed is finally revealed through the current computational investigation. We have found that the 

role of the counter-ions in stabilizing the caged cations is significantly more important than had been 

previously realized. The presence of the counter-ion was seen to reduce the propensity of the cation to exit 

the cage. Moreover, ab initio molecular dynamics simulations have revealed that even if the cation leaves 

the cage, it is likely to re-enter it if the counter-ion is present in its vicinity. As such, the current work 

considerably expands on the understanding of the nature and stability of these important p block cationic 

caged compounds. 
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Abstract 

The current work showcases general principles at play in systems consisting of cations present inside 

molecular cages. Such systems, relevant to chemistry, biology and surface science, have been carefully 

investigated with computational methods. The important Ge(II) encapsulating cage systems have been 

studied first. The very fact that such compounds exist appears a near impossibility, given the highly reactive 

nature of the Ge(II) dication. Our studies reveal what really occurs in solution when such complexes are 

formed: the Ge(II) dications are actually present as [Ge-X]+ (where X is the “non-coordinating” counterion 

employed in such systems) during entry and subsequent existence at the centre of the cage. Hence, what is 

actually present is a “pseudo monocation”. Interestingly, such pseudo monocation encapsulated cages are 
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seen to be equally relevant in systems of biological interest, such as for dicationic s block based ionophores. 

In explaining such cases, the concept of “isoionicity” is introduced, demonstrating that the counterion 

coordinated dications are isoionic with a monocation, such as Li(I), isolated in the same ionophore. This 

leads to the realization that two monocations inside a cage represents a stable assembly, which, in turn, 

provides interesting insights into surface chemistry, helping to explain the recently reported, remarkable 

stabilization of a C18 molecule on an NaCl surface.  

 

 
iv) Presented a poster entitled, “Understanding Behaviour in Systems of Chemical and Biological 

Interest with the Remarkably Versatile "Cation in a Cage" Model” at the Conference on Recent 

Trends in Catalysis (RTC 2020), NIT Calicut, 26-29 Feb 2020. 

Abstract 

The current work showcases general principles at play in systems consisting of cations present inside 

molecular cages. Such systems, relevant to chemistry, biology and surface science, have been carefully 

investigated with computational methods. The important Ge(II) encapsulating cage systems have been 

studied first. The very fact that such compounds exist appears a near impossibility, given the highly 

reactive nature of the Ge(II) dication. Our studies reveal what really occurs in solution when such 

complexes are formed: the Ge(II) dications are actually present as [Ge-X]+ (where X is the “non-

coordinating” counterion employed in such systems) during entry and subsequent existence at the centre 

of the cage. Hence, what is actually present is a “pseudo monocation”. Interestingly, such pseudo 

monocation encapsulated cages are seen to be equally relevant in systems of biological interest, such as 

for dicationic s block based ionophores. In explaining such cases, the concept of “isoionicity” is 

introduced, demonstrating that the counterion coordinated dications are isoionic with a monocation, 

such as Li(I), isolated in the same ionophore. This leads to the realization that two monocations inside 

a cage represents a stable assembly, which, in turn, provides interesting insights into surface chemistry, 

helping to explain the recently reported, remarkable stabilization of a C18 molecule on an NaCl surface.  
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What drives the H-abstraction reaction in
bio-mimetic oxoiron-bTAML complexes?
A computational investigation†

Anagh Mukherjee,a Santanu Pattanayak,a Sayam Sen Gupta *b and
Kumar Vanka *a

Monomeric iron-oxo units have been confirmed as intermediates involved in the C–H bond activation in

various metallo-enzymes. Biomimetic oxoiron complexes of the biuret modified tetra-amido macrocyclic

ligand (bTAML) have been demonstrated to oxidize a wide variety of unactivated C–H bonds. In the current

work, density functional theory (DFT) has been employed to investigate the hydrogen abstraction (HAT)

reactivity differences across a series of bTAML complexes. The cause for the differences in the HAT energy

barriers has been found to be the relative changes in the energy of the frontier molecular orbitals (FMOs)

induced by electronic perturbation.

Introduction

Numerous model complexes and functional mimics have been
studied for the purpose of understanding the chemical reactions
taking place in heme and nonheme based enzyme systems. One
important question in this respect regards the H-atom transfer
(HAT) reactivity difference during C–H abstraction in such
systems. The existence of reactive intermediates, oxoiron(V)
and oxoiron(IV) species, has been confirmed experimentally
during the mechanistic elucidation of HAT, oxygen activation
and oxygen-atom transfer (OAT) reactions.1–15 A plethora of
theoretical models and functional mimics have been employed
to study and explain the sluggish C–H abstraction reactivity of
Cpd II (Compound II, oxoiron(IV) porphyrins) with respect to
Cpd I (Compound I; oxoiron(IV) porphyrin p-cation radicals),
with theoritical calculations yielding a 2.0–5.0 kcal mol�1

higher H-abstraction barrier for Cpd II mimics in comparison
to the mimics of Cpd I.16–22 Theoretical insight into the
HAT reactivity of a proposed nonheme oxoiron(V) and its one
electron reduced intermediate indicates higher reactivity of
the former but the inherent reason elucidating the reactivity
difference was not provided.14 However, a related comparison
between pure monomeric FeV(O) and FeIV(O), experimentally
isolated with high purity, has not been reported in the literature

until recently. In a recent study, our group has compared the
spectroscopy and H-atom abstraction activity of nonheme
oxoiron(V) and oxoiron(IV) complexes of the biuret based tetra-
amido macrocyclic ligand (bTAML) system (1a and 2), which are
isoelectronic to Cpd I and Cpd II, respectively (Fig. 2).23,24 1a
showed a 2500-fold increase in reactivity in comparison to 2
when benzyl alcohol was employed as the substrate. However,
the stability of both the oxoiron complexes is pH dependent:
while 1a is stable below pH 10, 2 can only be synthesized above
pH 11. Hence, it was not possible to experimentally study the
reactivity of both complexes at a common pH. Though HAT was
found to be the principal rate influencing step for both the
complexes (1a and 2), a certain amount of quantum chemical
tunnelling was also observed during the H-abstraction in 1a.23

Hence, the exact reason for the reactivity difference was not
illustrated clearly in our earlier report. This provides the impetus
for the current work. We have employed density functional
theory (DFT) based calculations to evaluate the thermodynamics
and kinetics that guide the HAT reactions involving the above
mentioned complexes. This is significant, as a computational
approach with a suitable solvent model yields an ideal common
ground for a comparative study that was not possible in the
experimental case, due to the pH related complexity mentioned
earlier. For high valent metal-oxo moieties, the counteracting
roles of the redox potential of the oxo species (E0) and the
basicity of the terminal oxo species, expressed in terms of the
pKa of the protonated oxo moiety (Fe–OH), affect the reactivity
involving C–H abstraction reactions.25–31 These two factors,
steering the formation of the H-abstraction transition state
(TS), are expressed in terms of the thermodynamic parameter
of bond dissociation energy (BDE). These two effects have been
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further illustrated through the use of the thermodynamic
square scheme shown in Fig. 1.

BDEFe(O)H = 1.37pKa + 23.06E0 + C

E0 = 1e� is the reduction potential of the high valent iron-oxo
species and pKa mentioned here refers to pKa of the 1e� reduced
Fe(O)H species. C is a constant dependent on the solvent.

Results and discussion

Neese and co-workers have associated the differential HAT
reactivity for a series of hypothetical iron oxo and iron nitride
complexes (exhibiting varying oxidation states on iron) with the
unequal compensation of mutually opposing electron and proton
affinities.32 Also, to explain the reactivity difference between the
oxoiron(V) and oxoiron(IV) biuret-TAML species, it is important to
know the pKa of both FeIV(OH) and FeIII(OH). Although the pKa of
FeIV(OH) can be experimentally measured (B10), it is not possi-
ble to experimentally measure the pKa of FeIII(OH).23 A signifi-
cantly high pKa value of FeIII(OH) could well offset the reported
higher reactivity of 1a over 2. Keeping in mind that both the
E0 and pKa values are very important constituents in the overall
thermodynamics governing a HAT process, we have performed
calculations utilizing different density functionals, including the
quantitative calculation of the pKa of FeIII–OH. Thermodynamic
calculations suggest a favourable hydrogen abstraction process
for 1a over 2 (Table 1).

Calculations confirm that the basicity of FeIII(O) (calculated
pKa = 54.35, Table S1, ESI†) is indeed not sufficient to compen-
sate for the large redox potential difference between 1a and 2
(DE0

exp = 0.75 V, DE0
cal = 1.68 V) that contributes to a more

conducive HAT reaction for 1a. Subsequently, an B7.0 kcal mol�1

lowering of the HAT activation free energy barrier for 1a in
comparison to 2 (Table 2) was observed. The computed HAT
activation barrier for 1a (13.9 kcal mol�1) without tunnelling
correction indicates a minimal tunnelling influence on the
HAT reactivity when it was compared to the experimental
activation barrier (B15 � 1 kcal mol�1). Apart from this, the
higher reactivity of the Cpd I mimics over their Cpd II counter-
parts has also been attributed to the spin state crossover
phenomenon.22 The calculated free energy profile shows no
spin state crossing en route to the TS for both 1a and 2 (ESI†).
This has also been illustrated previously while performing
toluene oxidation with 1a.33 For 2, the large triplet–quintet
energy gap confines the HAT reaction pathway to a single spin
state.23 A closer look into the optimized transition state geo-
metries reveals substantial differences in the bond lengths of
the C–H bond in benzyl alcohol, the O–H bond in Fe–OH and
the Fe–O bond (Fig. 3). Our calculations suggest significant
scission of the C–H bond (1.45 Å) for FeIV(O), signifying a late
transition state, since the BDE of FeIIIO–H and benzyl alcohol is
similar. The high basicity of O in FeIII(O) in comparison to
FeIV(O), as suggested by the weaker and longer FeIII(O) bond
relative to FeIV(O), leads to significant weakening of the C–H
bond in the transition state.

Fig. 1 Square scheme with associated thermodynamic parameters involved
in HAT reactions.

Fig. 2 Biuret TAML based iron complexes used for this study.

Table 1 Thermochemical free energy analysis for HAT reactions of 1a and
2 in acetonitrile medium (C-PCM model) using benzyl alcohol as the
substrate. All energies are reported in kcal mol�1

Level of theory 1a 2

DGHAT BP86/TZVP, LANL2DZ (Fe) 0.4 14.1
DGHAT PBE/6-31G*, LANL2DZ (Fe) 1.1 16.4
DGHAT M06-L/6-31G*, LANL2DZ (Fe) �3.3 7.9

Table 2 The Gibb’s free energy activation barrier (DG#) and free energy
change in initial electron transfer (DGE.T) or proton transfer (DGP.T) for the
HAT step, using benzyl alcohol as the substrate for various bTAML complexes
that have been investigated at the M06-L/6-311G*/LANL2DZ (Fe)//M06-L/
6-311G*/LANL2DZ (Fe), C-PCM (acetonitrile) level of theory. All energies are
reported in kcal mol�1

Catalyst DG# DGE.T DGP.T

1a 13.9 51.5 58.9
1d 12.8 44.5 62.3
2 20.4 117.6 36.0
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Apart from the thermodynamic stabilization of 1a over 2, we
have also explained their HAT reactivity on the basis of frontier
molecular orbital (FMO) theory. Subsequently, the effect of the
overall charge of the complex was also investigated. A positive
charge is supposed to generate an electrostatic field that would
reduce the energies of both the electron acceptor orbital (EAO)
and the electron donor orbital (EDO).34–37 Additionally, it has
been outlined that even slight changes in the EAO–EDO energy
gap value can modulate the activation barrier and subsequently
alter the HAT reaction rates.38 If in close structural proximity
of the catalyst and the substrate, the overall charge modulates
the energies of frontier molecular orbitals (FMOs), i.e., reduces
the energy gap between the EDO based on the substrate

(benzyl alcohol) and the p*(dxz*,dyz*) metal centred EAO, the
HAT barrier is lowered. Recently, in order to explain the
reactivity difference between Cpd I and Cpd II, the overall
effect of the relative charge differences in its mimicking system,
the [(4-TMPyP)�+FeIVO]5+{4-TMPyP = 5,10,15,20-tetrakis(N-methyl-
4-pyridinium)porphyrinate} complex and its one electron reduced
analogue were investigated.18 The extra positive charge in the
porphyrin ligand periphery stabilized both the metal based and
the substrate orbitals and thus modulated the EDO–EAO energy
gap. This observation explained the higher HAT reactivity of the
poly-cationic Cpd I mimic over its Cpd II counterpart. Therefore,
in order to observe analogous charge effects in the purely metal
centred high valent oxoiron–bTAML systems (1a and 2), differing
only by a net single overall charge (�1 and �2, respectively), we
have analyzed the electronic structure of the encounter complex of
both 1a and 2. The encounter structures analyzed were taken to be
such that there would be negligible chance of mixing between
EAO and EDO, giving us a reliable model to study charge induced
orbital stabilization (Fig. 4). The results show that an extra positive
charge on 1a has a more pronounced effect on the EAOs than
EDOs due to the relative differences in proximity from the charge
and shielding from the solvent.3 A higher downhill shift of EAO in
1a lowers the energy gap between EAO and EDO (DE = 1.0 eV) to a
larger extent than in 2 (DE = 1.9 eV) and hence explains the
lowering of the HAT barrier height in 1a.

The role of axially substituted donating groups in regulating
the pKa value of the high valent iron species in different heme
proteins has been studied for various heme containing proteins.39,40

Therefore, as in the case with variable oxidation states, looking into

Fig. 3 Optimized TS geometries of C–H abstraction in benzyl alcohol
employing 1a and 2 at the M06-L/6-311G*/LANL2DZ (Fe)/C-PCM (aceto-
nitrile) level of theory.

Fig. 4 Schematic diagram of the key MOs (EDO and EAO) at an O–H distance of 2.0 Å in the solution phase of the encounter complexes (the left and
right side indicate the MOs of 1a and 2, respectively) at the BP86/def2-TZVPP, C-PCM (acetonitrile) level of theory. The dotted arrow indicates the
trajectory of the electron transfers (p pathway). The MOs of the EAOs and the EDO are provided in the inset.
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ligand structural variation effects on the counter balancing
electron and proton transfer processes that regulate the HAT,
and the subsequent effect on the overall reaction, is of utmost
importance. Previously, experimental analysis in this direction
has been performed on a metal hydride species.41 A ligand
promoted electronic perturbation on a copper hydroxide unit
has also been reported.42 Recently, a similar thermodynamic
analysis on the hydrogen abstraction thermodynamics for a
superoxo-dicopper complex has also been performed.43 Ligand
fields can be tuned to provide an ideal environment for C–H
activation.44 Recently, our group has developed a mechanism
guided nitro substituted analogue (1d) of the previously reported
1a complex for highly selective C–H bond activation.45 Experi-
ment (KIE) has suggested the HAT as the rate determining step.
We have, therefore, analyzed the four equatorially located phenyl
ring substituted bTAML sets that were supposed to perturb the
overall electronics on the high valent iron centres in 1(a–d),
thereby affecting the overall HAT reaction. To this end, we have
calculated the thermodynamics facilitating the HAT reactions of
the four substituted complexes of sets of oxoiron(v) complex
using benzyl alcohol as the substrate, by employing different
density functionals. This included the theoretical estimation of
the pKa and E values (Tables S1 and S2, ESI†), in order to
understand the relative displacement of these two aspects that
would result from structural alteration. Theoretical calculations
can be a reliable alternative for quantitative estimation of the
electrochemical reduction potential (E0) and pKa values; as a
means to mitigate various possible inaccuracies in the experi-
mental evaluations.46,47 Our calculations show a minimal change
in the overall energetics of the HAT reactions across the ligand
series, implying a ‘‘see-saw’’ equal and opposite compensation of
an unfavourable factor with a favourable one and vice versa. A
ligand with lower electron donating characteristics (like –NO2)
does not stabilize the high valent oxo species well enough,
leading to a lower pKa value, but this penalty is equally compen-
sated for by a feasible electrochemical reduction potential (E0).
Quantitative calculation of pKa and E0 does not exactly coincide
with the corresponding experimental values.23 However, our
approach sheds considerable light upon the underlying princi-
ples of the internal processes of HAT. Despite this internal
compensation, a calculated difference in reaction rates across
the electronically variable ligand series arises due to the subtle
change in the relative barrier heights of the H-abstraction reac-
tion. A thorough thermochemical analysis has already shown
minimal energy changes on moving across variant substituents
(1a–1d). However, 1d exhibits a higher turn-over number (TON)
than 1a in their corresponding HAT reactions.45 Calculations
reveal a lower hydrogen atom abstraction barrier height for the
nitro substituted catalysts (Table 2) in comparison to the unsub-
stituted catalysts. Very similar to the case pertaining to 1a and 2,
axial and equatorial ligand mediated reactivity differences have
also been adjudged to be due to the interaction between the EDO
and EAO, which therefore also contributes significantly to the
driving force of the reaction.48–54 An analysis of the electronic
structures of the 1d complex shows relative stabilization of
the anti-bonding p* EAO by almost 4.0 kcal mol�1 in its

free structure, compared to that in 1a (Table S4, ESI†). The
strongly donating tetra-amido framework induces a strong
equatorial ligand field, as shown by Mullikan and Natural
Population Analysis (NPA) charge estimation (Table S3, ESI†).
This reveals that substitution of the phenyl ring by an electron-
withdrawing group somewhat reduces electron donation to the
iron centre. This, in fact, directly leads to minimization of the
anti-bonding interaction between the metal and ligand orbitals
and indirectly reduces the electronic charge density on the
metal centre, leading to a relative stabilization of the EAO, as
a result of the charge effect. This effectively reduces the energy
gap between EDO and EAO. Thus, this fine-tuning of the frontier
orbital energy induced due to variable electronic environments
plays a critical role in reducing the barrier height and thereby
explains the decrease in the HAT activation barrier, going from 1a
to 1d. Furthermore, in all the HAT cases that we have analysed,
the question of a stepwise electron transfer/proton transfer
(PT/ET) mechanism does not arise. Our calculations indicate
a concerted HAT, as the free energy for initial electron or proton
transfer (DGE.T and DGP.T) is considerably higher than the free
energy of activation for hydrogen abstraction in the reported
HAT processes (Table 2). Thus, the concerted mechanism is
a constant phenomenon in all our cases, irrespective of any
electronic perturbation.

Computational details

All the calculations were carried out using the Gaussian09 suite
of quantum chemical programs.55 All the transition states were
optimized at the (DFT)-M06-L/6-311G*-LANL2DZ (Fe) level of
theory.56–58 The M06-L density functional accounts for the
medium-range electron correlation effects56 and has proven to
be robust for the modeling of redox non-innocent ligands59 and
iron spin-state splitting energies.60,61 Also, it has been used for the
quantum chemical analysis of the mechanism of water oxidation
using a structurally similar iron-based TAML catalyst.62 The zero
point vibrational energy corrections and thermal corrections were
applied to the ‘‘bottom-of-the-well’’ values to obtain values for the
Gibbs free energy at 298.15 K. Solvent effects were added using a
conductor-like polarizable continuum model (C-PCM) using a
dielectric continuum of acetonitrile (e = 37.6).63,64 M06-L, PBE65

and BP8666 levels of theory were employed for evaluating the
thermo-chemistry involving the HAT reactions. Furthermore, all
the pKa and E0 values were calculated at the B3LYP/6-31G*-
LANL2DZ (Fe)//B3LYP/6-31G*-LANL2DZ (Fe) level of theory using
a dielectric continuum of water (e = 80.1) employed via a C-PCM
solvation model.67 For analyzing the electronic structures of our
reported complexes, the BP86/def2-TZVPP level of theory was
used. This is because this particular functional and basis set
combination produces a better spin state ordering and electron
distribution, as has been demonstrated by Nam et al. before.68

Mulliken and natural-population analysis (NPA) atomic partial
charges were calculated for the mentioned bTAML catalysts to
understand the intramolecular charge distribution. Mulliken
charge analysis was carried out at three different levels of theory

Paper PCCP

Pu
bl

is
he

d 
on

 1
0 

A
pr

il 
20

18
. D

ow
nl

oa
de

d 
by

 N
at

io
na

l C
he

m
ic

al
 L

ab
or

at
or

y,
 P

un
e 

on
 4

/9
/2

02
1 

12
:4

9:
03

 P
M

. 
View Article Online

https://doi.org/10.1039/c8cp01333k


This journal is© the Owner Societies 2018 Phys. Chem. Chem. Phys., 2018, 20, 13845--13850 | 13849

in combination with three basis sets to get a better viewpoint.
MO images were created from the Gaussian outputs using the
VMD software.69

Conclusions

In summary, we have extended the beneficial effect of an extra
positive charge on the observed HAT reactivity involving heme
based systems to a pair of non-isoelectronic nonheme systems.
Also, looking at the effect of ligand modulation across a set of
bTAML complexes (1a–1d), there is negligible change in hydro-
gen atom transfer (HAT) energetics, due to internal balancing
between the pKa and E0 values. The difference in the HAT
activation barriers arises due to modulation of frontier molecular
orbitals (FMOs), because of the differential electronic environ-
ments of the ligand systems. Calculations suggest that FMO
energies are more affected by the charge on the system than by
ligand modulation. The current work therefore provides a com-
prehensive, theoretical analysis of the HAT process, and it is
expected that the insights gained will aid in the rational design of
efficient biomimetic nonheme complexes for C–H abstraction.
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ABSTRACT: The current work showcases general principles at play in systems consisting of cations
present inside molecular cages. Such systems, relevant to chemistry and biology, have been carefully
investigated by computational methods. The important Ge(II)-encapsulating cage systems have been
studied first. The very fact that such compounds exist appears highly unlikely, given the highly reactive
nature of the Ge(II) dication. Our studies reveal what really occurs in solution when such complexes are
formed: the Ge(II) dications are actually present as [Ge−X]+ (where X is the “non-coordinating”
counterion employed in such systems) during entry and subsequent existence at the center of the cage.
Hence, what is actually present is a “pseudomonocation”. Interestingly, such pseudomonocation-
encapsulated cages are seen to be equally relevant in systems of biological importance, such as for
dicationic s block-based ionophores. In explaining such cases, the concept of “isoionicity” is introduced,
demonstrating that the counterion-coordinated dications are isoionic with a monocation, such as Li(I),
isolated in the same ionophore.

1. INTRODUCTION
A model that deserves a closer look is that of a cation inside an
enclosing molecular-caged structure. This chemical system is of
relevance to several important areas of chemistry, biology, and
surface science. For instance, pendant molecular cage
structures in polymer electrolyte membranes (PEMs) serve
to transport protons from the anode to the cathode in state-of-
the-art fuel cells;1 a crown ether is seen to flit from one cationic
polypeptide site to the next, serving as a relevant model for
understanding the dynamics in biology2 and the progress of a
cation through an ion channel can be visualized as its passage
through a successive series of molecular cages linked together.
The current theoretical and computational investigation is the
first to carefully look at this “cation in a cage” model across
different disciplines and finds surprising insights with it (i) in
chemistry: in cages containing group 14 dications,3 the
understanding of which helps to explain phenomena (ii) in
biology: for the behavior of dications of groups 1 and 2
encased in ionophores.
In chemistry, low oxidation state cations and dications of

heavier group 13 and 14 elements have received a significant
amount of attention in recent years.4 Of these, the most
interesting family consists of single, isolated, and charged
species surrounded by a cage, with no covalent interactions
between the central cation and the surrounding cage. The
genesis of this field lies in the discovery of the Ge(II)−
cryptand system by Baines and co-workers in 2008.5 The
Ge(II) center is encapsulated within the cryptand and assumed
to be stabilized by numerous weak donor−acceptor
interactions because of the presence of six oxygen and two
nitrogen atoms in the cavity. Following their discovery, many
more such complexes have been reported, with various ligands

acting as support to the central Ge(II) cation and possessing
the same property as described before (complexes 1−4, Figure
1). These include [12]-crown-4 and [18]-crown-6.6,7 Related
compounds with 1,4,7-triazacyclononane (TACN) and
1,4,8,11-tetramethyl-1,4,8,11-tetraazacyclotetradecane (cy-
clam) ligands have also been reported (Figure 1).7 Moreover,
the field has further expanded to include other group 13 and
14 elements.4 In these systems (1−4), the primary interaction
between the Ge(II) center and donor atoms (N and O) is
primarily noncovalently electrostatic, as had been pointed out
in the original report by Baines and co-workers,5 and also
experimentally confirmed by the same group.8 This is quite
interesting, as the central germanium has a single-filled orbital
and three empty orbitals, thereby making it a highly reactive
species. Therefore, why does it stay isolated at the center of the
cage, interacting only through electrostatic means with the
atoms of the cage and forgoing almost any covalent
interactions altogether? An even more interesting question
pertains to the general expectation that had been observed
about these systems when they were first reported nearly 12
years back: if they could be employed as the starting point for
various synthetic routes because of the ready availability of a
highly reactive naked germanium dication that could be
subjected to remote bond activation reactions on a variety of
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substrates.9 Such an expectation has not been realized. This is
not because of steric constraints because the encapsulating
cage provides ample space for the approach and departure of
substrates. The absence of such chemistry for these set of
compounds may point to the possibility that the germanium
dication may not be as readily available as has been considered.
A further question that indeed needs asking is the apparent

ease by which such compounds have been reported to have
formed. Most reports state a very high yield for these
complexes.5−7 How does this come about? If the germanium
dication were to enter unassisted into the cage, it would come
into close proximity with the cage atoms while doing so, and
this would lead to chemical interactions between the highly
unsaturated germanium center and the cage atoms, which
should result in the destruction of the cage. Indeed, as we will
demonstrate in the Results and Discussion section, room-
temperature ab initio molecular dynamics (AIMD) simulations
indicate that such decomposition reactions would occur in a
matter of picoseconds. In other words, systems that show a
naked germanium cation sitting unassisted in the center of a
cage (complexes 1−4, Figure 1) should have been difficult to
synthesize and should have only been formed in low yields, if
at all. However, they are formed in very high yields. What
accounts for this?
The current computational study, with high-level static

density functional theory (DFT), as well as AIMD simulations,
seeks to address these issues, focusing on compounds 1−4.
What is revealed is the hidden role played by the counterions:
it is seen that the counterions facilitate the entry of such caged
dications inside their encapsulating cages and ensure their
subsequent stability. This insight is useful because it then
allows us to understand how one could employ strategies to
make the group 14 dications exist in isolation at the center of
the cage, thereby opening up the possibility of further synthetic
transformation of potential substrates at the cationic centers.
Furthermore, we have taken the insights gained from the

studies of these group 14 complexes and looked across the
periodic table into other systems, such as the biologically
relevant dicationic group 2 ionophores: Mg−ionophore VII
and calcimycin, and shown that factors similar to group 14

dications are in play in these systems as well. What is especially
important in these studies is the realization that the
counterion-coordinated dication systems {such as [Mg−
Cl]+} have a net charge at the center that matches almost
exactly the charge of a lithium monocation: Li(I) at the center
of the same cage. The counterion-coordinated dication is,
therefore, like a “pseudomonocation”, or, in other words, it is
isoionic with a monocation. This isoionic analogy has
relevance because it provides a possible explanation for the
unusual similarity that has been observed in the behavior of
Mg(II) and Li(I) cations in biology.10 A further important
consequence is that the isoionic analogy allows us to postulate
that two monocations inside the same cage represent a stable
configuration, by looking at an experimentally identified
structure where two counterion-coordinated dications (i.e.
two “pseudomonocations”) were present together in a
valinomycin cage.11

Hence, the current computational exploration of cation
encapsulated cage systems reveals the hidden role of
counterions, introduces the isoionic analogy, and exploits
them to shed light on the behavior of important caged systems
in chemistry, as well as in biology.

2. METHODS

All the DFT calculations were carried out using the Gaussian
09 suite of quantum-chemical programs.12 All Ge(II) complex
geometries were optimized at the M06-2X/6-311G(d,p) level
of theory.13 All the ionophore complex geometries were
optimized at the M06-2X/6-31G(d)//M06-2X/6-311G(d,p)
level of theory. This was done keeping the computational
expense in mind because of the larger size of the ionophore
complexes. Frequency calculations on all the stationary points
were carried out to characterize the nature of each stationary
point and also to evaluate the respective molecular entropic
terms. The solvent effect was added through the conductor-like
polarization continuum model using the actual solvent, as used
for all the Ge(II) complex geometries considered, and using
water as a solvent for the described ionophore complexes.14,15

Natural bond orbital (NBO) charges have been used to
calculate the net electrostatic force on the dicationic
germanium center.16All the Wiberg bond indices (WBIs)
reported are the maximum values reported between Ge(II)
and the heteroatoms (N, O, and S), that is, if there are four
Ge(II)−O interactions, for instance, in a particular cage, the
WBI indicating the greatest interaction has been reported.
The binding energies of the all the Ge(II) complexes

described in this work were calculated as follows

G G G G(binding) Ge(II) cage cage Ge(II)Δ = − −

The net force on Ge(II) was calculated using Coulomb’s
law, where the electrostatic force is given by

F q q r(1/4 ) ( )/( )electrostatic Ge(II) atom Ge(II) atom distance
2= πε × ‐

where qGe(II) is the charge on the Ge(II) atom, qatom is the
charge on other atoms, rGe(II)‑atom distance is the distance, and ε is
the dielectric constant for the respective solvents between
Ge(II) and other atoms. The charge was assigned from the
NBO charge analysis. A vector summation was done at the
Ge(II) center in order to determine the net electrostatic force
at Ge(II) because of the presence of cage atoms. Likewise, the
electrostatic energy was calculated from

Figure 1. Cryptand- and crown ether-stabilized Ge(II) with their
counteranions, as isolated in the crystal structure.
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E q q r(1/4 ) ( )/( )electrostatic Ge(II) atom Ge(II) atom distance= πε × ‐

The code to calculate the force and the energy was written
in the Python language.
Isotropic NMR shielding tensors were calculated at the

M06-2X/6-311G(d,p) level of theory in Gaussian 09 using the
gauge-independent atomic orbital method.17 The AIMD
simulations were performed with the TeraChem 1.9 quantum
chemistry and AIMD software packages18−24 using the B3LYP
density functional25−33 and the def2-SVP basis set to calculate
the Born−Oppenheimer potential energy surface. A different
functional is employed when using TeraChem software
because the M06-2X functional has not been implemented in
this suite of software. A slightly lower quality basis set has been
employed in this case keeping the computational expense of
the full quantum chemical molecular dynamics simulations in
mind. The equations of motion were integrated numerically
using Langevin dynamics with an equilibrium temperature of
300 K (also the starting temperature). The electronic state of
the germanium dication was considered to be a singlet, or a
closed shell configuration, in the AIMD simulations. Also, all
our static DFT calculations have been done considering the
singlet germanium dication as the ground state. The triplet
state requires the excitation of one electron from the 4s orbital
to the 4p orbital. As the energy gap between 4s and 4p is
considerably large, the former phenomenon should be highly
unfeasible. Hence, this should make any involvement of triplet
electronic state highly unfavorable.
In order to further ascertain the predominantly noncovalent

electrostatic interaction present in the systems described in this
report, noncovalent interaction (NCI) regions have been
plotted (Figures S15 and S16, Supporting Information) using
the nciplot-3.0 suite of programs.34

3. RESULTS AND DISCUSSION
3.1. Group 14 Chemistry. As discussed in the

Introduction, it is expected that there exist only noncovalent
electrostatic interactions between the Ge(II) dication and the
encapsulating cage in the considered cases 1−4 (see Figure 1).
This has been verified as follows: for cases 1−4, an almost
100.0% 4s orbital with minimal orbital mixing was obtained by
NBO analysis (Table S1, Supporting Information), and the
plotting of NCI for these systems (1−4) exemplifies (Figure
S15, Supporting Information) the fact that the electrostatic
interaction is the primary factor between the molecular cages
and their cationic hosts. Hence, as discussed in the
Introduction, we have first attempted to understand whether
the germanium dication could enter unassisted into the cages
(1−4) and stay stabilized. To this end, we have employed
AIMD simulations. What was first investigated were AIMD
simulations where the bare Ge(II) dication was kept on the
outside of the cage and a counterion was located on the
opposite side. The simulations were done for the cases 1−4
discussed in the Introduction. For every case, a boundary
radius of 9.0 Å was employed, in order to ensure that the
Ge(II) dication did not fly away from the cage altogether
during the AIMD simulations, a phenomenon known as the
“evaporation” event. Figure 2 shows snapshots of the results for
case 1, which are very revealing. It is seen that in the absence of
coordination to the counterion, the Ge(II) dication begins
interacting with the cage, extracting a hydrogen (as hydride)
from it and thus initiating the process of destroying it (see
Figure 2). The fact that the H-abstraction happens as a hydride

anion and not as a H-radical is proved by the net NPA charge
of the [Ge−H]+ moiety. A net NPA charge of 0.69 in the
complex proves that the [Ge−H]+ moiety is a monocationic
species. This occurs after only a short time has elapsed in the
course of the AIMD simulations. A movie file, labeled Movie
S1, is provided in the Supporting Information, which captures
the decomposition of the cage by the dication, a phenomenon
that occurs in a matter of picoseconds. Though Figure 2 shows
this decomposition process for the original Baines system,
Ge(II) with triflate (C20H36F6GeN2O12S2) and the cryptand
cage, and the same was seen to occur for all the other cases 2−
4 as well. The corresponding figures for cases 2−4 are shown
in Figures S1, S3, and S5 in the Supporting Information. The
AIMD simulations therefore make clear that if the Ge(II)
dication were to enter the cage in a naked, unassisted fashion,
its reactive nature, as evidenced by its three empty orbitals and
unsaturation, would lead to unwanted side reactions and cage
decomposition. However, as mentioned earlier, very high
yields have been reported for the formation of the
encapsulated Ge(II) systems, which suggests that such side
reactions are completely absent during the formation of the
caged Ge(II) compounds.
In order to explain this apparent contradiction, we

hypothesized that the reactive behavior of the Ge(II) dication
could be reduced if it were to be coordinated with one of the
counterions present in solution when it approached the cage.
In order to test this hypothesis, AIMD simulations were done
for all the cases (1−4), with the Ge(II) dication associated
with the corresponding counterion in each case, and kept as
before in the vicinity of the cage. The results are shown for
case 1 in Figure 3 and in Figures S2, S4, and S6 for cases 2−4,
respectively, in the Supporting Information. Interestingly, what
was seen now is that, for every case, the Ge(II)-counterion
entered without interacting with the cage and settled at the
center. A movie file, labeled M2, is provided in the Supporting
Information capturing the entry of the dication into the cage.

Figure 2. Snapshots depicting the trajectory of AIMD simulations
done for case 1, where the Ge(II) and the counteranion,
[OSO2CF3]

−, remain unattached. A red circle encloses Ge(II) as
well as the H atom abstracted by it during the course of the
simulation. Color scheme: germanium = deep green, oxygen = red,
carbon = gray, hydrogen = black, nitrogen = blue, sulfur = yellow, and
fluorine = sky blue. Hydrogen atoms not pertinent to the reaction
have been removed for clarity.
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Hence, what the results indicate is that the reactivity of the
Ge(II) dication is tamed by the presence of a counterion, and
this not only stops unwanted side reactions from taking place
but also ensures that the Ge(II) dication enters into the cage
and settles at its center.
For case 4, an interesting deviation was observed. The

counteranion (GeBr3
− in this case) ferries the dicationic

germanium into the sandwich crown ether cage during the
course of the simulations, as was done by the other
counterions for the other cases. However, the counteranion
does not itself enter the cage in this case. What happens
instead is that one of the two crown ether moieties that makes
up the cage reorients itself to accommodate the Ge(II) (see
Figure S6 in the Supporting Information). This is an exception
for the other cases where the counteranion enters into the cage
along with Ge(II).
For all the other three cases (1−3), AIMD simulations show

that the counteranion remains coordinated to the Ge(II) even
after its entry into the cage. The reason for this becomes clear
from static DFT calculations, which show that the [Ge(II)-
counteranion]+ species inside the cage represents a stable
structure. Indeed, it is seen that this complex is more stable
than the corresponding system where the counteranion is
stationed as a noncoordinating species at a much greater
distance (see Table 1 and Figure S11 in the Supporting
Information). This was observed for all the cases considered,
with the exception of case 4, where the counteranion (GeBr3

−)

left the Ge(II) dication center during the optimization process
(Figure S12 in the Supporting Information). (For case 2, the
Ge(II)-counteranion distance is ∼3.70 Å, but this still
represents a much closer distance than in the crystal structure.)
This result thus explains why the counteranion remains with
the dication for cases 1−3 in the AIMD simulations and also
why the counteranion completely detaches from the Ge(II)
cation after thrusting it into the molecular cage in case 4.
Therefore, in almost all the cases considered, the calculations
indicate that the counterion stays in the proximity of the
Ge(II) dication in solution. This is significant because it reveals
that the reality in solution is far removed from what is observed
from the reported crystal structures. This also helps to explain
perhaps why the systems are so stable and have been reported
in high yields.
Furthermore, we have examined whether a similar

phenomenon occurs when the Ge(II) dication is attached to
the heteroatom of their respective solvents in which they were
synthesized (similar to the case described earlier when the
counteranion was attached to the dicationic germanium
center). AIMD calculations have been carried out on each of
the complexes (1−4). For every case, a similar boundary radius
of 9.0 Å as imposed earlier was employed and the respective
counteranions were placed unattached at a large distance apart
from the Ge(II)−explicit solvent adduct centers (see Figures
S7−S10, Supporting Information). Simulations illustrate that
Ge(II) destroys the cage by abstracting a hydride from the
cage in all the complexes (see Figures S7−S9, Supporting
Information), except in 4, where, earlier we had shown that the
dication was unattached to the counteranion. For 4, though the
dication does not destroy the cage as in previous cases (1−3),
it forms a distorted structure which is geometrically different
from the experimentally isolated structure (Figure S10,
Supporting Information). Hence, the presence of an explicit
solvent molecule does not play a beneficial role that the
counteranions display in stabilizing the dications inside the
cages.
A further important point that needs to be made here

pertains to the 19F NMR data that have been reported by
Baines and co-workers for case 1.5 When 19F NMR was done
for this system, a single resonance signal akin to a triflate anion
was obtained.2 This would suggest that the triflate anion
remains in a dissociated form outside the cage away from the
Ge(II) dication, thus reinforcing the crystal structure
orientation of the counterion and contradicting our current
results. In order to investigate this seeming discrepancy, we
have done 19F NMR DFT calculations to determine the shifts
with the counterion (i) bound as well as (ii) not bound to the
Ge(II) dication center. What we found was that the simulated
19F NMR shift patterns were almost the same whether the
triflate anion was bound to the Ge(II) center or stayed outside
the cage. Hence, the experimental 19F NMR data obtained for
the Baines system (case 1) in solution do not contradict the
computational results and allows for the likelihood of the
counterion binding to the Ge(II) center inside the cage, when
the caged system is present in solution. Moreover, the crystal
structure for a crown ether complex of Ge(II) shows that one
of the counteranions is attached to the central dication.6 Also,
certain other Sn(II), In(I), and Ga(I) crown ether and
cryptand complexes show at least some interaction between
the counterion and the cationic center.35−39

Hence, for cases 1−4, the counterion is seen to play an
important role in keeping the Ge(II) inside the cage and

Figure 3. Snapshots depicting the trajectory of AIMD simulations for
case 1, where Ge(II) and the counteranion (−OSO2CF3) remain
attached. Color scheme: germanium = deep green, oxygen = red,
carbon = gray, hydrogen = black, nitrogen = blue, sulfur = yellow, and
fluorine = sky blue. Hydrogen atoms not pertinent to the reaction
have been removed for clarity.

Table 1. Thermodynamic Parameters of Counterion
Binding of the Respective Counteranions in Solution at the
M06-2X/6-311G(d,p)//M06-2X/6-311G(d,p) Level of
Theory

molecule solvent ΔG (kcal/mol) counterion (C.I)

1 tetrahydrofuran −8.8 OTf−

2 dichloromethane −4.2 GeCl3
−

3 acetonitrile −7.9 Br−
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reducing its propensity for unwanted side reactions. Another
factor that makes it favorable for a charged species to be at the
center of the cage is the energetic favorability of this
configuration. In other words, once a monocation (or a
dication) settles at the center of the cage, it is likely to remain
there because that is seen to be the most favored configuration
energetically. We have determined this through differential
calculus (shown in the Supporting Information) for a model
system taking a symmetrical cage: what we have found is that
the most favorable configuration would have the Ge(II)
dication situated at the exact center of the cage. This is due to
the fact that the primary interactions are electrostatic in nature
(see the Supporting Information).
Another important conclusion is that only one counterion

out of the two binds to the dication at the center: when
optimizations were done for case 1 keeping both triflate
counterions in the germanium center, the second triflate anion
returned to the uncoordinated geometry during the
optimization cycle (Figure S14 in the Supporting Informa-
tion). This is because the reduced charge on the Ge(II) center
after one counteranion binding makes it less favorable to bind
another negatively charged counterion at the same center.
Other inhibiting factors such as steric effects could further
reduce this favorability. The lower charge on Ge(II) also serves
to reduce its reactivity inside the cage. These observations can
be extended to other cases where counteranion coordination
was seen to be important (cases 2 and 3).
A further point worth considering is the strength of the

dication−counteranion interaction when the two are encapsu-
lated inside the cage. For this, we have looked into the
interaction of Ge(II) with Br− in case 3. We have observed that
in the optimized structure, there is an elongation of the bond
length in [Ge−Br]+ (bond length = 2.79 Å), as compared to an
unconfined and isolated [Ge−Br]+ ion (bond length = 2.25 Å).
The bond order in the encapsulated [Ge−Br]+ is also seen to
be significantly lower (see Table S2 in the Supporting
Information). In other words, there is a confinement, “cage
effect”, on the interaction between Ge(II) and Br− in case 3,
and this leads to the weakening of the interaction of the cation
and the anion inside the cage. Why this occurs is due to the
favorable electrostatic interactions between the two ions and
the partial charges of the cage atoms. This cage effect perhaps
helps explain why the counteranion dissociates during the
crystallization process and is observed to be found outside the
cage in the experimentally observed crystal structures in cases
1−4.
Hence, the current computational investigations show that

in almost all the cases investigated, it is likely that the
counterion would bind to Ge(II) at the center of the cage in
solution, a situation very different from that envisaged from the
obtained crystal structures, which show the two counterions to
be present outside the cage. This is also significant in a
different sense. In a commentary on the results obtained by

Baines and co-workers, Lambert and Müller had suggested that
these unusual compounds could be employed as the starting
point for new synthetic strategies:9,40 as the Ge(II) dication lay
uncoordinated and accessible at the center of the cage with
plenty of space for substrates to enter, they could be
approached by a range of substrates and new products could
therefore be made from the subsequent interaction between
the Ge(II) dication and the different substrates. However, no
reports of such synthetic strategies have been reported to date.
Only loosely coordinated adducts with water and ammonia
molecules have been reported so far.41 The current results help
explain why this is so: the Ge(II) dicationic center is not
present in an accessible form in solution but is coordinated to a
counterion. Hence, an incoming substrate would first have to
remove the counterion from the Ge(II) dication in order for
new chemistry to take place, and this would be difficult in the
sterically constrained area in the caged structures. This
hypothesis is further exemplified by the fact that a NHC-
stabilized Ge(OtBu)2 synthesized from the cryptand complex 1
required a strong nucleophile such as potassium tert-butoxide.5

Hence, the current work serves to explain the difficulties in
exploiting such systems for new chemistry. However, now that
the explanation has been provided, can we also suggest means
by which this problem could be overcome? The answer is a
“yes”: case 4 provides the clue. Though the Ge(II) dication
was seen to enter the cage with the assistance from the
counterion in case 4, the counteranion did not remain with
Ge(II), as was discussed earlier. If the reasons why this
happens could be understood, then this would serve as a means
of designing new cages in future where the counterion would
not be necessary for stabilizing the Ge(II) dication inside the
cage in solution.
In order to understand why Ge(II) in case 4 is stabilized

without any attachment to the counterion, we have employed a
new computational approach that we have recently developed,
which determines the force and energy experienced by the
Ge(II) dication when at the center of the cage. This is because
the main interactions between Ge(II) and the cage atoms are
electrostatic in nature. If the force pulling the Ge(II) away
from its preferred position at the center of the cage is higher in
some cases than in others, it would explain why the germanium
dication needs a counterion to stay at the center of the cage in
some cases and not in others. The computational strategy that
we employed has been explained in detail in the Methods
section. We had previously shown that force can be employed
to determine the strength of hydrogen bonding interactions.42

Here, we have developed a strategy where we have (i)
considered dicationic cases, where the cages were optimized
with the Ge(II) dication at the center without any counterion,
(ii) obtained the charges on the different atoms of the cage, as
well as on the Ge(II) center (NPA charges were employed for
this purpose), and (iii) determined the electrostatic force
between the Ge(II) center and each atom, by using Coulomb’s

Table 2. Force at the Ge(II) Center for Reported Ge(II) Complexes (1−4)a

compound solvent
net force on Ge(II)

(pN)/NBO
relative values of the force on Ge(II) for each

case, compared to case 4
relative values of the energy at the Ge(II) center for

each case, compared to case 1

1 tetrahydrofuran 611.7 10.9 1.0
2 dichloromethane 769.0 13.7 1.9
3 acetonitrile 235.8 4.2 10.8
4 acetonitrile 56.1 1.0 4.7

aReported values are for the cationic fragment of the complex.
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law, and (iv) then obtained the net force acting at the Ge(II)
center by vectorially adding up all the individual force values.
This is a simple strategy, and its effectiveness lies in the fact
that the absolute values of the forces are not as significant as
the relative values obtained for the different cases considered.
Column 4 in Table 2 shows the results obtained for the cases
1−4. For all the cases, the net electrostatic force was seen to be
repulsive. Case 4 was seen to have the lowest repulsive force at
the Ge(II) center, while the Ge(II) in case 2 was seen to be
experiencing the highest repulsive force. Indeed, the force was
13.7 times higher in case 2 than in case 4 (Table 2). This is
largely due to the fact that, for case 4, the Coulombic
interactions between the heteroatom oxygens and the almost
oppositely placed Ge(II), which are the primary interactions,
largely cancel each other out due to the orientation of the cage
(Figure S13 in the Supporting Information), and this leads to a
reduced repulsive force at the Ge(II) center. This analysis
indicates that the nature of the cage is very relevant in
determining how favorably Ge(II) would sit inside the cage
without support from the counterion, and indeed, as we had
seen, the counterion is not necessary for case 4 and is present
outside the cage in this case.
A similar computational strategy also allows us to calculate

the electrostatic energy of the interaction of Ge(II) with the
cage atoms (see column 5 in Table 2). A perusal of the values
shows that it does not explain why the counteranion does not
stay coordinated to Ge(II) in case 4 but does so in the other
three cases. Indeed, here, case 1 is seen to show the most
favorable electrostatic interactions between Ge(II) and the
atoms of the enclosing cage. These results serve to show that
the electrostatic force is a better parameter to understand
cation−cage interactions than the electrostatic energy of
interactions because when charged species are present in
close proximity, the distance between them becomes a crucial
factor. This is because the energy of interaction varies as the
inverse of the distance, while the force varies as the square of

the inverse, and therefore, the force becomes a more dominant
entity. This result underlines the value of developing strategies
to evaluate the force of electrostatic interaction between
charged species that are present close together.
The value of the insights gained from this analysis is that it

shows that the principal quality a cage should have to keep a
naked cation at its center is to reduce repulsive electrostatic
interactions with the cationic center as much as possible via
efficient design of the cage. Hence, our work (i) reveals the
hidden role played by the counterion in stabilizing the Ge(II)
dication inside caged structures and (ii) shows the principal
factor necessary to have naked Ge(II) cations in cages. This
has relevance for the development of synthetic strategies
beginning from accessing naked cations in caged structures.

3.2. Alkali and Alkaline-Earth Metal Cations Relevant
to Biology. The previous section detailed the insights into
group 14 chemistry, specifically showing how Ge(II) dications
are stabilized by the presence of a counteranion inside the
enclosing cage in solution. What is important to note in this is
that the interactions that had to be considered were primarily
electrostatic in nature. This points to a significant fact that the
insights gained from the study of group 14 systems might be
equally relevant across the periodic table. This is because, for
instance, alkali and alkaline-earth metal cations interact
primarily through electrostatic interactions, and if one were
to investigate cages encapsulating such cations, the principal
interaction between the cage and the cations would also be
electrostatic in nature. Specifically, one could consider the
important area of ionophores enclosing dicationic group 2
ions, which are of significant interest in biology.
Ionophores are molecules that catalyze the transport of ions

across hydrophobic cell membranes.43 The role of the
ionophore is to reversibly and selectively coordinate to a
cation and shield it from the cell membrane, hence facilitating
the diffusion of the cation into the ion channel. In other words,
the ionophore serves to insulate the charge of the cation from

Figure 4. Optimized geometries of free and counteranion-bound ionophore complexes of Mg(II) and Ca(II), with Cl− considered as the
counteranion. Color scheme: magnesium = violet, calcium = yellow, oxygen = red, carbon = gray, nitrogen = blue, and chlorine = green. Hydrogen
atoms on the ionophore cages are not shown for the purpose of clarity.
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the hydrophobic cell membrane, therefore their function is
even more significant when the charge on the cation is +2, that
is, for dicationic systems. These dications are usually Mg(II) or
Ca(II). Hence, we have chosen two molecular cages that
specifically bind to dication magnesium (Mg−ionophore VII)
and calcium (calcimycin), respectively. Such encapsulated
dicationic ionophore systems such as Mg−ionophore VII and
calcimycin (see Figure 4) have a lot in common with the
encapsulated group 14 dications that have been discussed in
the previous section. As they have an octet configuration, it is
likely that they would have negligible covalent interactions
with the heteroatoms of the ionophore cage after coordination
(see Table S3, Supporting Information). NCI plots also
illustrate the large noncovalent electrostatic interaction present
within these systems (see Figure S16, Supporting Informa-
tion).
The results with the group 14 systems had indicated the

significance of the coordination of one counteranion to the
dicationic center. The purpose of looking at the ionophores
encapsulating Mg(II) and Ca(II) dications was to check
whether the same holds true for group 2 systems as well. In
biological systems, phosphate (PO4

3−) and chloride (Cl−) are
the principal counteranions, and there is at least one previous
report that has indicated the presence of a counterion
(chlorate, ClO4

−, in that case) that was present inside the
valinomycin ionophore cage, coordinated to a Ba(II) dication,
with two such Ba(II)−ClO4

− ions being present together
inside the cage.12 In the current investigation, we have focused
on the possibility of coordinating a Cl− counteranion to the
dicationic center in the Mg−ionophore VII and Ca−
calcimycin ionophore systems.
The free energy of chloride binding was seen to be favorable

for the Mg(II) case by 3.7 kcal/mol and feasible in the Ca(II)
case (marginally unfavorable by 0.1 kcal/mL). In other words,
for the Mg(II) case, the equilibrium would strongly favor
counteranion binding to the Mg(II) center, while in the case of
Ca(II), there would be an equal probability of the counter-
anion existing inside or outside the ionophore cage.
Ionophores function as a shield to the charged dication from
the hydrophobic membranes of the channel and thus help in
the smooth transfer of the cations. Hence, this counteranion
binding to the dication (that reduces the formal charge on the
cation) serves as a secondary layer of insulation of the charge
from the membrane layer.
At this point, it is worth noting that the counteranion

coordination in group 14, as well as group 2, dications inside
molecular cages effectively reduces the formal charge on the
dication from +2 to +1. In other words, coordination of a
counterion to the dication results in the formation of a net
“pseudomonocation” at the center of the cage. As mono-
cationic alkali-metal systems encapsulated by cryptands and
crown ethers have been widely reported and discussed in the
literature,44,45 these stable pseudomonocationic systems
situated at the center of the cryptand and crown ether cages
appear strikingly similar. Hence, one could consider the
pseudomonocationic systems to be “isoionic” to an alkali metal
encapsulated inside the same molecular cage.
One begins to understand the significance of the isoionic

analogy when considering and comparing dicationic magne-
sium and monocationic lithium ions. Recent experimental
results suggest that Mg(II) can interact with the ATP
triphosphate side chain and Li(I) can cobind with the native
Mg(II) to form ATP−Mg−Li, and hence modulate the

receptor response.46 The net charge has been demonstrated
to play a pivotal role in the competition between Li(I) and
Mg(II) for metal-binding sites and the subsequent inhibition of
key enzymes involved in specific neurotransmission path-
ways.47 Dudev and Lim had demonstrated, via computational
studies, that Mg(II) binds in a tridentate fashion to the
phosphate groups of ATP and Li(I) binds to the same anionic
phosphate groups in a bidentate fashion.48 Hence, there is
evidence to suggest that dicationic magnesium and mono-
cationic lithium act on a specific site by modulation of
counteranion coordination, so that they become isoionic with
each other during the interaction. That, coupled with the
similarity of their radii due to their diagonal relationship in the
periodic table, might explain the similarity of their observed
biological behavior. In order to investigate whether the isoionic
analogy holds for Mg(II) and Li(I) in caged structures, we
decided to replace [Mg(II)−Cl]+ in the Mg−ionophore VII
with an Li(I). A comparison of the NPA charges revealed that
Li(I) and [Mg−Cl]+ have almost the same partial charges
(0.61 and 0.66, respectively) and are therefore isoionic to each
other (Figure 5).

One conclusion from this is that Li(I) can compete and
replace an [Mg(II)−counteranion]+ ion inside ionophores
such as Mg−ionophore VII, which provides a fresh new insight
into the competition between alkali and alkaline-earth metal
systems in biology. However, there is a larger point that can be
made here. The isoionic analogy also allows us to consider the
interesting case of the valinomycin-encapsulated Ba(II)
chlorate system that had been mentioned previously.12

Spectroscopic studies revealed that there were two Ba(II)
chlorate ions present inside the valinomycin ionophore. In the
context of the current work, this indicates the presence of two
pseudomonocations inside the caged structure. This was made
possible because of the flexible valinomycin cage undergoing a
conformational change, thereby adopting a novel conformation
different from the uncomplexed valinomycin ionophore,11

which allowed it to successfully stabilize the two pseudomo-
nocations inside the cage. Now, with the insights that we have
developed in the current work on pseudomonocations, as well
as of the isoionic analogy, this experimental result makes it
clear that it should be possible to stabilize two monocations

Figure 5. Illustration of the isoionic phenomenon. Color scheme:
magnesium = violet, lithium = pink, oxygen = red, carbon = gray,
nitrogen = blue, and chlorine = green. Hydrogen atoms on the
ionophore cages are not shown for the purpose of clarity.
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that are isoionic with the counteranion-coordinated dication
inside similar flexible molecular cages.
In order to drive home this point, we have looked at Mg−

ionophore VII and encapsulated two Li(I) monocations inside
the cage, instead of one, as done earlier. We considered two
cases here, one where the two Li(I) ions were allowed to relax
into a stable configuration inside the cage and one where the
distance between the two Li(I) ions was kept fixed inside the
cage (Figure S17 in the Supporting Information). What is
interesting is that the energy difference between the two
optimized structures was only 6.1 kcal/mol. This is due to the
fact that the flexible ionophore ligand was able to reorient itself
to stabilize the two mutually repelling Li(I) cations inside the
ionophore cavity via interactions with the negatively charged
heteroatoms of the molecular cage, even when the distance
between the two positive ions was kept fixed. Hence, molecular
cages possessing a flexible, electron-rich, and large cavity size
possess the ability to stabilize not only the dications in the
form of pseudomonocations but also the two monocations
located inside its periphery.

4. CONCLUSIONS

The current work provides a comprehensive computational
exploration of an interesting class of compounds: cations
encapsulated in molecular rings. Such compounds are of
significance in many diverse and important areas of science,
including inorganic chemistry and biology. Discussed first are
molecular cages containing group 14 dications. It is shown that
the reality of their existence in solution is very different from
what their crystal structures look like. The current work
demonstrates that this family of compounds exists as
“pseudomonocations” inside their cages. Next, the insights
inferred from the earlier case are applied to group 2 systems
important to biology: to dicationic Ca(II)- and Mg(II)-binding
ionophores, and the same pseudomonocation model is found
to fit perfectly in these cases as well. Furthermore, for the
Mg(II)-binding ionophore, we show that [Mg(II)−Cl]+ can be
replaced by a Li(I) inside the same ionophore, and the two
systemsone a pseudomonocation and the other a mono-
cationwould possess the same charge inside the cage. This
leads to the formulation of the “isoionic analogy” and indicates
that Li(I) can compete with Mg(II) for the same ionophore
center, which has implications for the biochemistry of
ionophores. The isoionic analogy also leads to the realization
that two monocations can be stabilized inside a sufficiently
flexible and polarizable cage, which provides a means of
analyzing similar systems in future.
Our current work therefore provides insights into the

behavior of cations enclosed in molecular cages and explains a
wide range of experimentally observed phenomena in such
systems. It is easy to see that the insights gained from the
current studies would have implications for other phenomena
observed for caged systems. For example, in PEMs, low
proton-transfer barriers are coveted for the efficient transfer of
protons through the membrane. The tendency of the cation to
stabilize itself at the center of molecular cages can aid in
understanding the mechanism of hopping of the proton
through pendant cages in certain PEMs.1 Furthermore, the
potential stabilization of two monocations inside the same
molecular cage could justify the stability of similar molecular
rings on various surfaces, as in the case of the recently reported
isolation of a rare C18 ring on a NaCl surface.49

In summary, the current theoretical and computational study
delves into the interplay between cations, anions, and
molecular cages in a wide range of structures important to
different areas of science and leads to a significant under-
standing of the hidden factors at play in such systems.
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