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Chapter 1 

A Brief Overview of the Importance in Hydride and Proton 

Transfer Chemical Transformations 

 

 

1.1 Introduction 

The hydrogen nucleus can migrate from one atom to another with zero, one, or two 

electrons attached, a process known as proton, hydrogen atom, or hydride transfer 

respectively. Hydride and proton transfer transformations are not only important to 

biology but also play a very crucial role in chemistry. There is always a donor and an 

acceptor species in all the hydride and proton transfer chemical reactions. However 

the exact role of the donor and acceptor species in all the transformations is not 

always clear. So, it is always challenging and intriguing to find out how the donor and 

acceptor species participate in the chemical transformations. In this chapter, I will 

provide a brief overview on the importance of hydride and proton transfer. I will also 

provide a overview on the different terms associated with hydride and proton transfer. 
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1.2 Hydride Transfer 

The term "hydride-transfer" is used to describe the acquisition in a single step 

of a hydrogen nucleus, together with a pair of electrons, by one electrophilic centre at 

the expense of another, either in the same or in another molecule. This process is 

distinguished from proton-transfer by the absence of isotopic exchange with the labile 

protons of the medium and by the nature of the polarity at the point of the reaction. 

 Hydride-transfers are currently regarded as one of organic chemistry's 

processes, and they've been used to explain a variety of complex and well-known 

reactions. The most crucial of these are the Meerwein-Ponndorf-Verley reaction,
1
 the 

Oppenauer oxidation,
2
 the Cannizzaro reaction,

3
 the Leuckart reaction,

4
 and the 

Tishchenko reaction.
5  

Intramolecular and intermolecular hydride transfer reactions 

are the two types of hydride transfer processes. Carbonium ions are commonly 

produced as intermediates in intramolecular transfer, which isomerize and give rise to 

anomalous products. Whitmore proposed this to explain how isopropanol and n-

propanol are formed when n-propylamine is treated with nitrous acid (see Figure 1.1 

below).
6
 

 

Figure 1.1 The simplest reaction for hydride transfer mechanism. 

Intermolecular hydride-transfer was first proposed by Bartlett. Taryl bromide and 

isobutane were the results of a reaction between t-butyl chloride and isopentane in the 

presence of aluminium bromide and in a relatively short reaction time(see Figure 1.2 

below).
7
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Figure 1.2 The simplest reaction of the intermolecular hydride transfer mechanism. 

Except in few circumstances when the hydride is transferred to an electronegative 

atom that afterwards swaps the hydrogen as a proton, such as N, O, S, or halogen, 

hydride transfers occur without exchange with solvent protons.
8
 The existence of 

radical traps has little effect on hydride reactions because radical intermediates are 

either missing or very tiny. Although hydride transfer entails the transfer of a proton 

and two electrons at the same time, the word "simultaneous" only refers to the 

absence of a discernible time delay between the two electrons.
9
 The probability of two 

electrons moving at the same time in quantum mechanics is nearly zero, but because 

the nucleus moves so much slower than the electrons, one of the electrons can 

accompany the proton, while the other precedes or follows, and still be 

"simultaneous" in terms of practical mechanism determination. Thus, hydride transfer 

may be used in organic and biological oxidation reductions without proving or 

disproving the one-electron transfer principle. The difference between hydride and 

hydrogen atom transfer may end up being purely semantic, as the two methods are 

only distinguished by the detectability or non-detectability of radical intermediates. 

The ideal conditions for hydride anion transfer would include the following: The 
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donor molecule is a reducing agent having a hydrogen atom capable of leaving the 

donor site, as well as a negative charge. The acceptor molecule has a positive charge, 

is an oxidising agent, and has an electron-deficient core that is either present or 

potential. Because there are no bulky groups in the donor and acceptor molecules to 

produce steric hindrance with the near proximity of donor and acceptor sites, the 

hydride anion can move straight from donor to acceptor. With comparable 

circumstances, hydride transfer might occur between various parts of the same 

molecule. In practice, neutral acceptors and negatively charged donors, or neutral 

donors and positively charged acceptors, have been shown to be the most common 

hydride transfer reactions.
10 

1.3 Hydride Transfer in Main Group Catalysis 

Hydride transfer is one of the important processes in main group catalysis and 

so, in order to elucidate the associated reaction mechanism, it is important to 

understand the hydride transfer mechanism. In previous works, the hydride transfer 

mechanisms in main group catalysis has been investigated using either experimental 

or theoretical approaches.
11-22

 Although these mechanisms have not yet been fully 

explained due to the variety of possible pathways involving the overall transfer of two 

electrons and one proton, the following hydride transfer mechanisms have been 

proposed: (1) direct transfer of a hydride ion (H
-
) in a single step, (2) a two-step 

transfer of an electron before or  after the transfer of a hydrogen atom and (3) the 

transfer of two electrons and one proton in three separate steps. Several experimental 

studies have provided evidence for the single-step mechanism,
23-26

 although the multi-

step mechanism has also been suggested.
17,23,27

 Therefore, although the hydride 

transfer mechanism has been researched over a significant period of time, there is 

little agreement as to the detailed reaction steps. Theoretical studies aimed at 

understanding the hydride transfer mechanism have also been conducted, focusing on 

the effects of the charge density, ionization potential and proton affinity of the 

reactant and the transition state.
11-16,19,21,22 

Silanes should donate a hydride more 

readily than alkanes, because of the increased electropositive nature of silicon relative 

to carbon. Thus, silanes generally evolve hydrogen in strong acids. The reaction of 
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several alkyl chlorides with triethylsilane in the presence of aluminum chloride to 

form the alkane demonstrates that hydride transfer from silicon to carbon
28

 can take 

precedence over the formation of hydrogen. 

1.3.1 Hydrosilylation 

Hydrosilylation, also known as hydrosilation, is one of the most useful catalytic 

reactions leading to the formation of organsilanes and organosilicones, which have a 

variety of applications in industry and as intermediates in organic chemistry(see 

Figure 1.3 below). Hydrosilylation occurs via the addition of H-Si to an unsaturated 

bond such as a carbon-carbon bond, a carbon-oxygen bond, a carbon-nitrogen bond, a 

nitrogen-nitrogen bond and a nitrogen-oxygen bond using a metal catalyst, Lewis 

acid, or a radical initiator. 

 

Figure 1.3 The general scheme for the hydrosilylation of different unsaturated 

compounds. 

Ordinarily, the reaction is conducted catalytically, and usually the substrates are 

unsaturated organic compounds. Alkenes and alkynes give alkyl and vinyl silanes; 

aldehydes and ketones give silyl ethers. Hydrosilylation has been called the "most 

important application of platinum in homogeneous catalysis.
29

 Hydrosilylation of 

alkenes represents a commercially important method for preparing organosilicon 

compounds. The process is mechanistically similar to the hydrogenation of alkenes. In 
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fact, similar catalysts are sometimes employed for the two catalytic processes.The 

prevalent mechanism, called the Chalk-Harrod mechanism, assumes an intermediate 

metal complex that contains a hydride, a silyl ligand (R3Si), and the alkene substrate. 

Oxidative addition proceeds by the intermediacy of a sigma-complex, wherein the Si-

H bond is not fully broken. 

 Hydrosilylation of alkenes usually proceeds via anti-Markovnikov addition, 

i.e., silicon is placed at the terminal carbon when hydrosilylating a terminal alkene.
30

 

Variations of the Chalk-Harrod mechanism exist. Some cases involve insertion of 

alkene into the M-Si bond followed by reductive elimination, the opposite of the 

sequence in the Chalk-Harrod mechanism(see Figure 1.4 below). In certain cases, 

hydrosilylation results in vinyl or allylic silanes due to beta-hydride elimination.
31 

 

Figure 1.4 An idealized mechanism for the metal catalysed hydrosilylation of alkene. 

Hydrosilylation can also occur through the addition of an alkene or an alkyne to a 

silyl group and by employing a Lewis acid. Generally, aluminum and boron based 

Lewis acids are the ones employed in most of the reactions.
32 

1.3.2 Tris(pentafluorophenyl)borane (B(C6F5)3) 

Boron reagents are often employed as Lewis acids because of their ubiquitous 

electrophilic nature. Tris(pentafluorophenyl)borane B(C6F5)3
33

 is a powerful Lewis 

acid because of the electron-withdrawing effects of the three perfluorinated aryl rings 

and was first synthesized in the 1960s.
34

 Experimental studies probed the Lewis 

acidity of this borane, the results of which determined that it was comparable to BF3, 
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although it was weaker than BCl3, falling somewhere between the two(see Figure 1.5 

below)
35 

 

Figure 1.5 Comparison of the Lewis acidity between different boron species. 

Furthermore, a multitude of boron Lewis acids, including B(C6F5)3, have been studied 

by examining their hydride- and fluoride-ion affinities.
36,37

 These methods give 

insight into the relative stability and reactivity of a range of Lewis acids, both 

experimentally and computationally. Such methodologies are useful because they 

provide scales upon which a variety of reagents can be placed, allowing the selection 

of a specific Lewis acid and thus providing a more tailored approach when planning 

reactions. The inherent electrophilicity of B(C6F5)3 makes it suitable for a wide range 

of reactions, including borylation, hydrogenation, hydrosilylation, frustrated Lewis 

pair (FLP) chemistry, Lewis acid catalysis, and more. The high Lewis acidity of 

B(C6F5)3 is derived from the electronic effects of its three C6F5 rings, rendering it a 

versatile reagent for a great number of reactions. In addition, the steric bulk of these 

rings also allows it to function as the Lewis acid in a FLP, granting this reagent yet 

another synthetically useful application. The boron Lewis acid B(C6F5)3 is one of 

those potent Lewis acid molecules that revealed its relevance to synthetic chemistry 

long after its discovery. The role of B(C6F5)3 behaving as a co-catalyst
38

 is quite 

different from the frustrated Lewis pair behaviour. It has also been observed that 

B(C6F5)3 act as a catalyst in multiple organic transformations. It has also been 

observed that the presence of different donor ligands attached with the central atom of 

Lewis acid alter the rate and yield of the reactions. 
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1.3.3 Autocatalysis 

A set of chemical reactions can be said to be "collectively autocatalytic" if a number 

of those reactions produce, as reaction products, catalysts for enough of the other 

reactions such that the entire set of chemical reactions is self-sustaining. 

Perhaps the simplest autocatalytic reaction can be written as: 

                                                                                                        1.1                                         

with the rate equations (for an elementary reaction) 

                                                                        1.2 

This reaction is one in which a molecule of species A interacts with a molecule of 

species B. The A molecule is converted into a B molecule. The final product consists 

of the original B molecule plus the B molecule created in the reaction. The key feature 

of these rate equations is that they are nonlinear; the second term on the right varies as 

the square of the concentration of B. 

In chemistry, autocatalysis is an interesting natural occurrence. In an autocatalytic 

reaction, the reaction's products increase the rate at which they are produced. These 

products are called autocatalysts. The mechanics driving the amplification may differ 

significantly, yet the isothermal autoamplification kinetic signature is largely 

retained.
39 

Autoamplified processes are extremely important in physics and biology. 

The cornerstone of nuclear energy generation is nuclear chain reactions. All living 

things, from viruses to people, are capable of biological self-replication. Autocatalytic 

reactions are more unusual than the main processes in chemical sciences, making 

chemistry an outlier. Autocatalytic reactions, on the other hand, are important in 

industrial processes including photolithography,
40

 electroless plating,
41

 and 

photography.
42 

Autocatalysis is a broad area that includes everything from chemical 

kinetics to inorganic and organic chemistry. Autocatalysis is a part of systems 
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chemistry, which is a young and rapidly expanding subject.
43 

The importance of 

autocatalysis in hypotheses about the beginning of life on Earth has piqued people's 

interest.
44

 Life arose from autocatalytic, self-replicating RNA molecules, according to 

the RNA world hypothesis.
45 

The creation of autocatalytic cycles such as the reverse 

Krebs cycle and the formose reaction is proposed in the first metabolism scenario.
46 

Autocatalysis is a cause of chemical instabilities (e.g., in chemical oscillations)
47

 and 

symmetry breaking (e.g., during pattern development in an originally homogeneous 

layer of reactants solution) as a nonlinear process. As a result, research into out-of-

equilibrium, dissipative chemical systems is quite interesting.
48

 Building synthetic life 

is a lofty objective that necessitates the creation of complicated de novo autocatalytic 

systems. 

1.3.4 Hydroboration 

The addition of a hydrogen-boron bond to C-C, C-N, and C-O double bonds, as well 

as C-C triple bonds, is known as hydroboration. This chemical process is beneficial 

for production of boron containing compounds. Herbert C. Brown was awarded the 

Nobel Prize in Chemistry for his contributions to the invention of this reaction and the 

principles that underpin it.
49

 In 1979, he and Georg Wittig shared the Nobel Prize in 

chemistry for their pioneering work on organoboranes as crucial synthetic 

intermediates.
50 

Hydroboration can also be used to produce organoborane compounds, 

which are chemical compounds that have carbon-boron bonds and are derivatives of 

BH3. These organoboranes can be reacted with some reagents to give alkyl halides, 

alcohols, and amines. Alcohols are produced from the oxidation of the organoboranes 

with the help of hydrogen peroxide. 

The electronegativity of carbon is 2.55 and the electronegativity of boron is 2.04. This 

is why the carbon-boron bond has a relatively low polarity. The low polarity of the B-

C bond makes the alkyl boron compounds quite stable. On the other hand, alkyl boron 

compounds are also easily oxidizable. Due to the low electronegativity of boron, it 

tends to form electron deficient compounds. An example for the type of compounds 

produced by boron are triorgano boranes. The carbon boron bond gets some double 

bond characteristics from the donation of electrons by the vinyl and aryl groups. This 
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causes it to be less electrophilic. In the hydroboration process, it is observed that the 

hydrogen is added to the most substituted carbon of the double bond. Therefore, 

hydroboration can be considered as an anti Markovnikov process. This process 

proceeds via a four membered transition state. In this state, there is a same-face 

addition of the boron and hydrogen atoms on the double bond. The carbon boron bond 

is formed slightly faster than the carbon hydrogen bond. Therefore, the boron gains a 

partial negative charge whereas the more substituted carbon gains a partial positive 

charge in the four membered transition state. An example explaining the 

hydroboration of a given terminal alkene to a trialkylborane via the four membered 

transition state is shown below(see Figure 1.6 below). 

 

Figure 1.6 Hydroboration of a terminal alkene to a trialkylborane, showing an 

idealized image of the cyclic transition state. 

1.4 Stannylenes and Germylenes 

G. N. Lewis proposed the "octet rule" in 1916, which asserts that when non-transition 

elements establish bonds in a molecule, they tend to create an 8-electron valence shell 

by sharing electrons.
51 

Compounds containing atoms with less than eight valence 

electrons are very reactive because they tend to increase this number. Tetrylenes (the 

term originates from the words "tetrel" meaning heavy analogues of carbon and the 

suffix "ylene" signifying a group 14 divalent atom), derivatives of group 14 elements 

in the formal oxidation state 2+, have a particular position among such compounds. 

For a long time, the presence of heavy carbene analogues as stable compounds that 

can be handled under circumstances characteristic of organometallic compounds (at 

least for Sn and Ge) has been debated. Of course, the simplest inorganic compounds 

of germanium and tin in the oxidation state 2+ have long been known (all have a 

polymer structure in the solid phase),
52,53

 while compounds of lead in the oxidation 

state 2+ are more stable than those in the oxidation state 4+.Note that the 
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characteristics of lead derivatives, as well as of carbon compounds, differ greatly from 

those of the group's core trio, notably silicon, germanium, and tin. Stable compounds 

of group 14 divalent elements with organic replacements were first stated in 1956, 

with dicyclopentadienyltin (Cp2Sn)3 being mentioned for the first time. However, in 

the 1970s, the Lappert group published a series of papers on the synthesis of 

M[CH(SiMe3)2]2 (M = Sn, Pb),
54

 M[N(SiMe3)2]2, and M[N(SiMe3)(CMe3)]2 (M = Ge, 

Sn, Pb)
55

 in the realm of molecular tetrylenes. The study of group 14 metal derivatives 

in a low-valent state has now become a wide topic of research in contemporary 

chemistry. 

Tetrylenes are known to be intermediates in a variety of processes involving silicon, 

germanium, and tin compounds. They may be stable enough to handle at room 

temperature with the normal precautions in organometallic chemistry in some 

circumstances. The employment of different ligands to promote the stability of heavy 

carbenes has been extensively studied, and the factors stabilising a low-valent core 

have been established during the last three decades. The presence of bulky 

substituents near the low-valent centre (kinetic stabilisation) or the donation of 

electron density to the vacant orbital of the group 14 metal atom (thermodynamic 

stabilisation) both through transannular interaction, have been studied,as well as the 

case when the element's atom is directly bonded to the heteroatom containing an 

unshared electron pair (i.e., the ligand is an n- or a -donor).
56,57 

N-heterocyclic 

stannylene and germylene, as previously stated, are very reactive. They are 

distinguished by a variety of reactions that involve both the formal oxidation state 

change (typically from 2+ to 4+) and the retention of the oxidation state 2+. 

In contrast to carbenes, the heavier congeners R2E (with E=Si, Ge, and Sn) frequently 

have a singlet ground electronic state, which results in a high energy lone pair 

(HOMO) and an energetically accessible unoccupied p-orbital (LUMO).
58 

This orbital 

configuration resembles the transition metals' frontier d-orbitals and contributes to the 

dual donor and acceptor character required for bond activation. The nature of the R 

substituents, which influence the orbital energies, has a significant impact on the 

reactivity of tetrylenes towards small molecules and strong bonds. To date, a variety 
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of substituents with various steric and electronic characteristics have been used to 

adjust tetrylene's capacity to engage in bond activation events.
59,60 

The singlet-triplet 

gap and the HOMO-LUMO separation have been discovered to be useful indicators of 

carbene and related species' potential to engage in bond activation processes. In 

general, tetrylenes with narrow HOMO-LUMO gaps have stronger activity towards 

small molecules, as Bertrand and coworkers have demonstrated by comparing the 

behaviour of N-heterocyclic carbenes (NHCs) and cyclic alkyl(amino)carbenes 

(CAACs) towards dihydrogen.
53 

The angle at the group 14 element and the 

donor/acceptor characteristics of the substituents are two important elements that 

determine this energy separation.
61 

Due to the increased p-character of the lone pair, 

which leads to an elevation of the HOMO energy, large angles are linked with short 

HOMO-LUMO gaps.
62

 As a result, acyclic tetrylenes are often more reactive than 

their cyclic counterparts. Bulky groups are also advantageous for small molecule 

activation because they enhance the R-E-R angle. For electronic manipulation, a wide 

range of substituents have been employed, especially for the heavier group 14 carbene 

analogues. While amino groups are favoured substituents for stabilizing tetrylenes 

because of their -I and + M donor characteristics, they frequently generate a 

substantial HOMO-LUMO separation. Strongly donating (i.e. more electropositive) 

groups provide more reactive species that are ideal for small molecule activation, 

leaving the empty p-orbital unoccupied, lower in energy, and open for interactions 

with bonding orbitals of other substrates. As a result, in addition to alkyl moieties, 

silyl or, more recently, boryl groups have been utilized in this chemistry.
55 

The 

heavier group 14 carbene counterparts appear to be more favourable from a 

thermodynamic standpoint for developing reversible, and hence catalytic, reactions. 

While carbene E-H activation events are very exothermic and hence irreversible, 

reversible bond activations for their heavier equivalents have been found, while 

catalytic applications are still limited.
63,64 

Bond activation reactions often occur 

directly at the metal centre due to the unusual electronic structure of tetrylenes and the 

existence of a full and unfilled orbital at the group 14 element (single site).
65,66 

Aside 

from single-site reactivity, literature has revealed E-H bond activation methods 

including the active engagement of the - substituent (cooperative). 
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Figure 1.7 The ability of low valent main group compounds to act as both 

electrophiles and nucleophiles. 

1.5 Proton Transfer 

One of the most studied processes in chemistry is proton transfer from one molecule 

to another. This is what acid–base chemistry is all about. A hydrogen-bonded 

compound can be an intermediate phase in this process; therefore it is connected to 

hydrogen bonding,
67 

where A-H⋯B is a hydrogen-bonded complex and A⋯H-B
+
 is 

an ionic pair held together primarily by Coulombic attraction. When compared to the 

energies of hydrogen bonds, proton transfer necessitates the breaking of the chemical 

bonds, which is a more energy intensive process. As a result, proton transfer processes 

are separate from the remainder of the processes discussed in this article, which focus 

solely on hydrogen bond breaking and formation. In the gas phase, almost all neutral 

dimers form just one stable complex, the neutral complex A-H⋯B.As a result, proton 

transfer will be an uncommon occurrence. In solution, the situation changes because 

solvation stabilises both complexes. Some solvents will stabilise the ionic complex 

more than the neutral complex, until it reaches the global minimum on the proton 

transfer path. The acidity of A-H and the basicity of B dictate the amount of proton 

transfer. The transition from neutral to ionic state may be detected experimentally as a 

considerable rise in the dipole moment of the complex. The dipole moments of the 

neutral forms are in the range of 1–3 Debye, whereas those of the ionic forms are 

approximately 10 Debye. Dissociation of the ionic complex into free solvated ions is 
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also possible. The entire proton transfer reaction is a multi-step process. The rate of 

proton transfer is determined by the barrier height(s) along the reaction path. There is 

a scarcity of accurate information on proton transfer barrier heights in solutions. 

Because the solvent effects are so powerful in some solvents (e.g., water), the process 

is simplified because neither the neutral complex nor the ionic complex are created, 

save as extremely short-lived intermediates. The reaction can thus be characterized as 

a one-step reaction. 

1.6 Asymmetric Organocatalysis 

The development of various analytical techniques for determining the stereochemical 

purity of chiral compounds, as well as the increasing demand for enantiopure 

chemicals and enantioenriched axially chiral compounds in asymmetric catalysis, led 

to significant progress in asymmetric synthesis
68,69 

and catalysis.
70 

Considering recent 

advances in asymmetric catalysis, it is clear that current asymmetric catalysis is based 

on three main pillars: biocatalysis, metal catalysis, and organocatalysis. If one goes 

back in time, fully organic compounds such as acetaldehyde were the first catalysts 

utilised by organic chemists (Liebig in 1859).
71 

Lewis bases, Lewis acids, Brønsted 

bases, and Brønsted acids are the four broad groups of organocatalysts. These 

organocatalysts either provide or remove electrons or protons from a substrate or a 

transition state during chemical processes. Lewis base catalysts like amines and 

carbenes dominate organocatalysis, whereas Lewis acids like carbonyl compounds are 

rarely utilized. Iminium catalysis, first discovered by Macmillan in 2000
72

 and 

subsequently followed by asymmetric enamine catalysis published by List and 

collaborators, are two of the most often researched domains in organocatalysis.
73 

Wurz's 4-dimethylaminopyridine (DMAP) analogues
74

 made a significant 

contribution to asymmetric catalysis, followed by Gaunt and Johansson's contribution 

of ammonium enolates.
72 

With the discovery of an a
3
-d

3
-type umpolung introduced 

separately by Glorius and Bode, organocatalysis by N-Heterocyclic Carbenes (NHC) 

has exploded in popularity in the field of asymmetric organocatalysis.
76 

In asymmetric 

organocatalysis, Akiyama and Terada discuss the utilisation of stronger Brønsted 

acids. Depending on the acidity of the acid employed, Bronsted acids engage in the 
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process by creating hydrogen bonds or by protonating the reaction substrate, 

generating ion pairs as intermediates.
77-78 

1.6.1 Brønsted Base Catalysis 

For enantioselective synthesis, chiral organic Brønsted bases have emerged as 

extremely selective and efficient catalysts(see Figure 1.8 below). The use of Brønsted 

base catalysts was first described in 1913 for enantioselective hydrocyanation to 

aldehydes.
79 

Originally developed by Wynberg in the 1970s and 1980s for 

enantioselective hydrocyanation to aldehydes, chiral organic Brønsted base catalysis 

has progressed as a consequence of mechanistic insight and catalyst design to solve 

issues in synthetic technique.
80 

Mechanistic research and perceptive observations on 

Brønsted base and hydrogen bond donor activation of substrates have aided novel 

catalyst development greatly during the last two decades.
81-84 

During the bond 

formation process, bifunctional catalyst design has been ingeniously included into 

catalyst design to activate both nucleophiles and electrophiles. As a result of these 

advancements in mechanistic knowledge and catalyst design, a growing variety of 

innovative techniques and synthetic transformations have emerged. 

 The discovery that the cinchona alkaloids are efficient catalysts
85-90 

and 

favored structures
91

 led to the development of chiral Brønsted base catalysis. The 

features critical for enantioselective catalysis were better understood after a 

systematic study of structural variations. These investigations have revealed the 

relevance of a stiff backbone with fundamental activity, as well as the presence or 

absence of a hydrogen-bond donor within the same catalytic structure. As a result of 

these realisations, novel cinchona alkaloid-based catalysts with changed hydrogen-

bond donor capabilities have been synthesised, expanding the area of their use. With 

the usage of the cyclohexane diamine by Jacobsen
92 

and Takemoto,
93

 later studies 

have enhanced the knowledge of this motif. The emergence of chiral organic Brønsted 

bases for enantioselective catalysis, as well as the development of these catalysts, 

demonstrate the value of the mechanistic knowledge gained to date. 
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Figure 1.8 Simplified model for Chiral Brønsted bases catalyst design 

1.6.2 Cinchona Alkaloids 

The direct function of cinchona alkaloids in asymmetric synthesis demonstrates their 

flexibility as chiral base catalysts, promoters, and ligands. Pracejus,
94,95

 Morrison 

along with Mosher,
96

 and Wynberg
97,98

 conducted early experiments on the utilization 

of cinchona alkaloids in asymmetric synthesis up to the late 1980s. Ketene chemistry, 

which was employed in asymmetric -lactone synthesis
99-100 

during this period, as 

well as asymmetric induction in dihydroxylation and desymmetrization,
101-104

 were 

important developments at the time. Wynberg's important work on cinchona alkaloid-

catalyzed addition of cyclic -ketoesters to methyl vinyl ketone was the first report of 

catalytic enantioselective conjugate addition.
105

 Cinchona alkaloids have a 

bifunctional catalytic property due to the basicity of the quinuclidine nitrogen paired 

with the Brønsted acidic C(9)–OH. Cinchona alkaloids are important contributors to 

asymmetric reactions and enantioselective transformations because they behave as a 

bifunctional organocatalyst or ligand. The enantioselective transformation consist of 
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conjugate additions (Strecker, Baylis–Hillman, Michael, Mannich,Aldol, and Henry), 

cycloaddition reactions, phase-transfer reactions (PTC), -lactone synthesis, 

aziridination, desymmetrization studies, decarboxylations, epoxidations,and 

hydrogenations.
106 

 Cinchona alkaloids' pseudoenantiomeric pairs, which may be used to make 

either enantiomer of chiral product, are a prominent mechanism of stereoselectivity. 

The quinuclidine nitrogen and the neighbouring C(9)–OH (the N–C(8)–C(9)–OH 

species) are important moieties in cinchona alkaloids. 

 

Figure 1.9 The relevant angles and dihedrals for the cinchona alkaloid catalyst. 

The torsion angles N–C(8)–C(9)–O are opposite in sign in pseudoentiomeric alkaloids 

in the normal open conformation: Q and CD are (-), and so induce selectivity for one 

enantiomer, whereas QD and C are (+), and thus afford the other enantiomer.
107,108 

Cupreines and cupreidines are pseudoenantiomers of cinchona alkaloids that have an 

OH–group in lieu of the quinoline C(6’)-OCH3. As a result, another hydrogen-

bonding moiety becomes available.In asymmetric reactions like the Baylis-Hillman 

reaction,-lactone synthesis, asymmetric -halogenation, alkylations, carbocyanation 

of ketones, and Diels-Alder reactions, the quinuclidine nitrogen launches a 

nucleophilic assault on the substrate, making cinchona alkaloids Lewis basic.
109-118 
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 Cinchona alkaloids have a lesser-known but equally important and recent role 

as Brønsted bases. Cinchona alkaloids are Brønsted bases when the nitrogen moiety 

combines with a proton (either by partial deprotonation or protonation), resulting in 

the chiral intermediate species required for stereodirection and facial selectivity. 

Hiemstra and Wynberg's
119

 1,4-addition of thiophenols to cyclohexenones is the 

oldest example. The thiol is deprotonated by the quinuclidine nitrogen, which also 

stabilises the enolate by hydrogen-bonding with the C(9)–OH moiety of the catalyst. 

In the past two decades, modified Cinchona alkaloids catalysts have been created to 

improve the catalyst's bifunctional mode. The most important developments are C(9)–

OH group derivations, quinoline C(6’)–OCH3 substitution with a hydroxyl group to 

improve hydrogen bonding, bis-cinchona alkaloids syntheses, and synthesis of 

thiourea-derived cinchona alkaloids. There are also other modified cinchona alkaloid 

catalysts, namely (see Figure 1.9 below) 

 

Figure 1.10 Different modified cinchona alkaloid catalysts. 
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1.6.3 Non-Covalent Interactions 

Non-covalent interactions (NCIs) are common in nature and help to keep chemical 

systems together. Intramolecular and intermolecular non-covalent interactions are 

weaker locally than covalent connections and have lower energy and directionality. 

Nonetheless, in many circumstances, these interactions can play a dominant role in 

materials synthesis, catalysis, and design. NCIs are frequently divided into subclasses 

of bonds and interactions based on the nature of the individual elements or synthons 

involved. Chemical interactions are common between proteins and drugs, catalysts 

and substrates, nanomaterial self-assembly,
120

 and many chemical processes.
121 

Non-

covalent interactions like hydrogen bonding, dipole-dipole interactions, steric 

repulsion, and London dispersion dominate these interactions.
122 

In biochemical 

processes, non-covalent and electrostatic interactions are the driving factors. Although 

there are several tools for viewing and analysing covalent and electrostatic 

interactions, similar methods for non-covalent interactions have yet to emerge. The 

cinchona alkaloid and its modified bifunctional catalysts have been shown to have a 

prominent effect on stabilizing electrophiles and nucleophiles through non-covalent 

interactions.  

 Non-covalent interactions are common in organic systems, and they can have 

a big impact on how asymmetric organocatalytic events turn out. Their frequent 

occurrence, along with the sometimes indistinct boundary separating advantageous 

dispersion interactions from negative steric contacts, makes identifying the specific 

non-covalent interactions that cause stereoselectivity difficult. In most organocatalytic 

processes, stereoselectivity is ultimately determined by the balance of favourable and 

unfavourablenon-covalent interactions in the stereocontrolling transition state (TS). 

Concerns about the relevance of non-covalent interactions in organocatalysis have 

alteredlately. The consensus has shifted away from the steric-repulsion-centered 

perspective that dominated the asymmetric response debate for decades and towards a 

focus on the potentially crucial role of favorable non-covalent interactions. This has 

been primarily driven by two crucial developments. First, Copeland and Miller,
123

 and 

Jacobsen and coworkers,
124

 have argued that developing organocatalysts with 
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favorable non-covalent interactions that stabilise the transition state (TS) leading to 

the desired product is advantageous. 

It is now commonly recognised that favorable non-covalent interactions can be 

critical in a variety of catalytic applications. Aromatic interactions as control 

components in catalysis, for example, were recently examined by Krenske and 

Houk.
125 

Wagner and Schreiner
126 

very recently published an eye-opening study of the 

influence of dispersion interactions on molecule structure and stability, as well as 

reactivity, catalysis and spectroscopy. The widespread availability of computational 

methods to reliably address favourable non-covalent interactions in organic chemistry, 

as well as the rising acknowledgment of their relevance in organic chemistry,
127-129

 

has opened up new paths for the computational research of organic systems.In the 

context of asymmetric organocatalysis, it has also brought new hurdles for both 

experiment and theory. Most importantly, it has highlighted the question of how best 

to take advantage of non-covalent interactions in order to create more effective 

catalysts. 

 

Figure 1.11 Non-covalent interactions of a model system are shown. 
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1.7 Objective of the thesis 

Though the experimental studies have opened up insights towards the hydride and 

proton transfer organic transformations, still a lot of questions remain unanswered, 

such as (i) What could be the initiation step for hydride and proton formation? (ii) If 

the hydride transfer goes through an initiation step, then what would the actual 

mechanism be? (iii) How does the involvement of multiple hydroborating agents 

reduce the activation barriers for the hydroboration reactions? (iv) What are the 

challenges in asymmetric catalysis? (v) What are the plausible mechanistic pathways 

towards the formation of new asymmetric products? (vi) What is the deciding point 

between two comparable pathways? In this thesis, full quantum chemical calculations 

using density functional theory(DFT) have been utilized to provide interesting 

insights and address the above mentioned questions. In so doing, I have investigated 

the role of the hydride and proton transfer processes in different organic 

transformations. The thesis titled “Computational Insights into Proton and 

Hydride Transfer Chemistry” is divided into seven different chapters. A brief 

introduction to each chapter is provided below with the chapter titles. 

1.8 Organization of the thesis 

Chapter-1: A Brief Overview of the Importance in Hydride and Proton Transfer 

Chemical Transformations. 

In this chapter, I have provided in brief details of how hydride and proton transfer 

play important roles in chemistry as well as in biology. In the later part of this 

chapter, I have highlighted how the hydride and proton transfer processes play an 

important role in my current research. This include mainly hydrosilylation and 

hydroboration reactions for hydride transfer and asymmetric organocatalysis for 

proton transfer reactions. 

Chapter-2: The History and Fundamentals of Computational Chemistry. 

This chapter deals with the history and fundamentals of computational chemistry, 

quantum chemical methods, density functional theory (DFT), non-covalent 
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interaction (NCI) plots, natural bond orbital analysis, and volume correction 

methods. 

Chapter-3: B(C6F5)3 Catalyst or Initiator? Insights from Computational Studies. 

In this chapter, I have tried to look into a very important reaction i.e–in situ 

generation of SiH4. First, we have looked into the earlier proposed mechanism, which 

is B(C6F5)3 catalyzed. Then, I have looked at the autocatalytic mechanism. Then, I 

have compared both the mechanisms and come up with a new mechanism where 

B(C6F5)3 plays the role of initiator and the rest of the mechanism goes viathe 

autocatalytic way.In order to get more insights into the proposed idea, I have 

calculated the turn over frequency of the previous, as well as newly proposed 

mechanism. The turnover frequency suggests that the autocatalytic pathway is 

followed. 

Chapter-4: The Role of Ion-pair in B(C6F5)3 Catalyzed Zwitterionic Chemistry. 

In this chapter, I have investigated the ion-pair separation energy of each of the 

ion-pairs formed in different experimentally proposed reactions. Then I have 

proposed a means of deciding whether B(C6F5)3 acts as a catalyst or as an initiator, 

based on how easy or difficult it is to separate the ion-pair.  

 

Chapter 5: The Role of Hydride Transfer in Stannylene and Germylene Initiated 

Catalysis.  

In this chapter, I investigate the reaction mechanism and role of hydride transfer in 

stannylene and germylene initiated catalysis. I subsequently subjected these pathways 

to a full static quantum chemical study with density functional theory (DFT) and thus 

obtained all the barriers (ΔG
#
) for the reactions involved in these processes, as well as 

the energies (ΔG) of the reactions. As will be discussed in this chapter, this has led to 

results that not only reveal interesting pathways for the formation of the 

hydroboration product but also indicate that these mechanistic routes would have been 

thermodynamically and kinetically feasible. 
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Chapter-6: Unraveling the Role of Organocatalysis in Modified Cinchona Alkaloid 

Catalyst via Proton Transfer.  

In this chapter, I have shown the role of additive where a modified C6’-OH cinchona 

catalyst has been investigated for different alpha thiocyanation reactions. First, I have 

looked into the most stable conformation of the modified C6’-OH cinchona catalyst 

via a potential energy scan method. Then, I have looked into the reaction mechanism 

for the experimentally obtained asymmetric products. It has been observed that the 

additive plays a very crucial role in determining the major yield and enantioselectivity 

of a particular asymmetric product. Thus the mechanistic investigation discards the 

previous accepted mechanism and comes up with a new mechanistic pathway 

favoring the Wynberg model rather than the Houk-Grayson model. This provides new 

insights into modified bifunctional asymmetric organocatalysis. 

Chapter-7: Summary and Future Outlook 

In this chapter, I have summarized all the working chapters and concluding remarks in 

detail, as well as provided a pictorial representation. Further future aspects of the 

thesis work have been provided. 
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Chapter 2 

History and Fundamentals of Computational Chemistry 

 

 

Abstract: Density functional theory (DFT) as a tool has been exploited for 

investigating problems of interest in this thesis. The development and fundamental 

aspects of DFT have been briefly covered in this chapter. The DFT methods provide a 

means to computing energy and other attributes of atomic and molecular systems as a 

function of electron density, which is a physical observable that has direct 

implications for chemical and physical behaviour. For stationary point computations 

of ground state geometries, these approaches operate well under the Born-

Oppenheimer approximation and provide an accurate and computationally less 

expensive alternative to wave function based methods. Due to their enormous 

scalability, they are practical for calculating attributes of actual (rather than model) 

molecular systems. 
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2.1 Introduction to Computational Chemistry 

Computational chemistry entails employing a set of algorithms created over 

years of hard labour and research by science's forefathers to investigate chemical 

issues on a computer. It may be used to address issues in a variety of fields, including 

molecular geometries, molecule energies and transition states, chemical reactivity, 

interpreting IR, UV, and NMR spectra, substrate interaction with enzymes, and 

substrate physical characteristics. Computational chemistry entails the use of five 

distinct approaches to investigate various problems of chemical interest. (a) 

Molecular Mechanics (MM) is based on a collection of balls held together by springs. 

Molecular mechanics calculations are extremely quick and can be utilised to optimise 

huge molecules. (b) Ab initio calculations are based on solving the Schrodinger 

Equation. This approach solves the Schrodinger Equation for a molecule and returns 

the energy and wave function of the molecule. This procedure is computationally 

expensive. (c) Semi-empirical (SE) calculations is also based on the Schrodinger 

Equation and gives us the wave function of a molecule. The main distinction between 

the SE approach and the ab initio method is that it improves the findings using 

empirical data (taken from experimental outcomes). SE calculations are slower than 

MM, but faster than ab initio methods. (d) Density functional calculations, often 

called density functional theory (DFT), is based on the Schrodinger Equation, which 

derives the electron distribution directly. DFT is usually faster than ab initio 

calculations, but slower than SE. (e) Molecular dynamics (MD) is based on the laws 

of motion to molecules. It is used to study the structure of proteins, macromolecules 

and in drug design. 
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2.2 Quantum Mechanics and the Wave Function 

Classical mechanics has looked into the models used to represent macroscopic 

systems. The laws controlling microscopic and macroscopic systems should be 

distinct, according to early chemists and physicists. Max Planck postulated in 1900 

that blackbody radiation generated by minuscule particles had discrete or quantized 

values. It was discovered around the turn of the 20
th

 century that quantization was not 

just a property of light, but also of the basic particles that make up matter. The 

ultraviolet and visible line spectra also revealed that bound electrons in atoms are 

constrained to distinct energy levels. However, in Newtonian mechanics, energy can 

only fluctuate continuously in classical mechanics. A distinct mechanics was then 

required to describe tiny systems. Surprisingly, matter may be proved to have 

wavelike qualities, as de Broglie initially hypothesised. It does, however, have 

particle-like qualities, and a new science, quantum mechanics, was invented to 

account for this paradox. 

The fundamental premise of quantum mechanics is that a wave function  

exists for each chemical system, and that suitable operators or functions acting on  

yield the system's observable characteristics. In mathematical notation, it is 

represented as ewhere  is an operator and e is a scalar value for some 

property of the system.  is an eigenfunction and e is an eigenvalue. Importantly, the 

product of the wave function  with its complex conjugate (i.e., | *  |) has units 

of probability density. The likelihood that a chemical system will be located inside 

some region of multi-dimensional space is equal to the integral for a real wave 

function of | |
2
 over that region of space. For a bound particle, the normalized 

integral of | |
2
 over all space must be unity such that  must be continuous and 

single-valued. 

 

2.2.1 Schrodinger Equation and Hamiltonian Operator 

The energy of the wave function is given by an operator known as the Hamiltonian 

operator and is given by  

                                                             Ĥ                                                          (2.1) 
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Equation (2.1) is the Schrodinger Equation (SE), where Ĥ  is the Hamiltonian 

operator and E is eigenvalue, which is actually the average energy of the system. The 

Hamiltonian operator takes into account five contributions to the total energy of a 

system: the kinetic energies of the electrons and nuclei, the attraction of the electrons 

to the nuclei, and the interelectronic and internuclear repulsions. The Hamiltonian 

operator can be written as: 

   
   1 2 3 1 2 3 1 2 3 1 2 3

ˆ , , ...., , , , ...., , , ...., , , , ....,n m n mH x x x x r r r r E x x x x r r r r  
                   

(2.2)
 

where  ˆ ,n mH x r  denotes the molecular Hamiltonian operator,  and  are the 

coordinates of respective electrons and nuclei,  ,n mx r  is a many particle wave 

function for a given system and is a function of the 3n space coordinates and n spin 

coordinates of electrons and 3m space coordinates of nuclei, and E  is the total energy 

of the system.  The wave function  ,n mx r  has to fulfill certain requirements, which 

defines  ,n mx r  to be well behaved, in order to be allowed for quantum chemical 

consideration.  

The Hamiltonian operator in atomic unit is represented as, 

           

2
2

1 1 1 1 1

1 1 1ˆ
2 2

n m m n m m n n
a a a b

i

i a a i a b a i j ia ia ab ij

Z Z Z
H

m r r r      


                                  (2.3) 

The kinetic energy of electrons and nuclei are represented by the first two variables in 

the Hamiltonian. The nuclear-electron attraction, nuclear-nuclear repulsion, and 

electron-electron repulsion are the final three terms, respectively. Indices i and j 

indicate a total number of n electrons, whereas indices a and b denote a total of the m 

nuclei of the system. Other associated terms in the Equation have their usual meaning.  

To apply QM theory to address real life chemical problems, we need to solve 

the SE for multi-electron multi-nuclear molecular systems. However, the exact 

solution to the SE is limited to only few simplistic ideal cases, such as a particle in a 

box, the harmonic oscillator, the rigid rotor and the hydrogen atom. Hence, to make 
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this theory applicable to larger systems, approximate methods have been proposed 

over the years. The first approximation that comes into consideration is the Born-

Oppenheimer approximation, which is believed to be a good approximation for 

stationary point calculations.  

2.2.2 The Born-Oppenheimer Approximation 

The fact that nuclei are substantially heavier than electrons is self-evident. As a result, 

nuclei move significantly slower than electrons. As a result, we may assume that all 

electrons exist in a field of fixed nuclei. As a result, the nuclear kinetic energy can be 

set to zero, but the nuclear potential energy remains constant. This is known as the 

Born-Oppenheimer approximation. The Born-Oppenheimer approximation allows the 

electronic and nuclear components of the SE to be separated. Ultimately, the 

Hamiltonian shown in Equation (2.2) can be simplified to only the electronic part ˆ elH  

as, 

2

1 1 1 1

1 1ˆ ˆ ˆ ˆ
2

n m n n n
a

el i ne ee

i a i i j iia ij

Z
H T V V

r r    

                                                          (2.4) 

The solution of the Schrödinger Equation with the electronic Hamiltonian ˆ
elH yields 

the electronic energy elE when ˆ
elH is operated on the electronic wave function el , 

ˆ
el el el elH E                                                                                                           (2.5) 

The total energy can be obtained as the sum of the electronic energy and the nuclear 

repulsion energy nnE as follows: 

tot el nnE E E                                                                                                            (2.6) 

Where nnE  is given by, 

m m
a b

nn

a b a ab

Z Z
E

r

                                                                                                       (2.7) 
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2.2.3 Wave Function, Probability and Normalization  

In the previous section, we saw how the energy may be derived by using a 

Hamiltonian Ĥ  on  ,n mx r . I will offer a basic description of the wave function in 

this section  ,n mx r . The Copenhagen interpretation provided the basis for the wave 

function definition. A wave function, according to this definition, is a function that 

includes all information of a particular system for the state represented by the wave 

function, and all information of that system for this state can be retrieved from the 

wave function using appropriate operators. However, because the wave function is not 

a physical observable, it has no physical meaning. It only returns the value of an 

observable when it is processed with an operator with classical mechanics roots. The 

physical interpretation of a wave function comes instead with the square of the

 ,n mx r , which gives the probability density  

  2

1 2| , ,...., |nprobability density x x x                                                                               (2.8) 

The probability density, on the other hand, cannot take on complex or negative values, 

whereas the wavefunction  ,n mx r can. The following Equation can be used to 

calculate the chance of finding electrons in a given volume element: 

  2

1 2 1 2| , ,...., | . ........n nx x x dx dx dx                                                                                            (2.9) 

Equation (2.9) represents the probability that electrons 1, 2,…, n are found 

simultaneously in volume 1 2. ........ ndx dx dx . Because electrons are indistinguishable, if 

two electrons swap places, the probability density remains constant,  

   2 2

1 2 1 2| , ,... , ,...., | | , ,... , ,...., |i j n j i nx x x x x x x x x x                                            (2.10) 

However, electrons are fermions with spin s=½. Ψ According to the quantum 

mechanical version of Pauli's exclusion principle, it must be antisymmetric with 

regard to the exchange of the spatial and spin coordinates of any two electrons. (‘no 

two electrons can occupy the same state’). 
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   1 2 1 2, ,... , ,...., , ,... , ,....,i j n j i nx x x x x x x x x x                                                 (2.11) 

In addition, the chance of detecting n electrons in all of space should be one. Hence, 

the integral of Equation (2.9) over the entire space should be equal to 1. 

  2

1 2 1 2.... | , ,...., | . ........ 1n nx x x dx dx dx                                                               (2.12) 

A normalised wave function is a wave function that meets this requirement.  

2.2.4 The Variational Principle 

We need the Hamiltonian operator to solve Equation 2.1 for any given molecule, and 

we must identify the eigenfunctions and accompanying eivenvalues for the 

Hamiltonian operator. However, there is no accurate solution to the Schrödinger 

Equation for this seemingly simple situation. The guess wave function may be used to 

solve this problem, since the variational principle states: ‘The energy calculated using 

a guess wave function  is always an upper bound to the original ground state energy 

(E0) of the system of interest ‘  

0 0
0

0 0

ˆˆ | H || H |
[ ]

| |
E E

   
  

    
                                                                       (2.13) 

Here, 

 

ˆ| H |
[ ]

|
E

 


 
                                                                                                         (2.14) 

is called as the expectation value. 

Here, 0  is true ground state wave function. A full minimization of the given 

functional E[ ] with respect to all of the allowed n-electronic wave functions, under 

the Born-Oppenheimer approximation, will provide the true ground state 0 and the 

corresponding energy E[ ] = E0. What “allowed” means in the present context is 

that the trial wave functions must follow certain criteria that ensure that these 

functions make physical sense. For instance, to be qualified as a wave function,  
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must be continuous everywhere and be square integrable. Otherwise, the 

normalization of Equation (2.13) would not be possible. This can be expressed as,  

0
ˆ ˆ ˆmin [ ] min | |ne ee

n n
E E T V V

 
                                                                                (2.15) 

where n  indicates that Ψ is an acceptable n-electron wave function. It is 

important to highlight, however, that a comprehensive search of all permitted 

functions is almost impossible. The variational principle, on the other hand, may be 

applied to subsets of all allowable functions. One alternative solution is to choose 

these subsets so that the minimization in Equation (2.15) can be performed using an 

algebraic technique, resulting in the best approximation to the precise wave function 

that can be achieved from that subset. The Hartree-Fock approximation is a good 

illustration of this strategy. 

Furthermore, an antisymmetrized product of n numbers of orthonormal spin orbitals is 

( )i x
r

, commonly used to describe the ground state n-electronic wave function, each 

of which is a product of spatial orbitals ( )i x
r

 and the spin functions ( ) ( )s s   or 

( )s . The resulting formulation is called as the Slater Determinant and is expressed 

as 

1 1 2 1 3 1 1

1 2 2 2 3 2 2

1 3 2 3 3 3 3

0 1 2 3

( ) ( ) ( )..... ( )

( ) ( ) ( )..... ( )

( ) ( ) ( )..... ( )1
( , , ,..., )

..............................................!

............................

n

n

n

n

x x x x

x x x x

x x x x
x x x x

n

   

   

   
 

r r r r

r r r r

r r r r
r r r r

1 2 3

...................

( ) ( ) ( )..... ( )n n n n nx x x x   
r r r r

                                              (2.16) 

 

2.2.5 Functional 

Before diving into the specifics of DFT, let us have a look at the definition of 

functional. A functional is a higher-order function. It is defined as a function of 

another function, i.e., a functional is a function whose argument itself is a function. A 

functional is commonly represented with the function in square brackets: F[ f ] = a. 
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For example, the integration of | |f
2
 over all space, with each square integrable 

function ( )f x , is a functional. 

[ ] *( ) ( )F f f x f x dx



                                                                                                           (2.17) 

The total energy functional may alternatively be regarded the mathematical 

representation of the expectation value provided in Equation (2.14) (E[ ]) of   as it 

takes the function   as input and provides the value of energy, a number, for that 

particular state. 

A functional may be distinguished from a function by noting the following 

distinction: a function takes a number as input and also produces a number as output, 

whereas a functional takes a function as input and produces a number as output. 

Functionals have qualities that are quite similar to functions. A functional, like a 

function, can have derivatives. The formulation is similar to the derivatives of 

functions. The differentiation of a functional F[ g ] is defined as, 

[ ] [ ] [ ] ( ).
( )

F
F g F g x F g g x dx

g x


     


                                                                     (2.18) 

The rules of differentiation are also similar to the functions, 

1 2
1 2 1 2( 1 2)

( ) ( ) ( )

F F
c F c F c c

f x f x f x

 
  

  
                                                                           (2.19) 

1 2
1 2 2 1( . )

( ) ( ) ( )

F F
F F F F

f x f x f x

 
 

  
                                                                                      (2.20) 

 

2.3 The Fundamentals of Density Functional Theory 

The wave function is used as an input to compute the energy and other parameters of 

the system in traditional quantum mechanical methods that propose solutions to the 

SE. However, these approaches were shown to be extremely costly, prompting 

theoretical chemists to seek out alternative ways that are both accurate and 
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computationally efficient. Density functional theory (DFT) has emerged as the best 

alternative to wave function dependent approaches in terms of accuracy and efficacy. 

By using electron density as the basic parameter, DFT gives an alternate method for 

determining a system's attributes. To put it another way, the DFT makes use of the 

electron density as a fundamental variable that can be used to predict chemical and 

physical characteristics of any system. Using electron density as the primary 

parameter to calculate features of quantum mechanical systems has long piqued the 

interest of theoretical chemists due to the following benefits it offers over the wave 

function: (i) the electron density of a quantum mechanical system, unlike the wave 

function, is an empirically quantifiable quantity and (ii) the electron density is only 

affected by three spatial coordinates, but the wave function of a system with n 

particles is affected by 4n variables: 3n for coordinates and n for spin. When it comes 

to computational time and resources, density-based methods are expected to be more 

cost-effective than wave function-based methods, which is what has been achieved in 

recent developments with the help of smart and robust algorithms that have been 

implemented in many quantum chemical packages. As a result, DFT may now be 

used to compute a wide range of characteristics for a wide range of systems. We shall 

offer a quick introduction to density functional theory in the subsections that follow.    

2.3.1 The Electron Density 

We learned in Section 2.3 that DFT postulates using the electron density as a 

fundamental parameter to acquire all the important features of a quantum chemical 

system. The theoretical formulation of the electron density, a component on which the 

whole DFT recipe is built, has been discussed in this section. The likelihood of 

finding one electron of any spin within a certain volume element while the rest of the 

electrons are scattered throughout space is known as the electron density. The electron 

density is a physically observable quantity that may be determined by X-ray 

diffraction, transmission electron microscopy (TEM), scanning tunnelling microscopy 

(STM), and atomic force microscopy (AFM). The physical explanation of Equation 

(2.9) leads straight to the electron density in theory ( )r
r

. The overall electron density 

of an n-electronic system may be expressed mathematically as the following multiple 
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integral of the modulus square of the wave function over all of the electrons' spin 

coordinates (s) and all but one of the spatial coordinates ( r
r

), 

  2

1 2 1 2( ) .... | , ,...., | ........n nr n x x x ds dx dx   
r r r r r r

                                                     (2.21) 

Here .x r s
r r

, and ( )r
r

 is the probability of finding any of the n electrons in the 

volume element 1dr
r

 but with arbitrary spin. The rest of the n-1 electrons will have 

arbitrary positions and spins in the state represented by . Strictly speaking, ( )r
r

 

represents the probability density, but calling it the electron density is a common 

practice. The multiple integral represents the probability of finding one particular 

electron in the volume element 1dr
r

 (here, 1 1 1.x r s
r r

). However, since electrons are 

indistinguishable, the probability of finding any electron out of total n at this position 

is just n times the probability of finding one particular electron. ( )r
r

 follow some 

specific properties, which have been described below,      

1. ( )r
r

is a non-negative function of the three spatial variables, which integrates to 

the total number of electrons and vanishes at infinity, 

( ) 0r 
r

                                                                                                                (2.22) 

1( )r dr n 
r r

                                                                                                           

(2.23) 

( ) 0r  
r

                                                                                                         (2.24) 

2. ( )r
r

exhibits a maximum possessing a finite value at a given position of the atom 

due to the attractive force exerted by the positive nuclei. At this position, the gradient 

of density exhibits a discontinuity resulting in a cusp because of the singularity in the 

a

ia

Z

r
 part in the Hamiltonian (Equation (2.2)), as 0iar   at this position. The 

properties of the cusp are intimately related to the nuclear charge of the atom, 
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0
lim[ 2 ] ( ) 0
ia

a
r

Z r
r





 



r
                                                                                           (2.25) 

where aZ  is the nuclear charge and ( )r
r

is the spherical average of ( )r
r

.  

3. ( )r
r

 shows an asymptotic exponential decay for large distances from the nuclei for 

any system, 

( ) exp[ 2 2 | |]r I r  
r r

                                                                                         (2.26) 

where I is the exact first ionization energy of the system.  

2.3.2 The Pair Density 

The pair density is the chance of discovering a pair of electrons with spins 1  and 2  

in two separate volume elements 1dr
r

 and 2dr
r

at the same time while the other n-2 

electrons have arbitrary positions and spins. It is given as, 

  2

1 2 1 2 3( , ) ( 1) .... | , ,...., | ........n nx x n n x x x dx dx    
r r r r r r r

                                                   (2.27) 

The pair density, like the electron density, is a positive value that is normalised to the 

total number of non-distinct electron pairs, i.e., n(n-1)
*
. In terms of coordinates, it is 

symmetric. Because it contains all information concerning electron correlation, the 

pair density is extremely important. 

2.3.3 The Thomas-Fermi Model 

Although contemporary DFT was only developed a few decades ago, the first effort to 

use electron density to gather information about atomic and molecular systems may 

be traced back to the early days of quantum chemistry, right after the Schrödinger 

Equation was introduced (1926). Llewellyn Thomas (1927) and Enrico Fermi 

proposed the first approximation of this type (1927). They replaced the wave function 

with electron density to better comprehend the electrical structure of many-body 

systems. The Thomas–Fermi (TF) model is the name given to this paradigm.
4-6

 In this 

quantum statistical model, Thomas and Fermi used the concept of a uniform electron 
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gas with a constant electron density. They went on to define the term "kinetic energy" 

for a quantum mechanical system. The following functional Equations can be used to 

find the kinetic energy expression in the TF model: 

     
2 5

2 3 3
3

3
10

TFT r r dr     
r r r

                                                                      (2.28) 

 According to this model, all additional electronic contributions owing to nuclear-

electron attraction and electron-electron repulsion are addressed totally classically. As 

a result, the total energy may be expressed as: 

*It is also common to use a different normalization coefficient n(n-1)/2, which corresponds to the distinct number of pairs of 

electrons. 

     
     2 5

1 22 3 3
1 2

12

3 1
3

10 2
TF

r r r
E r r dr Z dr drdr

r r

  
         

r r r
r r r r r r

          (2.29) 

The following are the limitations of this model. Because the electrons in this model 

are assumed to be part of a gas with a constant electron density, it yields a very 

imprecise approximation of the system's real kinetic energy. Furthermore, the impacts 

of exchange and correlation are completely overlooked. When the TF model for 

molecular systems is implemented, it is discovered that the model is unable to express 

the presence of a chemical bond. As a result, the TF model performs poorly when it 

comes to representing actual molecular systems. The true significance of the TF 

model, however, lies not in its correctness, but in the fact that it was the first 

prescription for depicting energy using only the electron density and no other 

information. It should be noted that the wave function was not used in this model. 

The next step is to determine and identify the right density now that we have a 

functional that expresses energy solely in terms of electron density. Thomas and 

Fermi used the variational principle to determine the right density to utilise in 

Equation (2.27). They assumed that the system's ground state is proportional to its 

density, and that the expression of total energy is reduced under the following 

constraint 1( )r dr n 
r r

. However, it was uncertain at the time whether describing a 

system's total energy in terms of density was physically warranted, or whether an 
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approach based on the variational principle on density was philosophically acceptable 

in this context. As a result, this paradigm is based more on intuition than on scientific 

evidence. As a result, this model is regarded a restricted model, and the TF technique 

has only historical value rather than any practical meaning in the current scenario. 

2.3.4 Hohenberg-Kohn (HK) Theorems 

Hohenberg and Kohn published a seminal work in Physical Review in 1964 that gave 

birth to the density functional theory we know and use today.
7
 They offered two easy 

proofs for two key theorems about the electron density of the system. These two 

theorems not only answer questions about the rationale of the approximations 

employed in the Thomas Fermi model, but they also lay the theoretical groundwork 

for rigorously constructing DFT in the ground state. These theorems are, in fact, the 

theoretical foundations upon which all current density functional theories are built. 

The two theorems are as follows: (1) every observable of a stationary quantum 

mechanical system, including energy, can be calculated, in principle exactly, from the 

ground state density alone, and (2) the ground state density can be calculated, in 

principle exactly, using the variational method involving only the density.
4-5

 It is 

worth noting that the HK theorems were originally designed for time-independent 

stationary ground states, but they were eventually extended to excited states and time-

dependent systems as well.
8-9

 The details of the two HK theorems and their proof 

have been provided below. 

Theorem 1 ‘The external potential ˆ ( )extV r
r

 is (to within a constant) a unique 

functional of ( )r
r

; since, in turn ˆ ( )extV r
r

 fixes Ĥ  we see that the full many particle 

ground state is a unique functional of (r)
r

.  

In order to prove the validity of the first theorem, Hohenberg and Kohn contrived 

some legitimate assumptions based on the fundamental principles of quantum 

chemistry, which are as follows: under the Born-Oppenheimer approximation, the 

ground state of an electronic system is a direct consequence of the potential exerted 

by the nuclei. They called the potential exerted by nuclei as the external potential, ˆextV
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. This assumption can further be clarified by analyzing the expression of the electronic 

Hamiltonian ( ˆ eH ) of Equation (2.3), which has been derived under the Born-

Oppenheimer approximation. In Equation (2.3), the kinetic energy of electrons ( ˆeT ) 

and the electron-electron repulsion term ( ˆeeV ) simply adjust themselves to the external 

potential (which is represented as ˆneV  in Equation (2.3)) so that the net energy of the 

system is minimized. Thus, for a specific value of ˆextV , every other variable of the 

system, including the electron density, accommodate themselves to provide the lowest 

possible ground state energy of the electronic system. Thus, one can consider ˆextV  as 

the only variable term in the electronic Hamiltonian - the other parameters ultimately 

rely on it.  

Based on the aforestated assumption, Hohenberg and Kohn asked some very 

fundamental questions: “could the parameter ˆextV be uniquely determined just from the 

knowledge of electron density ( )r
r

alone? Is it possible (at least in principle) to get 

the information about the position and type of the nuclei if we accurately know the 

density ( )r
r

of the ground state? Does there exist a precise path for mapping from the 

density ( ( )r
r

) to the external potential ( ˆextV )?" The answers to all of the 

abovementioned questions were found to be positive. Essentially, the mapping of ˆextV

from ( )r
r

 has been observed to be accurate within the limit of a constant, which is 

not a big concern as it is well known that the SE with two different Hamiltonian of ˆ eH

and ˆ eH const provides precisely the same eigenstates. The only thing that will vary 

in this case is the value of the energy, which will be shifted by the value of this 

constant. Thus, if this is true, the knowledge of only the density is enough to get 

complete information about the system. As ( )r
r

 yields the total number of electrons,

1( )n r dr 
r r

, as well determining the ˆ
extV , it is logical to conclude that the 

knowledge of ( )r
r

is an adequate substitute to the knowledge of , the wave 

function of the system. 
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The proof of Theorem 1 that has been provided by Hohenberg and Kohn is 

disarmingly simple and is based on the reduction absurdum principle. The proof runs 

as follows: 

Let us consider that ( )r
r

represents the exact ground state density of a non-degenerate 

system
*
 of n electrons and that is the wave function of the ground state. Let us also 

suppose that for this particular density ( )r
r

, there exist two possible external 

potentials ˆextV and ˆ 'extV which differ with each other by more than a constant, since the 

wavefunction, and if just a constant is added to the potential, the electron density stays 

unchanged. Then, these two different external potentials will certainly correspond to 

two separate electronic Hamiltonian operators ( Ĥ and Ĥ  ) and the two Hamiltonians

Ĥ and Ĥ  belong to two different ground state wave functions,  and '  respectively. 

The  

*It is worth noting that later investigations have proven that HK theorems can easily be extended for degenerate ground states as 

well.10 

ground state energies corresponding to the two wave functions are 0E  and 0'E

respectively, where 0
ˆ| H |E    , 0

ˆ' ' | H' | 'E      and 0 0'E E . 

ˆ ˆ ˆ ˆ
ee extH T V V                                                                                                      (2.30) 

ˆ ˆ ˆ ˆ' 'ee extH T V V                                                                                                    (2.31) 

Because both wave functions produce the same electron density (which is conceivable 

given that the charge density derived from a wave function by quadrature using 

Equation 2.22 is not unique), the complete scenario may be depicted graphically as 

ˆ ˆ( ) ' ' 'ext extV H r H V    
r

 

If we apply the variational principle on the expectation value of energy for the '

with the Hamiltonian Ĥ , 
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0 0 0 0 0 0 0
ˆ ˆ ˆ ˆE H H H H                                                             (2.32) 

Putting the values of Ĥ and Ĥ  from Equations (2.30) and (2.31) into the Equation 

(2.32), 

  0 0 0
ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ

ee ext ee ext ext extE E T V V T V V E r V V dr                            (2.33) 

Similarly, applying the variational principle on the expectation value of energy for the

with the Hamiltonian ˆ 'H yields,  

  
0

0 0
ˆ ˆ ˆ ˆ ˆ ˆ' ' '

E

ext extE H H H H E r V V dr            

6 4 7 48

              

(2.34) Adding Equations (2.33) and (2.34) leads us to a contradictory result, 

0 0 0 0 0 0E E E E or                                                                                                       (2.35)              

It is therefore proved that there cannot be two different ˆextV that give rise to the same 

ground state density. Thus, the ground state density ( )r
r

uniquely determines the 

external potential ˆextV . Using again the concept of the variational principle, we can 

further state that all the properties of the ground state, including the kinetic energy of 

electrons (  T  ) and the energy of electron interactions (  eeE  ) can be uniquely 

determined by the ground state density.  Thus, the total ground state energy of the 

system can be represented as simply a functional of density alone, 

E[]En[] + T[] + Eee[] =              ˆ[ ]ne ee ne ee

system dependent universally valid

E E T E r V r dr T E           
r r

1 2 3 1 44 2 4 43
                                 (2.36)                                                                

Here,    ˆ( )ne neE r V r dr  
r r r

 (the potential energy due to nuclei-electron attraction) 

is the system dependent term whereas    eeT E   depends only the on electron 

density and is universal, i.e., its mathematical form does not depend on the type of 

system (i.e., on the n, R and Z of the system). Here, we have retained the subscript 
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‘ne’ to highlight the fact that the type of external potential in this case is the electron 

and nuclear attraction. Now, we can further group together the functionals that are just 

responses (the system independent part) and can be considered secondary as 

compared to the  neE  ,  

     HK eeF T E                                                                                             (2.37) 

The system independent part  HKF   is called the Hohenberg-Kohn functional. Now 

the total energy functional can be written as  

       ˆ
ne HKE r V r dr F   

r r
                                                                                         (2.38) 

This, simple-looking (at first glance)  HKF  functional is the most challenging term 

used in DFT. We could have solved the E perfectly if we knew the explicit form of 

both of the terms involved. And, because it is totally system agnostic, it may be 

applied to any system, from the hydrogen atom to massive molecules. The exact 

forms of these names, however, are uncertain. Further investigation reveals that the 

electron-electron interaction term's  eeE  , second term  HKF   incorporates 

exchange, Coulomb, and self interaction correction components. Thus, it can be 

separated into two parts: the classical Coulomb part (  J  , the explicit expression for 

which is known) and the non-classical contribution (  ncE  , containing the Coulomb 

correlation, exchange and self interaction correction terms). Thus, 

  1 2
1 2

12

( ) ( )1
( ) ( ) ( )

2
ee nc nc

r r
E J E drdr E

r

 
      

r r
r r

                                      (2.39) 

The total energy functional now will be  

       1 2
1 2

12

( ) ( )1ˆ ( )
2

ne nc

r r
E r V r dr drdr E T

r

 
       

r r
r r r r

                                (2.40) 
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There are two terms here whose mathematical forms are unknown: ( )ncE   and  T  . 

In the next section, we will show how the major part of the  T   can be obtained by 

the Kohn-Sham (KS) approach. 

We have seen that the argument of the first HK theorem demonstrates that the ground 

state density is adequate to estimate all characteristics of interest in theory. It does not, 

however, tell us how to know if the density we choose is the proper ground density 

for the system. In terms of the variational concept described previously in Section 

2.2.4 of this chapter, the second HK theorem provides a formal prescription for this.   

Theorem 2  HKF  , the functional that delivers the ground state energy of the 

syste,m delivers the lowest energy if and only if the input density is the true ground 

state density,  . 

This theorem can be expressed as,  

                               
                                                            (2.41) 

Thus, for any chosen trial density    -which satisfies the necessary boundary 

conditions like,   ≥ 0 and ( )r dr n 
r r

, and which corresponds to some external 

potential ˆextV  - the obtained energy       (from functional given in Equation (2.32)) 

will be an upper bound to the exact ground state energy  0E  .       will only be 

equal to 0E  if and only if the true ground state density is inserted into Equation (2.35). 

The proof of the inequality (2.37) is simple. Since it is known that any trial density    

defines its own Hamiltonian Ĥ
%

 and hence its own wave function%, this wave 

function can be taken as the trial wave function for the Hamiltonian originated from 

the true external potential ˆextV . Therefore,  

0
ˆ| H |E                                  

                0
ˆ| H |E       (2.42) 
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which is what was desired. 

Let us knock out a few more formal theoretical difficulties that should be 

fundamentally addressed in the current setting before moving on. The trial density    

must meet some preset parameters in order for the second HK theorem to be true, as 

we discussed in the preceding paragraph. The representability of density is a term 

used to describe these criteria. The first is known as the N-representability issue, 

which asserts that the    entire number of electrons 'n' must be added up.
4-5,11-13 

When 

stemming from an antisymmetric wave function   , this condition is simple to 

establish and automatically enforced. Because the wave function is theoretically 

relevant to practically all practical applications, all densities that occur in these 

applications essentially meet this criterion. The second condition is known as the ˆextV -

representability (or simply as v-representability) problem, which states that the trial 

density must be associated with some external potential ˆextV .
4-5,14

 This requirement is 

more difficult to satisfy than the N-representability one, because many of the 

available trial densities do not satisfy the HK theorem. Only densities mapped with an 

antisymmetrized wave function and a Hamilton operator with some form of symmetry 

are eligible for ˆextV . The difficulty then becomes how such densities can be identified. 

This is still an open question in DFT since no one knows which constraints a trial 

density must meet to be -representable. Levy (1982) and Lieb (1983) established that 

some appropriate trial densities cannot be mapped to any other density ˆextV .
15-16

 As a 

result, if one picks any of those densities, variational optimization will not be able to 

converge to any physically meaningful ground state. It is important to note that the 

second HK theorem is only true if we limit ourselves to N- and -representable trial 

densities. However, while this is a significant difficulty in theoretical DFT, it has 

relatively minimal practical implications. Furthermore, these constraints may be 

simplified to a considerably weaker requirement that the density must come from an 

antisymmetrized wave function with no explicit external potential (the N-

representable condition). 
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2.3.5 The Kohn-Sham (KS) Approach 

The Hohenberg-Kohn theorems allow us to create a rigorous many body theory 

utilising the electron density as the basic quantity, as explained in the preceding 

section. The atomic or molecular system's ground state energy may be represented 

using this paradigm.
7
  

       0
ˆmin ( )n ne HKE r V r dr F   

r r
                                                                      (2.43) 

where  HKF   is the universal functional, which is made up of kinetic energy, 

classical Coulomb, and non-classical contribution components, as illustrated below., 

    ( ) ( )HK ncF T J E                                                                                                   (2.44) 

Only is known among them. It is unclear what the exact explicit form of the other two 

are. Unfortunately, the precise representation of kinetic energy (  T  ), which is the 

largest contribution to total energy, is likewise unknown. Even the enlarged Thomas-

Fermi model's ultimate formulation is undeveloped and not applicable to molecular 

systems. Then there is the matter of how to make the Hohenberg-Kohn theorems 

practical for actual molecular systems. In their second important work on modern 

DFT, published in 1965, Kohn and Sham suggested an approach to overcome this 

problem.
17

 Their main concept was to concentrate on determining the kinetic energy 

precisely. To make the problem easier to solve, realise that a system's kinetic energy 

can be simply estimated from a known wave function (as in the case of the Hartree 

Fock method). In the Hohenberg-Kohn formalism, Kohn and Sham introduced the 

concept of the non-interacting reference system (whose electron density is the same as 

the real interacting system of interest) built from a set of orbitals (one electron 

functions), which allows the major portion of the kinetic energy to be calculated 

precisely. A non-interacting system is a hypothetical system in which the electrons 

behave as uncharged fermions and so do not interact via Coulomb repulsion. The non-

classical contributions, which are likewise unknown but generally modest, are 

combined with the remaining kinetic energy. This method computes as much 
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information as feasible precisely, allowing just a tiny percentage of the total energy to 

be decided by a functional approximation. Thus,   

21
| |

2

n

S i i

i

T                                                                                                                (2.45) 

and 

2
( ) ( , ) ( )

n

s i

i s

r r s r   
r r r

                                                                                             (2.46) 

where i and ST  are the reference system's wave function and kinetic energy. It is 

quite evident that TS T  even if it appears that both the interacting and non-

interacting systems have the same electron density. However, it is expected that a 

major part of [ ]T  is recovered via ST . Kohn and Sham proposed the following 

division of the universal functional set to solve this problem  HKF  ,  

[ ] [ ] [ ] [ ]HK S XCF T J E                                                                                   (2.47) 

where [ ]XCE   is defined as the exchange-correlation energy and is given by 

E [ ] ( [ ] [ ]) ( [ ] [ ])XC S eeT T E J                                                                     (2.48) 

This functional [ ]XCE  contains all the components of energy that are unknown and 

not accounted for: the electron exchange contribution, the electron correlation 

contribution (which is a major element of the energy for systems containing 

interacting electrons), the residual fraction of the kinetic energy (which is not 

included in the term), and the self-interaction correction (which originated from the 

classical Coulomb potential). In summary, this functional grouping contains all of the 

sources to total energy whose explicit forms are unknown and impossible to 

determine using theoretical approaches. Today, many superior and accurate 

approximations are available for this functional.  
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The question that is crucial to be asked at this juncture is how we would find the 

potential ( ( )SV r
r

) for the non-interacting reference system so that it leads to an anti-

symmetrized wave function (the Slater determinant) that is associated with the exact 

same density as our real interacting system. To answer this, we will rewrite the energy 

of our system of interest in terms of the newly separated  HKF  ,   

[ ] [ ] [ ] [ ] [ ]S EX neE T J E E                                                                           (2.49) 

The further expansion of these terms will lead to 

1 2
1 2

12

( ) ( )1
[ ] [ ] [ ] ( )

2
S EX ne

r r
E T drdr E V r dr

r

 
       

r r
r r r r

                                 (2.50) 

2 2 2 2

1 2 1 2 1 1

12 1

1 1 1
| | | ( ) | | ( ) | [ ] | ( ) |

2 2

n n n n m

a
i i i j EX i

i i j i a a

Z
r r drdr E r dr

r r
              

r r r r r r

                                                                                                                     ………..(2.51) 

The only unknown variable in Equation (2.45) is [ ]EXE  . Now, if we apply the 

variational principle on Equation (2.45) to minimize the energy under the constraint:

i j ij   , we will obtain the Kohn-Sham Equation, 

2 2
2 1

12 1

2

1

( )1
( )

2

1
( )

2

m

a
XC i

a a

eff i i i

Zr
dr V r

r r

V r




 

  
       

  

 
     
 


r

r r

r
                                                        (2.52) 

The eigenvalue Equation of the Hartree-Fock (HF) technique is remarkably close to 

the resultant Equation. The Fock operator of the HF technique, on the other hand, 

contains the non-local potential that varies for each electron, but the Kohn-Sham 

operator effV potential depends only on r
r

 (and is referred to as the local potential) and 

not on the index of the electrons, and hence it is equal for all electrons. When we 

compare this Equation to the non-interacting reference system's one-particle 

Equations, we get the result for SV , which is nothing but effV .   
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2 1

12 1
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( ) ( ) ( )
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s eff XC

a a
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V r V r dr V r

r r


   

r
r r r r

                                                                   (2.53) 

i  in Equation (2.46) is called the Kohn-Sham orbital (or briefly KS orbital), which 

can easily be derived from Equation (2.46) and can be used to compute the density 

(using Equation (2.42)), which can further be utilized for generating a new improved 

effV , which will eventually lead to a new self-consistent cycle as shown in the flow 

chart in Figure 2.1. That is, once we know the various contributions in Equation 

(2.47), we can get the potential effV , which we need to insert into the one-particle 

Equations, which in turn determines the orbitals and consequently the ground state 

density and the ground state energy by employing the energy expression (2.49). As 

effV  already depends on the density (and correspondingly on the orbitals) through the 

classical Coulomb term as shown in Equation (2.45), the Kohn-Sham one-electron 

Equations (2.46) also have to be solved iteratively until self-consistency is achieved, 

just like the Hartree-Fock Equations. 

XCV  in Equation (2.46) is simply defined as the functional derivative of EXE with 

respect to   as its explicit form is also unknown, similar to the XCE , 

XC
XC

E
V







                                                                                                            (2.54) 

It is necessary to realize here that the i s are not equivalent to the real orbitals of the 

system and hence they do not connect to any real physically meaningful system. Their 

exclusive purpose is to provide a theoretical mapping between the kinetic energy and 

the density. It is also useful to note that the KS wave function is a single determinant 

approach and it fails where multiple determinants are needed in order to describe the 

system; for example, the dissociation of a molecule. A general scheme for a KS 

iteration cycle (during a single point or a geometry optimization process) is illustrated 

in Figure 2.1 below. Notably, if the exact forms of EXE  and XCV  are known, the 

Kohn-Sham strategy would give the exact value of the energy, i.e., the correct 
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eigenvalue of the Hamilton operator. The formalism that has been illustrated so far in 

this section does not contain any approximation. Thus, unlike the Hartree-Fock 

model, where the approximation is introduced right from the beginning, the Kohn-

Sham approach is, in principle, exact! The approximation enters only when we need 

to decide on an explicit form of the unknown functional (by any technique) for the 

exchange-correlation energy EXE  and the corresponding potential XCV . The major 

goal in the development of modern DFT is therefore to find better and better 

approximations to these two quantities. This has led to a large number of functionals 

that are available to us for the computation of the energy for a variety of systems. 

These functionals are found to be highly system specific and require some sort of 

theoretical understanding, instead of being used blindly.  

Over the last few decades, DFT has evolved into a critical computational tool used by 

a wide spectrum of researchers all over the world. They are made up of both 

theoretical and experimental chemists and physicists. Many physicists and chemists, 

on the other hand, see DFT's development from a theoretical notion to its current 

status as a lucky venture. This might be owing to the ease with which precision, 

which is frequently seen as a difficult challenge in ab initio wave function based 

approaches, was achieved. A number of theoretical chemists believe that the 

fundamental ideas are suspect, and that the single-determinant method is a source of 

further concern. However, the common preference for DFT appears to be a sensible 

option when considering the accuracy, as well as the reduction in processing cost. 

Because of the widespread current usage of DFT, it is now possible to do useful 

calculations for a huge number of real-size systems in a short amount of time. With 

the use of DFT, confirming experimental data or predicting novel chemistry by 

theoretical calculations has been reduced to a few days’ work. On the other hand, 

wave function-based approaches are still impractical for use in real-world chemistry, 

biology, and material science systems. As a result, the widespread availability of DFT 

software programmes and the ever-expanding DFT-community must be regarded as a 

normal progression rather than a lucky occurrence. 
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Figure 2.1 The flow chart for Kohn Sham iterations for the single point or the single 

step during optimization.  

2.4 Natural Bond Orbital Analysis (NBO) 

Natural bond orbital (NBO) analysis is a technique for converting a wave function 

into a localised form that corresponds to the one-center ("lone pairs") and two-center 

("bonds") parts of a chemist's Lewis structure
18

 diagram. The atomic basis set is 

turned into "natural atomic orbitals" (NAOs), "natural hybrid orbitals" (NHOs), and 

"natural bonding orbitals" (NBOs) in this study. Per-Olov Löwdin was the first to 

propose the NBO idea in 1955.
19

 The NBO analysis elucidates the molecule's 

characteristics in greater detail. It reveals how the charges are dispersed across the 

molecule. Furthermore, it depicts charge transfer in the molecule, both inside atoms 

and between atoms. It is also possible to calculate the charge transfer between the two 
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interacting molecules. All conceivable interactions between 'full' (donor) Lewis-type 

NBOs and 'empty' (acceptor) non-Lewis NBOs are investigated in this study. The 

second order perturbation theory study of the fock matrix in the NBO basis can yield 

an energetic estimate of donor (i)-acceptor(j) orbital interactions. The donor-acceptor 

interaction energy E(2) is given by   

2( , )
(2) ,ij i

i j

F i j
E E q

 
  


                                                                                       (2.55) 

 Where qi denotes the donor orbital occupancy, i and j  denote the diagonal elements 

(orbital energies), and F(i, j) denotes the off-diagonal NBO fock matrix element. The 

charge transfer between two interacting molecules was studied using NBO analysis at 

several points throughout this thesis. 

2.5 Free Volume Correction for Translational Entropy 

In order to construct the free energy profile diagram, the estimation of entropy is a 

must-do operation. It should be emphasised that the estimated total entropy is divided 

into translational, rotational, vibrational, and electronic components: 

tot trans rot vib eleS S S S S                                                                                       (2.56) 

The rotational, vibrational, and electrical components are adequately treated 

theoretically. The Sackur-Tetrode Equation has typically been used to calculate the 

translational entropy.
20

 

3/2
15/2 5/3

4 2

10 2
ln

[ ]
trans

A

MRTe
S R

N X h
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    
    

                                                              (2.57) 

where T denotes the temperature, M is the mass of the particle, [X] denotes the 

concentration of the particles, h is the Planck constant, k is the Boltzmann constant, 

and the Avogadro’s number is NA. The translational entropy estimates with Equation 

2.45 for monoatomic gases are shown to be accurate. However, for the molecules in 

the solution phase, the translational entropy calculated with Equation 2.45 is found to 

be underestimated. The explanation for this is the Sackur-Tetrode Equation's 
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assumption concerning the volume. The real space accessible for the solute molecule 

in the solution is less, as Mammen et al. have pointed out
21

 while introducing the 

concept of the free volume correction to the translation entropy. The free volume 

model assumes that the volume available to the molecule in solution is less than the 

total volume, and that the "free volume" is calculated using the following Equation: 

3
27

33

0

10

[ ]
free free molecV C V

X N

  
   
   

                                                                          (2.58) 

Here, Cfree denotes 8, Vmolec implies the molecular volume, [X] is the concentration of 

molecules (mol/L) in solution and N0 is the Avogadro number. After accounting for 

the free volume adjustment, the translational entropy obtained is given by 
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                                                              (2.59) 

   11.1 12.5ln 12.5ln 8.3ln solvent

freeT M V                                                                (2.60) 

Here, T is the temperature; M is the molecular weight of the solute and 

solvent

freeV
is the 

free volume. As a result, this model defines the translational entropy of molecules in 

solution (Strans(sol)); as well as providing physically sensible adjustments for 

translational entropy values based on the Sackur-Tetrode Equation.
 

2.6 Non-Covalent Interaction Plot 

Covalent interactions can be visualised using modern quantum-mechanical bonding 

models such as the atoms-in-molecule (AIM) theory
22

 and the electron localization 

function (ELF).
23

 Computational chemists have been able to quantify the role of non-

covalent interactions in large organic systems with previously unattainable accuracy, 

thanks to the concurrent development of density functional theory (DFT) methods 

capable of capturing dispersion-driven interactions, which are central to many 

favourable non-covalent interactions.
24-26

 Yang and co-workers have created a new 

viewpoint based on electron density that may be used to analyse and show a wide 

spectrum of non-covalent interactions.
27

 Quantum-mechanical electron density  is 
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the essential quantity in density functional theory (DFT) from which all chemical 

characteristics may be calculated.
28

 The first derivative of the decreased density 

gradient is used to represent the divergence from a homogeneous electron 

distribution.
29

 In places distant from the molecule, where density decays to zero 

rapidly, the lowered gradient will have a substantial positive value. The decreased 

gradient will have very tiny values approaching zero in the area of both covalent and 

noncovalent interactions. Noncovalent interactions were discovered as low-density, 

low-reduced-gradient areas. The second derivative of density is utilised to 

discriminate between different sorts of interactions in low density or decreased 

gradient space. The sign of the Laplacian of the density 

 is commonly used to 

distinguish between different forms of strong interactions.
30

 The Laplacian is split into 

three main axes of greatest variation. The three eigenvalues i of the electron-density 

Hessian (second derivative) matrix are these components such that: 

1 + 2 + 

3, (1 ≤ 2 ≤ 3). Chemical bonding has benefited greatly from the analysis of 

these components.
31

 At nuclei (or non-nuclear attractors), when the density achieves a 

local maximum, all three eigenvalues are negative. The presence of one positive and 

two negative eigenvalues distinguishes interatomic areas between bound atoms (1 < 

0, 2 < 0, 3 > 0). In the case of covalent contacts, the negative contributions are 

prominent, and the resulting Laplacian is negative. The positive contribution for 

weaker, noncovalent contacts dominates the Laplacian in the interatomic region. The 

negative sign of 2 can be used to identify bonding interactions, such as the hydrogen 

bond in the water dimer example. In the interatomic area, however, if atoms are in 

nonbonded contact, 2 > 0 (where 3 > 0 and 1 might be positive or negative). As a 

result, the sign of 2 may be utilised to differentiate between bonded (2 < 0) and 

non-bonded (2 > 0) interactions. The sign of 2 may thus be used to discriminate 

between different forms of noncovalent interactions, while the density can be used to 

determine their intensity. Gradient isosurfaces containing the appropriate areas of real 

space can be used to find noncovalent interactions. The values of sign (2) might help 

one understand the different types of interactions in these areas. 

2.7 Quantification of Selectivity from Computation 



Chapter 2                                                         CSIR-NCL                                                       Ph.D Thesis 
 

Subhrashis Banerjee 65 

 

The ideas of transition state (TS), activation barrier, and potential energy surface 

(PES) were developed by Erying, Evans, and Polanyi, and were later utilised to 

account for product distributions in chemical processes under thermodynamic vs 

kinetic control. The distribution of products in thermodynamically regulated processes 

is dictated by their respective stabilities. Stereoselectivity is measured in terms of a 

temperature-dependent equilibrium constant, which is proportional to the reaction's 

standard-state Gibbs free energy, G° at T, K denotes the equilibrium constant, while 

R represents the gas constant. R and S are two stereoisomeric products. Because the 

relative Gibbs energies of enantiomers are identical (i.e. K = 1), enantioselectivity is 

impossible under these conditions. The relative stability of diastereomers R and S 

determines the amount of diastereoselectivity. The reaction will be kinetically 

regulated if the activation barriers for converting either stereoisomer R or S back into 

reactant are substantial enough to prevent the reverse reaction and there is no product 

interconversion. The stereoselectivity in this scenario will be defined by the relative 

rates of production of each product.
31

 According to transition state theory, the rate 

constant for the formation of R and S enantiomeric products can be expressed as kR 

and kS by Equations 2.61 and 2.62 

   
   

 
   

   
 

                                                                                                       (2.61) 

   
   

 
   

   
 

                                                                                                        (2.62) 

where     is the free energy of activation for the formation of R or S respectively, kb 

is the Boltzmann constant, h is the Planck constant, T is the temperature and R is the 

universal gas constant.  

Stereoselectivity of the chemical reactions can be represented as an enantiomeric ratio 

(er). The er (for the enantioselective reaction) is directly proportional to the relative 

rates of formation of the enantiomeric products; that is, the ratio of products depends 

on the relative free energy barrier (ΔΔG
#
) , which can be represented by: 

 

 
 

  

  
    

   
     

 

       
    

                                                                             (2.63) 
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The enantioselectivity in a reaction is commonly reported by enantiomeric excess 

(ee), which can be calculated as 

ee = 
       

       
                                                                                                       (2.64) 

where [R] and [S] represent the mole fraction of the R and S enantiomers. So, ee can 

be computationally obtained as 

ee = 
   

  
    

  

   
  
    

  

                                                                                                   (2.65) 
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Chapter 3 

B(C6F5)3 Catalyst or Initiator? Insights from Computational 

Studies 

Abstract 

One of the most promising recent developments in catalysis has been the use of the 

metal-free Lewis acid B(C6F5)3 as a catalyst for a range of different chemical 

transformations. Perhaps the most impressive achievement in this regard is the 

recently accomplished in situ generation of SiH4 from surrogates (Oestreich and co-

workers, Nature Chemistry, 2015, 7, 816). However, what the current computational 

work, with density functional theory (DFT), reveals is that this process, in addition to 

being catalyzed by B(C6F5)3, is also significantly dominated by a series of 

autocatalytic reactions. The results are further corroborated by the use of the energetic 

span model (ESM), which shows that the turnover frequency (TOF) is higher for the 

newly proposed autocatalytic pathway in comparison to the conventional B(C6F5)3 

catalyzed pathway.The current work therefore provides interesting new insights into 

surrogate silicon chemistry. But, more importantly, the current studies indicate that 

B(C6F5)3 is likely to function moreas an initiator rather than a pure catalyst. 
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3.1 Introduction 

In the two decades since the realization that the Lewis acid, B(C6F5)3, is capable of 

acting as a catalyst, there have been a wide range of chemical transformations where it 

has been effectively employed,
1,2

 including hydrogenation
3
 and hydrosilylation,

4,5,6,7
 

the transformation of ethers,
8
 the transetherification and deoxygenation of phosphonic 

and phosphinic esters,
9 

hydrodefluorination with hydrosilanes,
10

dehydrogenative Si–X 

(X = nitrogen, oxygen, sulphur) coupling
11,12

 and intramolecular sila-Friedel–Crafts-

type reactions.
13,14 

Furthermore, B(C6F5)3 has also been employed as a catalyst for 

dihydrogen activation,
15

 the deoxygenation of carbohydrates,
16

 hydrogermylation,
17

 

the reduction of amines,
18

 as well as allylation.
19

 Transfer hydrogenation and transfer 

hydrosilylation have also been effected with the aid of B(C6F5)3.
20,21,22

 There have 

also been many theoretical studies on the Lewis acidity of fluoroarylboranes.
23

Many 

mechanistic pathways for B(C6F5)3 catalyzed systemshave been extensively 

investigated computationally by Sakata and coworkers.
24

What makes this extensive 

exploration particularly noteworthy, apart from its originality and range, is the fact 

that it is metal-free catalysis, having the virtues of being both potentially cheap and 

environmentally friendly.  

 However, it is also true that there are examples in the literature where 

B(C6F5)3 has been noted to serve only as an initiator of a reaction, extracting a hydride 

or a methide from a neutral molecule to form a zwitterionic species. In such reactions, 

B(C6F5)3 has been seen to form a counterion in solution that is non-interacting and 

non-interfering in nature, while the real catalytic active species was the corresponding 

cation formed. Figure 3.1 shows an example for this, taken from the field of 

homogeneous olefin polymerization
25

,but there are also recent examples, such as the 

Friedel-Crafts C-H borylation of electron rich arenes.
26
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Figure 3.1. The role of B(C6F5)3 in homogeneous olefin polymerization has been that 

of a co-catalyst or initiator, while the cation formed performs as the actual catalyst.
25 

Now, this gives rise to an interesting question: in all the cases, mentioned in 

the previous paragraph, where B(C6F5)3 has been considered to act as a catalyst,
1-22

 is 

there a possibility that in many of them, it is acting more as an initiator, and not as a 

catalyst? Clearly, for this to be the case, (i) the reaction between the neutral substrate 

and B(C6F5)3 species would have to form a loose, solvent separated ion-pair complex 

and (ii) the cation part of the ion-pair would then have to be capable of being the 

active catalytic species. It is the consideration of these possibilities that has led to the 

current investigation, with a primary focus on the recently reported surrogate 

chemistry conversion of SiR3H (R = cyclohexa-1,4-diene) to SiH4,
27,28 

which is one of 

the most impressive achievements to date in B(C6F5)3 chemistry.  

 The reason why B(C6F5)3 catalysis of SiR3H to SiH4 is so important is because 

it has always been challenging to work with the explosive, pyrophoric and toxic
29

 

SiH4 directly. However, it is an important source of elemental silicon, which is widely 

used in the semiconductor industry.
30

 In addition to this, compounds of silane find use 

in the hydrosilyation
31

 of alkenes,
32

 olefins,
33

 alcohols
34

and carbonyls.
35

 Hence the 

significance of the in situ generation of SiH4 with the aid of B(C6F5)3 in the reaction 

pot from cheap, stable surrogates by Simonneau and Oestreich
27,28

 (see Figure 3.2). 

B(C6F5)3, and tri(cyclohexa-2,5-dien-1-yl)silane (SiR3H) were added in 

dichloromethane (CH2Cl2) under ambient conditions, and this was seen to lead to the 

rapid generation of SiH4.
27,28
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Figure 3.2. The in situ generation of SiH4, as proposed by Simonneau and Oestreich. 

 The mechanism that has been proposed
27,28

 for this facile transformation 

involves B(C6F5)3 in the role of catalyst. The first cycle of this process is shown in 

Figure 3.3 below. A perusal of this mechanism shows that it involves the 

reorganization of the zwitterionic species, ion-pair A (see Figure 3.3). 

 



Chapter 3                                                         CSIR-NCL                                                       Ph.D Thesis 
 

Subhrashis Banerjee 75 

 

Figure 3.3 The Lewis acid B(C6F5)3 catalysed mechanism for the formation of SiH4 

from tri(cyclohexa-2,5-diene-1-yl)silane. 

An alternative route after the reorganization of the loosely solvent bound ion-pair 

would be the interaction of a neutral SiR3H species with the ion-pair B: 

[SiR2R’H]
+
[HB(C6F5)3]

-
. I propose an autocatalytic process in this alternative 

scenario, shown in Figure 3.4 and Figure 3.5, that will allow the formation of new, 

loosely bound ion-pairs to be generated in each step, along with the expected lower 

surrogate silicon complex, SiR2H2. 

 

Figure 3.4 The currently proposed autocatalytic mechanism for the formation of 

di(cyclohexa-2,5-diene-1-yl)silane, which is a lower surrogate of tri(cyclohexa-2,5-

diene-1-yl)silane.The [BH(C6F5)3]
-
 anion remains as a spectator, and shifts to the 

cation formed to create a new ion-pair. 
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Figure 3.5. In situ generation of SiH4: the currently proposed autocatalytic approach. 

The [BH(C6F5)3]
-
 anion remains as a spectator. In each step it forms the ion pair with 

the new cation which formed from the autocatalytic mechanism. In one step the R’ 

generates and comes out as a cation in the very next step. 

This, in turn, can react with the ion-pair species, and thus the sequence of reactions 

can proceed until SiH4 is formed. In other words, if conditions (i) and (ii), mentioned 

earlier, are satisfied for this series of transformations, then the current work will 

provide insight into the interesting different roles played by B(C6F5)3 during the 

SiR3H species to SiH4 transformation process. 

These possibilities, as well as the original proposed mechanism of  Simonneau 

and Oestreich (Figure 3.3), have been carefully investigated in their entirety with 

density functional theory (DFT). As will be shown in the Results and Discussion 

Section, I find that the calculations indicate a preference for the autocatalytic
36

 

process, with the B(C6F5)3 seen to be more an initiator and a spectator rather than the 

pure catalyst. The proton source for the reactions is seen to be the silicon complex, 

analogous to other experimental cases where species such as substituted cyclohexa-

1,4-diene were the hydride source.
37,38

 Furthermore, keeping in mind the implications 

that these results have for B(C6F5)3 chemistry, I will also discuss the possibility of 
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B(C6F5)3 being more of an initiator in several otherreactions where it has, till date, 

been considered to act as a catalyst. 

3.2 Computational Details 

All the calculations for the structures reported in this chapter of thesis have been done 

using density functional theory (DFT).
39,40

 The calculations have been carried out 

with Turbomole 7.0
41

 using the TZVP
42

 basis set. Geometry optimizations were 

performed using the Perdew, Burke, and Ernzerhof functional (PBE).
43 

Dispersion 

corrections (D3)
44

 have been included in all the calculations. Solvent corrections have 

also been included in all the calculations using the Cosmo model,
45

 with epsilon () = 

8.93, to model dichloromethane, CH2Cl2, which had been employed as the solvent in 

the surrogate-to-SiH4
27,28

experiments.Therefore the level of theory employed is PBE-

D3/TZVP+COSMO(CH2Cl2).
42,43,45 

The resolution of identity (RI)
46

 along with the 

multipole accelerated RI (marij)
47 

approximations have been used for an accurate and 

efficient treatment of the electronic Coulomb term in the DFT calculations. 

Furthermore, in order to underscore the reliability of the calculations, all the geometry 

optimizations have also been done at the TPSS-D3/def2-

TZVP+COSMO(CH2Cl2)
48,49,45 

level of theory. The results from both the levels of 

theory: PBE-D3/TZVP+COSMO(CH2Cl2) and TPSS-D3/def2-

TZVP+COSMO(CH2Cl2) are shown together with the superscripts “a” and “b” 

respectively in all the tables in this chapter of thesis. Furthermore, all the figures in 

this chapter of thesis showing the free energy profiles have two profiles, one each for 

the PBE-D3/TZVP+COSMO(CH2Cl2) and the TPSS-D3/def2-

TZVP+COSMO(CH2Cl2) levels of theory. In addition to these calculations, single 

point calculations at the PW6B95-D3/def2-QZVP+COSMO(CH2Cl2)
50,51,45 

level of 

theory have also been done, on the geometries optimized at the TPSS-D3/def2-

TZVP+COSMO(CH2Cl2) level. In other words, the TPSS-D3/def2-

TZVP+COSMO(CH2Cl2)//PW6B95-D3/def2-QZVP+COSMO(CH2Cl2) level of 

theory has also been employed to investigate all the catalytic cycles that have been 

discussed in this chapter of thesis. This is the similar level to that employed by 

Oestreich and co-workers in their investigations into similar systems.
38 

All the results 
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obtained from the calculations at the TPSS-D3/def2-

TZVP+COSMO(CH2Cl2)//PW6B95-D3/def2-QZVP+COSMO(CH2Cl2) level of 

theory have been provide below. For the purpose of clarity, I will henceforth denote 

PBE-D3/TZVP+COSMO(CH2Cl2) as PTC(DCM) and TPSS-D3/def2-

TZVP+COSMO(CH2Cl2) as TDC(DCM) in this chapter of thesis. Necessary care was 

taken to ensure that the obtained transition state structures possessed only one 

imaginary frequency corresponding to the correct normal mode, in order to obtain 

more reliable energy values for the investigated potential energy surface. In addition, 

intrinsic reaction coordinate (IRC)
52

 calculations were done with all the transition 

states in order to further confirm that they were the correct transition states, yielding 

the correct reactant and product structures. The values reported in this chapter of 

thesis are G values, with zero point energy, internal energy, and entropic 

contributions, with the temperature taken to be 298.15K. The calculation of the 

translational entropy in standard software involves assumptions about the volume that 

may be inaccurate. The translational entropy term can be corrected by a free volume 

correction introduced by Mammen and co-workers.
53

 Based on the Sackur-Tetrode 

equation, the free volume model describes the translational entropy of molecules in 

the solution (Strans(sol)); and provides physically intuitive corrections for 

translational entropy values. In the free volume model, it has been assumed that the 

volume available to the molecule in solution is lower than the total volume, and this 

“free volume” is determined by the equation (1) below: 

Vfree=Cfree  
    

     

 
           

  3
                                                                            3.1 

Here, Vmolec is the molecular volume, [X] is the concentration of molecules (mol/L) in 

solution and N0 is the Avogadro number. The translational entropy can be obtained 

after considering the free volume correction, and inserting the value of Vfree in the 

Sackur-Tetrode equation. The total entropy is then calculated by adding the corrected 

translational entropy and the entropic contributions from the rotational and vibrational 

components. It is to be noted that entropic contributions have been properly handled 

in every mechanism that has been studied and reported here. For bimolecular 
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reactions where two species had to come together for the reaction to occur, the barrier 

for the reactions has always been calculated with the reactants assumed initially to 

have been at infinite separation, and not from a pre-reactive complex. 

3.2.1 The Conformational Exploration 

The structures of the reactants and products were first optimized with Gaussian 09
54

 at 

the B3LYP(PCM)/3-21g
55,56,57

level of theory. Solvent corrections have been included 

with PCM,
56

 with the epsilon for dichloromethane, CH2Cl2, ( = 8.93) used in all the 

calculations. For a given structure, a scan to obtain different conformations was done 

by choosing a dihedral, and different structures were obtained by varying the value of 

the dihedral. This procedure was repeated with all possible dihedrals for this structure, 

in order to cover the maximum conformational space. Then the structure with the 

lowest energy was taken and optimized at the PTC(DCM) level of theory with 

Turbomole 7.0. This was done with the structures of all the reactants and products. It 

was seen, in every case, that the geometry obtained by this approach at the 

PTC(DCM) level of theory with Turbomole 7.0 was lower in energy than other 

conformations taken and optimized at this level of theory, thereby validating this 

approach. A similar approach was adopted to scan transition states as well. It is worth 

mentioning here that, to reduce the computational cost, the transition states involving 

the autocatalytic pathway were scanned without considering the [HB(C6F5)3]
-
 ion, as 

it only remains as a spectator in the entire autocatalytic pathway. For the transition 

state scanning, the atoms involved in the transition state were fixed. Then, the 

procedure of scanning with the dihedrals was repeated as before, allowing the 

sampling of the conformational space for the transition states. The lowest energy 

transition state obtained by this scanning procedure for all the transition states was 

then optimized at the PTC(DCM) level of theory with Turbomole 7.0. As before, this 

was seen to be lower in energy than other transition state structures. It is worth 

mentioning here that I have also followed a similar conformational exploration for the 

ion-pair structures that I have investigated. Hence, the scanning procedure allowed us 

to obtain reliable reactant, product and transition state structures for the comparison of 
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the reaction mechanism proposed in the literature and the new mechanism(s) that I 

have proposed. 

3.2.2 The Energetic Span Model  

The efficiency of the catalytic cycle can be analyzed through the Energetic Span 

Model (ESM),put into practical use by Shaik and coworkers.
58,59

 The ESM provides a 

straightforward method to calculate the turnover frequencies (TOFs) of catalytic 

cycles based on their computed energy profiles. In most cases, the TOF is determined 

by the TOF-determining transition state (TDTS), the TOF- determining intermediate 

(TDI) and by the reaction energy, ΔGr. The TOF calculation formula is as below: 

TOF = 
 BT

 
     RT                                                                                                        3.2 

where is the energy span and is defined as the difference in the Gibbs energy 

between the TDTS and the TDI, with the addition of the ΔGr when the TDTS appears 

before the TDI. δ  is the effective activation barrier of the global reaction. The TDTS 

and TDI are the intermediate and the transition states respectively that maximize δ , 

according to eq 3. 

 
       –  δ   

       – δ         

                          
                          

 

 

This  model  has  been  employed  to  calculate  the  TOFs (at 298 K). The energetic 

span model can be applied in a user friendly way with the recently developed AUTOF 

computer program.
58,59 

3.3 Results and Discussion 

3.3.1 Investigation of B(C6F5)3 Involving in Normal Catalytic Pathway 

As stated in the Introduction, the possibility of autocatalytic alternatives (see Figure 

3.4 and 3.5) to the conventional B(C6F5)3 catalyzed pathways (Figure 3.3) for the 

conversion of SiR3H to SiH4 has been considered in our computational studies. Every 

profile I have shown in this chapter of thesis have been colored with blue for 
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PTC(DCM) and brown for the TDC(DCM) levels of theory. Figure 3.9 below shows 

the catalytic cycle proposed by Simonneau and Oestreich,
27,28

 based on a previously 

proposed mechanism by Sakata and Fujimoto for the formation of the methyl 

substitute silane (SiHMe3).
60

 In the first step, the Lewis acid B(C6F5)3 extracts a 

hydride from the bisallylic position
61,62 

of SiR3H to give rise to the ion-pair 

[SiR2R’H]
+
[HB(C6F5)3]

-
 (species 3). The calculations indicate that the hydride anti to 

the silicon is the one preferentially taken by the B(C6F5)3, as has also been observed 

by Sakata and Fujimoto.
60 

Here, it is worth mentioning that Sakata and Fujimoto
60

 

have discussed a mechanism where methyl substituted cyclohexene behaves as a 

hydride source, with the hydride being given to the [SiMe3(C6H6)]
+
 cation. The barrier 

for the process was found to be higher than for the conventional [BH(C6F5)3]
-
 

pathway and is different from the newly proposed autocatalytic pathway. Now 

considering the ion-pair A, 3 can rearrange to species 5, with the boron now 

positioned to deliver the hydride to the silicon. For this, a barrier of 15.1 kcal/mol 

(blue profile in Figure 3.9) has to be overcome, and yields the lower surrogate 

species: SiR2H2, the original B(C6F5)3 and benzene. However, the alternative route, 

shown in green in the same figure (see Figure 3.6), would lead to the autocatalytic 

pathway. Here, it is noted that 5 is a loosely bound ion-pair species. This is because 

the energy for completely separating 5 into the cation and anion has been calculated to 

be only 8.5 kcal/mol at the PTC(DCM) level of theory. This would ensure the 

availability of the cation for participating in the autocatalytic pathway. This cationic 

species: [SiR2R’H]
+
 can be considered a sigma () complex cation.

63,64
 Such silicon-

substituted cyclohexadienylcations are low-energy Wheland complexes or, from the 

perspective of silicon chemistry, arene-stabilized silicon cations.
65

 It has been shown 

previously
66

 that stabilizing donors are needed in silicon cation generation. Here, 

cyclohexa-2,5-dien-1-ylsilanes meet this requirement, as they have sufficient hydridic 

character at the bisallylic position of C(sp3)–H bond due to hyperconjugation with the 

C(sp3)–Si bond. I also note that the fact that the separation of loosely bound ion-pairs 

involving a cationic silicon species and the [HB(C6F5)3]
-
 anion in dichloromethane is 

very facile has also been reported earlier by Sakata and Fujimoto at the M06-

2X(PCM)/6-311++g(d,p)//M06-2X(PCM)/6-311g(d,p) level of theory.
60 

It is also 
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notable that the values obtained at entirely different levels of theory in the current 

work: the PTC(DCM) and the TDC(DCM) (blue and brown profiles respectively in 

Figure 3.9) are quite similar in the values obtained, which suggests that the 

conclusions that have been reached are reliable and robust, and invariant of the level 

of theory employed. 

 

Figure 3.6. The free energy profile (G) in kcal/mol for the proposed mechanism by 

Simonneau and Oestreich. R=cyclohexa-1,4-diene. The blue profile is for the 

PTC(DCM) level of theory and the brown profile is for the TDC(DCM) level of 

theory. 

3.3.2. Investigation of B(C6F5)3 Involving in Autocatalytic Pathway 

Now, the [SiR2R’H]
+
 cation, seen to be loosely bound to the anion, can be considered 

as an independent actor, like in the cases of homogeneous olefin polymerization
24 

and 

Friedel-Crafts C-H borylation
26

 mentioned in the Introduction. The possibility that 

this species can take part in autocatalytic reactions is explored in Figure 3.10. The 
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[SiR2R’H]
+
 cation can extract a hydride from another SiR3H substrate molecule to 

yield SiR2H2, the reaction having a barrier of 10.0 kcal/mol (blue profile in Figure 

3.10). This is 5.1 kcal/mol lower than the corresponding step shown in Figure 3.9. 

Therefore, this newly proposed autocatalytic process is significantly more facile than 

the conventional pathway. 

 

Figure 3.7. The free energy profile (G) in kcal/mol for the autocatalytic mechanism. 

The [BH(C6F5)3]
-
 anion remains as a spectator. R=cyclohexa-1,4-diene. The blue 

profile is for the PTC(DCM) level of theory and the brown profile is for the 

TDC(DCM) level of theory. 

Now, SiR2H2 formed can interact with an [SiR2R’H]
+
 cation to convert to 

[SiRR’H2]
+
(with a loosely bound [HB(C6F5)3]

- 
as a spectator species) to form an 

SiR2H2 species with the release of a benzene molecule. As one can see, there can be 

several permutations and combinations, where different Si(R)xHy species can interact 

with different [Si(R)x(R’)Hy]
+
 species(with a spectator [HB(C6F5)3]

- 
always present), 

to yield the corresponding lower surrogate silicon intermediates. All of these have 
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been considered in this work, and for each step where the lower surrogate is formed, 

they have been compared to the B(C6F5)3 catalyzed mechanism proposed in the 

literature. Shown in Table 3.1 are the barriers for the formation of the intermediates 

by the conventional literature mechanism and the corresponding barriers for the 

formation of the intermediates by different permutations of the newly proposed 

pathways, independent of B(C6F5)3.  As the results indicate, not only are the pathways 

for forming a given intermediate greater by the routes outlined here, the barriers for 

forming the intermediates are uniformly lower in each case, in comparison to the 

B(C6F5)3 catalyzed mechanism. While all the cases considered have been 

comprehensively compared, an illustrative case among the lot is shown below in 

Figure 3.11, which compares the formation of SiH4 from [SiR’H3]
+
[HB(C6F5)3]

- 
from 

both the conventional and autocatalytic approaches. The profiles show that the barrier 

for the autocatalytic mechanism is 4.4 kcal/mol lower than the barrier for the 

conventional pathway for this step (see Figure 3.11). 

Table 3.1. The calculated free energy barriers for all possible ways of the lower 

surrogate SiRxHy species formation through the conventional mechanism proposed in 

the literature and our proposed mechanism. 

 

Intermediate 

 

Barrier (G
#
 kcal/mol) 

The Literature 

Mechanism 

Our Proposed, Cationic Autocatalytic 

Mechanism 

[HB(C6F5)3]
-
 SiR3H

 
SiR2H2

 
SiRH3

 

[SiR2R’H]
+ 

14.9
a
/16.2

b 
10.0

a
/11.0

b 

10.4
a
/14.5

b 
11.2

a
/11.3

b 

[SiRR’H2]
+ 

14.8
a
/12.5

b 
10.7

a
/9.0

b 
10.3

a
/10.8

b 
12.1

a
/10.1

b 

[SiR’H3]
+ 

14.5
a
/14.0

b 
8.0

a
/9.0

b 
11.0

a
/12.0

b 
9.2

a
/9.4

b 

a
The values pertaining to the barriers (G

#
 kcal/mol) for the PTC(DCM) calculations. 
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b
The values pertaining to the barriers (G

#
 kcal/mol) for the TDC(DCM) calculations. 

 In order to provide a more quantitative estimate of how the newly proposed 

autocatalytic pathways are more favoured over the B(C6F5) catalyzed pathways, I 

have determined the efficiency for the free energy profiles shown in the Figures 3.9, 

3.10, 3.11 and 3.12 (see the flowchart) by employing the “ nergetic Span Model” 

(ESM).
58,59 

In the present case, for the B(C6F5) catalyzed pathway (see Figure 3), the 

TOF-determining transition state, TDTS, appears after the TOF-determining 

intermediate, TDI. The TDI is determined to be species 5 in the energy profile and the 

TDTS is species 6 (see Figure 2). The TOF for the autocatalytic pathway is calculated 

to be 1.0*10
9
 h

-1 
at the PTC(DCM) level of theory. This is obtained by considering 

that the species involved are (5-8-9-10).
67 

The corresponding value for the 

conventional pathway is 2.6*10
2 

h
-1

, i.e. the newly proposed pathway is seven orders 

of magnitude superior in efficiency in comparison to the conventional pathway! This 

is also seen to be true at the TDC(DCM) level of theory. But this is not all. After the 

reorganized species has been formed  in the initiation step (species 5 in Figure 3.9), 

for subsequent cycles, the TOF calculations would involve only a one step pathway. 

The calculations indicate that the TOF for this would be several orders of magnitude 

superior to the conventional pathway, at both levels of theory (see Table 3.2)! 

Furthermore, in order to make a fairer comparison between the multi-step 

conventional pathway, and the autocatalytic route, I have also calculated the TOF for 

the complete catalytic cycle, beginning from SiR3H and ending finally with the 

formation of SiH4, for both the conventional as well as the autocatalytic routes. This 

will have several steps in all, the flowchart for which has been provided in Figure 5. 

The ESM results indicate that the autocatalytic pathway for the complete cycle is 10
3 

times superior to the conventional pathway for both the PTC(DCM) and the 

TDC(DCM) levels of theory (see Table 3.2). Hence, all the ways in which the ESM 

has been employed to evaluate the conventional and the newly proposed routes for 

SiH4 formation all point to significant superiority of the newly proposed pathways 

over the conventional routes that assume that the B(C6F5)3 acts as the catalyst in this 

process. 
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Figure 3.8. The comparison of the free energy profiles (G, kcal/mol) between a) the 

conventional mechanism with mono(cyclohexa-2,5-dien-1-yl)silane and B(C6F5)3, and 

b) our proposed autocatalytic mechanism. The blue profile is for the PTC(DCM) level 

of theory and the brown profile is for the TDC(DCM) level of theory for conventional 

pathway. The deep green species are the ones pertaining to newly proposed 

autocatalytic pathway. 

These results therefore clearly show that the conventional B(C6F5)3 catalyzed 

pathway is only a minor route, while the more significant players in this chemistry are 

the newly proposed routes involving autocatalytic mechanisms. In order to provide 

further validation of the results, I have also calculated the barriers with full 

optimization at the PBE-D3/6-311++G**+COSMO(CH2Cl2)
68

 level of theory. The 

results for this are provided in Table 3.1. Furthermore, single point calculations at 

PW6B95/def2-QZVP+COSMO(CH2Cl2) with the TDC(DCM) optimized structures 

have been done and the results are provided in the Table 3.2. All these extra 
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calculations show that the conclusions reached, as well as the trends obtained, remain 

unaltered, thereby underlining the robustness of the level of theory employed. 

Table 3.2. The values for the TOFs obtained for the stepwise and total autocatalytic 

pathways, as well as with the conventional B(C6F5) catalyzed pathway. 

 TOF (h
-1

)  

Pathway SiR3H→[SiR2H2] SiR2H→[SiRH3] SiRH3→[SiH4] SiR3H→[SiH4] 

B(C6F5)3 

catalyzed  

a
2.6*10

2
/
b
8.8*10

0 a
1.7*10

5
/
b
8.9*10

6 

a
1.2*10

6
/
b
5.2*

10
5 

a
1.4*10

6
/
b
9.4*

10
7 

Autocataly

tic  

a
1.0*10

9
/
b
1.9*10

8 a
6.3*10

8
/
b
2.7*10

8 

a
8.8*10

8
/
b
2.0*

10
9 

a
2.5*10

9
/
b
2.4*

10
9 

 

a
The values pertaining to the TOF (h

-1
) for the PTC(DCM) calculations. 

b
The values pertaining to the TOF (h

-1
) for the TDC(DCM) calculations. 

Table 3.3. The calculated barriers (single point) for all possible ways of lower 

surrogate SiRxHy species formation through the conventional mechanism proposed in 

the literature and our proposed mechanism. 

 

Intermediate 

 

Barrier (E
#
 kcal/mol) PW6B95-D3/def2-QZVP+COSMO 

(CH2Cl2) 

The Literature 

Mechanism 

Our Proposed, Cationic Autocatalytic 

Mechanism 

[HB(C6F5)3]
-
 SiR3H

 
SiR2H2

 
SiRH3

 

[SiR2R’H]
+ 

16.4 12.4 13.2 13.5 

[SiRR’H2]
+ 

9.9 10.8 10.1 11.9 
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[SiR’H3]
+ 

5.2 11.7 10.5 9.5 

 

 

 

 

Figure 3.9. Flowchart for the formation of SiH4 through (a) the conventional B(C6F5)3 

catalyzed pathway and (b) the newly proposed autocatalytic pathway. The 

autocatalytic pathway is shown in green. 

Furthermore, in order to ensure that there are no other competing pathways, I have 

also checked another possibility, where the benzene separation from the cationic 

species of tri(cyclohexa-2,5-dien-1-yl)silane, di(cyclohexa-2,5-dien-1-yl)silane and 

mono(cyclohexa-2,5-dien-1-yl)silane could take place. The silicon after the benzene 

dissociation would be stabilized by coordination with the olefinic carbon of the 
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cyclohexadienyl ring(see Figures 3.10, 3.11 and 3.12 below). Subsequently, the 

silicon cation could participate in new autocatalytic processes. However, such a 

possibility was found to be unlikely, because the G for the dissociation of benzene 

for every case was found to be high (9.0 kcal/mol to greater than 30.0 kcal/mol), at 

both the PTC(DCM) and the TDC(DCM) levels of theory (see Table 3.4 below). 

Thus, the overall barrier for such processes would become high, higher than the 

slowest step for our proposed autocatalytic pathways. Hence this possibility has not 

been considered further. 

 

Figure 3.10. a) The dissociation of benzene from the [SiHR2R’]
+
 complex. 

 

 

Figure 3.11. b) The dissociation of benzene from the [SiH2RR’]
+
 complex. 

 

 

Figure 3.12. c) The dissociation of benzene from the [SiH3R’]
+
 complex. 

 

Table 3.4. The calculated free energies (G,in kcal/mol) for the dissociation of 

benzene from the respective cations. 
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Silyl cations G (kcal/mol) 

PTC(DCM) TDC(DCM) 

[SiHR3]
+

 [SiHR2]
+
 C6H6 8.9 10.7 

[SiH2R2]
+

 [SiH2R]
+
 C6H6 11.6 11.9 

[SiH3R]
+

 [SiH3]
+
 C6H6 32.7 34.3 

 

3.4 Conclusion 

The current work, with density functional theory (DFT), showcases the elegant and 

unheralded nature of surrogate silicon chemistry, dependent not on Lewis acid, 

B(C6F5)3, catalysis but on a series of autocatalytic processes. The computational 

investigations provide important insights that will be helpful for researchers working 

in the area of silicon chemistry, as well as for those working with surrogates in allied 

areas. Indeed, recent work reported by Oestreich and coworkers
77

 converting the 

surrogate GeR3H to GeR2H2 (R = cyclohexa-1,4-diene) employing B(C6F5)3, may also 

be an example of similar autocatalytic chemistry. Furthermore, the current work 

shows that cationic autocatalytic processes are not limited to examples in 

biochemistry
78

 and polymerization,
79

 but are more widespread than had been realized 

earlier. 
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Chapter 4 

The Role of Ion-pair in B(C6F5)3 Catalyzed 

Zwitterionic Chemistry 

 

Abstract 

In homogeneous Ziegler–Natta chemistry, tris(pentafluorophenyl)borane (B(C6F5)3) is 

well recognised for its role as a good activator component. However, due to its unique 

features, B(C6F5)3 is becoming a more often employed catalyst or stoichiometric 

reagent in organic and organometallic chemistry.  However, what the current 

computational work, with density functional theory (DFT), reveals that what could be 

the benchmark for the ion-pair to be considered as separated or non-separated species 

in all the B(C6F5)3 induced reactions. The simple free energy calcuations show the 

way how to predict whether the ion-pairs are separated or not. The results are further 

corroborated by the use of the energetic span model (ESM), which shows that the 

turnover frequency (TOF) is higher for the reaction when it goes through a separated 

species. The current work therefore provides interesting new insights into the 

B(C6F5)3 induced reactions.  
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4.1 Introduction 

Bjerrum
1
 proposed the ion-pair concept

2-5
 in 1926 to explain the behaviour of 

ionophores (species that are ionic in the crystalline form but exist as ions in the fused 

state and in dilute solutions) in solvents with low relative permittivity. Generally ion 

pairs in solvent are described as pair of oppositely charged ions with a shared 

solvation shell that are bound together primarily by Coulombic interactions and have 

(a) lives sufficiently longer than Brownian motion's correlation time (kinetic stability) 

and (b) a binding energy greater than kT (thermodynamic stability). A contact (or 

intimate or tight) ion pair is one in which there is no solvent molecule between the 

two ions (Figure 4.1). It's also known as the (partial) association of oppositely charged 

ions in electrolyte solutions, which results in the formation of separate chemical 

species. The most logical explanation for some sorts of direct experimental evidence 

or discrepancies found at intermediate concentrations from predictions of electrolyte 

theories that precisely explain the features of very dilute electrolyte solutions is ion 

pair creation. If the ion association is strong enough (the value varies depending on 

the charges on the ions and the relative permittivity of the solvent, but it roughly 

corresponds to an association constant, of 1000 M
-1

 in water, where M=mol/dm
3
), 

separating the properties of the ion pair from the long-range nonspecific ion-ion 

interactions that exist in all electrolyte solutions is usually not difficult. When the ion 

connection is weak, however, there is a substantial link between nonspecific ion-ion 

interactions (as measured by activity coefficients) and the creation of ion pairs 

(characterized in terms of an association constant). The often quoted saying of 

Onsager
6
 is appropriate here:  “The distinction between free ions and associated pairs 

depends on an arbitrary convention.... In a complete theory this does not matter; what 

we remove from one page of the ledger would be entered elsewhere with the same 

effect.” From a more practical standpoint, Robinson and Stokes
7
 comment:  “The 

chief criterion for [classifying] an electrolyte [as non-associated] is the absence of 

valid evidence for any form of association. Since the validity of such evidence can be 

a matter of personal opinion...there can be no general agreement.” 
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Figure 4.1 Showing possibilities of ion-pair in solvent bounded systems. 

The significance of ion pairing in organic chemistry has long been acknowledged.
8-10

 

Only in the last few decades, B(C6F5)3 catalysed complex ion-pair been thoroughly 

researched. The electronic properties of B(C6F5)3's three C6F5 rings give it a high 

Lewis acidity, making it a useful reagent for a wide range of reactions.
11

 Furthermore, 

the steric bulk of these rings allows it to act as the Lewis acid in an FLP, giving this 

reagent still another synthetic use. However, as main-group chemistry develops as a 

science, additional reagents beyond BCF are needed, expanding not just the variety of 

reactions but also the range of compounds that may be synthesised. Great efforts have 

already been achieved in this direction on recent boron chemistry advancements 

related to borylation processes. B(C6F5)3 (often known as BCF) has been shown to be 

useful in a range of processes, including borylation,
12

 hydrogenation,
13

 

hydrosilylation,
14

 frustrated Lewis pair (FLP) chemistry,
15

 and more.
16

 It has always 

been observed that all the reactions involved via B(C6F5)3 pathway goes through 

hydride abstraction. Once the hydride abstraction takes place the hydride donor and 

hydride acceptor (here B(C6F5)3) species forms the ion-pair complex. In this chapter I 

focus what is the fate of these ion-pair forms in the reaction medium. There could be 

two possibilities a) The ion-pair can be a non-separable zwitterionic species which 

can further proceed into the reaction generating product and regenerate the catalyst 
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and b) The ion-pair can be loosely bound to each other which can create a possibility 

of separated cation and anion. If the second process happens then the reaction goes 

through an autocatalytic way. But what will be the benchmark to decide whether the 

ion-pairs will separate or not? This is the question addressed in this chapter. 

4.2 Computational Details 

All the calculations for the structures reported in this chapter of thesis have been done 

using density functional theory (DFT).
17,18

 The calculations have been carried out 

with Turbomole 7.0
19

 using the TZVP
20

 basis set. Geometry optimizations were 

performed using the Perdew, Burke, and Ernzerhof functional (PBE).
21 

Dispersion 

corrections (D3)
22

 have been included in all the calculations. Solvent corrections have 

also been included in all the calculations using the Cosmo model,
23

 Therefore the 

level of theory employed is PBE-D3/TZVP+COSMO(CH2Cl2).
20,21,23 

The resolution 

of identity (RI)
24

 along with the multipole accelerated RI (marij)
25 

approximations 

have been used for an accurate and efficient treatment of the electronic Coulomb term 

in the DFT calculations. Furthermore, in order to underscore the reliability of the 

calculations, all the geometry optimizations have also been done at the TPSS-

D3/def2-TZVP+COSMO(CH2Cl2)
26,27,23 

level of theory. The results from both the 

levels of theory: PBE-D3/TZVP+COSMO(CH2Cl2) and TPSS-D3/def2-

TZVP+COSMO(CH2Cl2) are shown together with the superscripts “a” and “b” 

respectively in all the tables in this chapter of thesis. Furthermore, all the figures in 

this chapter of thesis showing the free energy profiles have two profiles, one each for 

the PBE-D3/TZVP+COSMO(CH2Cl2) and the TPSS-D3/def2-

TZVP+COSMO(CH2Cl2) levels of theory. In addition to these calculations, single 

point calculations at the PW6B95-D3/def2-QZVP+COSMO(CH2Cl2)
28,29,23 

level of 

theory have also been done, on the geometries optimized at the TPSS-D3/def2-

TZVP+COSMO(CH2Cl2) level. In other words, the TPSS-D3/def2-

TZVP+COSMO(CH2Cl2)//PW6B95-D3/def2-QZVP+COSMO(CH2Cl2) level of 

theory has also been employed to investigate all the catalytic cycles that have been 

discussed in this chapter of thesis. This is the similar level to that employed by 

Oestreich and co-workers in their investigations into similar systems.
30 

For the 
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purpose of clarity, we will henceforth denote PBE-D3/TZVP+COSMO(CH2Cl2) as 

PTC(DCM) and TPSS-D3/def2-TZVP+COSMO(CH2Cl2) as TDC(DCM) in the 

thesis. Necessary care was taken to ensure that the obtained transition state structures 

possessed only one imaginary frequency corresponding to the correct normal mode, in 

order to obtain more reliable energy values for the investigated potential energy 

surface. In addition, intrinsic reaction coordinate (IRC)
31

 calculations were done with 

all the transition states in order to further confirm that they were the correct transition 

states, yielding the correct reactant and product structures. The values reported in this 

chapter of thesis are G values, with zero point energy, internal energy, and entropic 

contributions, with the temperature taken to be 298.15K. The calculation of the 

translational entropy in standard software involves assumptions about the volume that 

may be inaccurate. The translational entropy term can be corrected by a free volume 

correction introduced by Mammen and co-workers.
32

 Based on the Sackur-Tetrode 

equation, the free volume model describes the translational entropy of molecules in 

the solution (Strans(sol)); and provides physically intuitive corrections for 

translational entropy values. In the free volume model, it has been assumed that the 

volume available to the molecule in solution is lower than the total volume, and this 

“free volume” is determined by the equation (1) below: 

Vfree=Cfree  
    

     

 
           

  3
                                                                            4.1  

Here, Vmolec is the molecular volume, [X] is the concentration of molecules (mol/L) in 

solution and N0 is the Avogadro number. The translational entropy can be obtained 

after considering the free volume correction, and inserting the value of Vfree in the 

Sackur-Tetrode equation. The total entropy is then calculated by adding the corrected 

translational entropy and the entropic contributions from the rotational and vibrational 

components. It is to be noted that entropic contributions have been properly handled 

in every mechanism that has been studied and reported here. For bimolecular 

reactions where two species had to come together for the reaction to occur, the barrier 

for the reactions has always been calculated with the reactants assumed initially to 

have been at infinite separation, and not from a pre-reactive complex. 
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4.2.1 The Energetic Span Model  

The efficiency of the catalytic cycle can be analyzed through the Energetic Span 

Model (ESM),put into practical use by Shaik and coworkers.
33,34

 The ESM provides a 

straightforward method to calculate the turnover frequencies (TOFs) of catalytic 

cycles based on their computed energy profiles. In most cases, the TOF is determined 

by the TOF-determining transition state (TDTS), the TOF- determining intermediate 

(TDI) and by the reaction energy, ΔGr. The TOF calculation formula is as below: 

TOF = 
 BT

 
     RT                                                                                                      4.2 

where is the energy span and is defined as the difference in the Gibbs energy 

between the TDTS and the TDI, with the addition of the ΔGr when the TDTS appears 

before the TDI. δ  is the effective activation barrier of the global reaction. The TDTS 

and TDI are the intermediate and the transition states respectively that maximize δ , 

according to equation 4.2. 

 
       –  δ   

       – δ         

                          
                          

 

This  model  has  been  employed  to  calculate  the  TOFs (at 298 K). The energetic 

span model can be applied in a user friendly way with the recently developed AUTOF 

computer program.
33,34 

4.3 Results and Discussion 

What the previous chapter made clear is the significant difference between the 

perceived role of B(C6F5)3 in  the formation of SiH4 from SiR3H, and the reality, 

which is that B(C6F5)3 acts less as a pure catalyst, and more as an initiator and then a 

spectator in the entire, multi-step process. This leads to a much larger, and very 

interesting question: since there are many metal-free chemical transformations that 

have emerged in recent years where B(C6F5)3 has been considered to act as a 

catalyst,
8-16

 in how many of them is B(C6F5)3 really the catalyst, and in how many is it 

acting more as an initiator? One means of answering the question is by investigating 

the hydricities of borohydrides,
35

 but a potentially simpler solution lies in looking at 
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the ease of separation of the cation from the ion-pair created when B(C6F5)3 reacts 

with the substrate. In the case of the surrogate silicon chemistry, for instance, once the 

zwitterionic complex (ion-pair B), was formed, the total separation of the cation from 

the ion-pair required only 8.5 kcal/mol additional energy, at the PTC(DCM) level of 

theory (see Figure 4.1). 

 

Figure 4.2 The free energy profile (G) in kcal/mol for the proposed mechanism by 

Simonneau and Oestreich. R=cyclohexa-1,4-diene. The blue profile is for the 

PTC(DCM) level of theory and the brown profile is for the TDC(DCM) level of 

theory. 

Thus, the cation would exist as a loosely bound ion-pair in solution, and the 

subsequent autocatalytic processes could thus emerge as an alternative. Hence, the G 

of total separation of the cation from the ion-pair can provide a reliable parameter for 

how loosely bound the cation would be in solution to the ion-pair. But, what value of 



Chapter 4                                                         CSIR-NCL                                                       Ph.D Thesis 
 

Subhrashis Banerjee 108 

 

the G of total separation can be considered facile? A good indicator for this would 

be the initiator chemistry for the electrophilic C−H borylation of electron-rich 

(hetero)arenes done at room temperature by Oestreich and co-workers
36

 that had been 

mentioned earlier in the Introduction. Here, the B(C6F5)3 had been clearly noted by 

Oestreich et al. to act as the initiator, and therefore the determination of the G of 

separation of the ion-pairs for these cases can serve as an upper bound for deciding 

the G for the facile separation of ions in other reactions. We have therefore 

calculated the ease of separation of the ion-pairs formed in this case and found them 

to be 25.2 kcal/mol, 28.3 kcal/mol and 30.8 kcal/mol for the G of separation of the 

ion-pairs [CatB-(NMe2Ph)2]
+
[HB(C6F5)3]

-
, [CatB-NMe2Ph]

+
[HB(C6F5)3]

- 
and [CatB-

PhNMe2]
+
[HB(C6F5)3]

- 
respectively at the PTC(DCM) level of theory(see Figure 4.3-

4.5 below).  

 

Figure 4.3 The separation of the ion-pair is favorable for the borane-silane 

zwitterionic complex shown in this figures (experimentally studied by Oestreich et al. 

Angew. Chem., Int. Ed. 2017, 56, 3712): the G for this has been calculated to be 25.2 

kcal/mol for the PTC(toluene) level of theory and 28.5 kcal/mol for the TDC(toluene) 

level of theory. 
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Figure 4.4 The separation of the ion-pair is favorable for the borane-silane 

zwitterionic complex shown in this figures (experimentally studied by Oestreich et al. 

Angew. Chem., Int. Ed. 2017, 56, 3712): the G for this has been calculated to be 28.3 

kcal/mol for the PTC(toluene) level of theory and 30.8 kcal/mol for the TDC(toluene) 

level of theory. 

 

Figure 4.5 The separation of the ion-pair is favorable for the borane-silane 

zwitterionic complex shown in this figures (experimentally studied by Oestreich et al. 

Angew. Chem., Int. Ed. 2017, 56, 3712): the G for this has been calculated to be 30.8 

kcal/mol for the PTC(toluene) level of theory and 22.3 kcal/mol for the TDC(toluene) 

level of theory. 

These values, then, can serve as a benchmark for determining the possibility of ion-

pair dissociation at room temperature for other cases. One could also consider slightly 

higher G values, of up to 35.0 kcal/mol using the PTC(DCM) level of theory, for 

experiments done at higher temperatures (100 °C to 120 °C). One should note that 

these values provide an upper bound to the energy required to separate the ion-pairs in 
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solution. In other words, what these values represent is the complete separation and 

isolation of the ions by the solvent in question. In reality, what is more likely is that 

the solvent would only serve to separate the ions and that they would remain in the 

same vicinity. However, the ions thus separated would be independent actors, each 

doing chemistry without interference (or assistance) from the other. In other words, 

the more likely scenario is that of solvent separated ions than solvent isolated ions. 

However, the values shown in Table 4.1, which represent the latter case, are still of 

significance, because they serve to provide the relative trend in the ease of ion-pair 

separation. That is, if an ion-pair in one case separates with ease to completely to 

form solvent isolated ions, this also indicates that it would show ease in forming 

solvent separated ions, in comparison to another case where the complete separation 

of the ions is less favored. 

 Now, considering the values of about 25.0-30.0 kcal/mol for room temperature 

dissociation of ions, and about 35.0 kcal/mol for dissociation at higher temperatures, 

as discussed above, admittedly, a perusal of the literature shows that there are cases in 

B(C6F5)3 chemistry where the values for the separation of the cation from the ion-pair 

fall do not fall within this range. These include the formation of the zwitterionic 

species [Et3Si]
+
[X]

-
 {X = 1,2,3-Tris(pentafluorophenyl)-4,5,6,7-tetrafluoro-1-

boraindene anion: see structure provided below in Table 4.1} studied by Piers, 

Tuononen and co-workers,
37 

(see Figure 4.6 below) where the G is found to be 63.5 

kcal/mol (see Table 4.1). 
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Figure 4.6 The separation of the ion-pair is unfavorable for the borane-silane 

zwitterionic complex shown in this figures (experimentally studied by Piers et al. 

Nature Chem. 2014, 6, 983): the G for this has been calculated to be 63.5 kcal/mol 

for the PTC(toluene) level of theory and 68.8 kcal/mol for the TDC(toluene) level of 

theory. 

In this case, it would be most likely that the ion-pair would not separate, and this is 

borne out by the experimental isolation of the [Et3Si]
+
[X]

-
 crystal structure.

37
 

Therefore, [Et3Si]
+
 [X]

-
 would act as a frustrated Lewis pair (FLP), as believed(see 

Figure 4.6 above). This fact is further buttressed by the calculations that we have done 

(at the PTC(DCM) level of theory) that show the energy required to separate the 

[Et3Si]
+
[X]

-
 ion-pair by 1.0 angstrom is as high as 25.3 kcal/mol. This is in contrast to 

: [SiR2R’H]
+
[HB(C6F5)3]

-
,  and [PhSiMe2-Olefin]

+
[HB(C6F5)3]

-
 (see Figure 4.7) 

where the energy required to separate the two ions by 1.0 angstrom was only 0.7 and 

1.2 kcal/mol respectively (the values for other ion-pairs are collected in Table 4.2 

below). 

 

Figure 4.7 The separation of the ion-pair is favorable for the borane-silane 

zwitterionic complex shown in this figures (experimentally studied by Hou et al. J. 

Am. Chem. Soc. 2016, 138, 3663): the G for this has been calculated to be 14.2 

kcal/mol for the PTC(cholorobenzene) level of theory and 4.8 kcal/mol for the 

TDC(cholorobenzene) level of theory. 
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However, there are several other cases, which are also reported in Table 4.1 below, 

where the G values do fall in the range where separation would be expected. Among 

these, there are some, like entry 6, where the formation of only a single ion-pair, 

[(PhCH)(Ph)N(SiHMe2Ph)]
+
[HB(C6F5)3]

-
 is involved, which would yield the 

[(PhCH)(Ph)N(SiHMe2Ph)]
+ 

cation in a facile manner (G = 24.8 kcal/mol at room 

temperature(RT)) (see Table 4.1). 

 

Figure 4.8 The separation of the ion-pair is favorable for the borane-silane 

zwitterionic complex shown in this figures (experimentally studied by Oestreich et al. 

Angew. Chem., Int. Ed. 2015, 54, 1965): the G for this has been calculated to be 34.7 

kcal/mol for the PTC(toluene) level of theory and 36.0 kcal/mol for the TDC(toluene) 

level of theory. 

 For such a case, it is highly likely that the cation would be taking part in autocatalytic 

processes similar to the ones that have been described in the previous section. It is 

easy to envisage an alternative pathway not involving B(C6F5)3 as the catalyst that 

would yield the same products ([(PhCH)(Ph)NH(SiHMe2Ph)], from toluene) as 

experimentally observed.
38

 There are other cases, however, where two ion-pair 

species would be formed during the reaction, such as in the case of entry 4 in Table 

4.1, which involves the formation of the [PhSi-Olefin]
+
[HB(C6F5)3]

-
 and the 

[PhSiMe2-Olefin]
+
[HB(C6F5)3]

-
 ion-pairs (Olefin=1,4-diisopropenylbenzene). Here, 

while the separation of the cation from [PhSiMe2-Olefin]
+
[HB(C6F5)3]

-
 is seen to be 

very facile (G = 14.2 kcal/mol), the corresponding reaction for [PhSi-
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Olefin]
+
[HB(C6F5)3]

-
 is seen to be unfavorable (G = 40.6 kcal/mol) at the 

PTC(DCM) level of theory.  

 

Figure 4.9 The separation of the ion-pair is favorable for the borane-silane 

zwitterionic complex shown in this figures (experimentally studied by Chang et al. 

Angew. Chem., Int. Ed. 2015, 54, 14805): the G for this has been calculated to be 

14.2 kcal/mol for the PTC(choloroform) level of theory and 13.3 kcal/mol for the 

TDC(choloroform) level of theory. 

 

 

Figure 4.10 The separation of the ion-pair is unfavorable for the borane-silane 

zwitterionic complex shown in this figures (experimentally studied by Chang et al. 

Angew. Chem., Int. Ed. 2015, 54, 14805): the G for this has been calculated to be 

40.6 kcal/mol for the PTC(choloroform) level of theory and 42.3 kcal/mol for the 

TDC(choloroform) level of theory. 
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It is worth mentioning here that Chatterjee and Oestreich have discussed the 

possibility of Brønsted acid-catalyzed transfer hydrogenation of imines in a separate 

(experimental) investigation.
39

 They have proposed a catalytic cycle based on 

B(C6F5)3 and Brønsted acid catalysis. Earlier Grimme, Oestriech and co-workers had 

proposed transfer hydrogenation promoted by Ru-S complexes
40

 based on 

experimental work supported by computation. It is, thus, important to note that 

Oestriech and co-workers had laid a path that researchers could follow, pertaining to 

mechanisms other than the B(C6F5)3 Lewis acid catalyzed pathway.  

 

Table 4.1 The calculated free energies, (G, in kcal/mol) for the separation of the 

ion-pairs formed in the different experimentally studied reactions (references provided 

after the ion-pair formulae for each case) where B(C6F5)3 has previously been 

considered to act as a catalyst. Cases where the separation is energetically non-

feasible have been shown in shaded columns. 

 

Ion-pair 

 

Temperature 

 

Energy for the 

Separation of 

the Ion-Pair 

(G
b
, kcal/mol) 

1. (a) [CatB
a
-(NMe2Ph)2]

+
[HB(C6F5)3]

-41
 RT

c
 25.2

a
/28.5

b 

(b) [CatB-NMe2Ph]
+
[HB(C6F5)3]

- 41 
RT 28.3

a
/30.8

b 

(c) [CatB-PhNMe2]
+
[HB(C6F5)3]

-41
 RT 30.8

a
/22.3

b 

2.  [Et3Si]
+
[X

d
]

-37 
RT 63.5

a
/68.8

b 

3. (a) [PhSiH2]
+
[HB(C6F5)3]

-38
 120°C 48.7

a
/52.2

b 

    (b) [Me2N(Ph-SiH2Ph)]
+
[HB(C6F5)3]

-38
 120°C 14.2

a
/4.8

b 

4. (a) [PhSi-Olefin
e
]

+
[HB(C6F5)3]

-42
 RT 40.6

a
/42.3

b 
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(b) [PhSiMe2-Olefin]
+
[HB(C6F5)3]

-42
 RT 14.2

a
/13.3

b 

5. [NH2(CHMePh)2]
+
[HB(C6F5)3]

-43
 100°C 31.4

a
/16.1

b 

6. [(PhCH)(Ph)N(SiHMe2Ph)]
+
[HB(C6F5)3]

-44
 RT 24.8

a
/29.1

b 

7. (a) [1,3-dimethyl-2,4-

cyclohexadiene]
+
[HB(C6F5)3]

-45
 

120 °C 40.8
a
/49.7

b 

(b) [NH(Ph)(CMePh)]
+
[HB(C6F5)3]

-45
 120 °C 34.7

a
/36.0

b 

8.  [2,6-Me2C5H3N]
+
[HB(C6F5)3]

- 46 
RT 31.9

a
/28.0

b 

 

a
The values pertaining to the barriers (G kcal/mol) for the PTC(DCM) calculations. 

b
The values pertaining to the barriers (G kcal/mol) for the TDC(DCM) calculations. 

a
CatB: Catecholborane; 

b
G = {G[A+] + G[HB(C6F5)3]- } – {G[A+][HB(C6F5)3]-}; 

c
RT: Room 

Temperature; 
d
X =                                     

e
Olefin = 

 

 

4.3.1 The Formation of Different Favorable and Unfavorable Ion-Pairs  as 

mentioned in the Table 4.1 

 



Chapter 4                                                         CSIR-NCL                                                       Ph.D Thesis 
 

Subhrashis Banerjee 116 

 

Figure 4.11 The separation of the ion-pair is unfavorable for the borane-silane 

zwitterionic complex shown in this figures (experimentally studied by Hou et al. J. 

Am. Chem. Soc. 2016, 138, 3663): the G for this has been calculated to be 48.7 

kcal/mol for the PTC(cholorobenzene) level of theory and 52.2 kcal/mol for the 

TDC(cholorobenzene) level of theory. 

 

Figure 4.12 The separation of the ion-pair is favorable for the borane-silane 

zwitterionic complex shown in this figures (experimentally studied by Stephan et al. 

Organometallics 2011, 30, 4497): the G for this has been calculated to be 31.4 

kcal/mol for the PTC(toluene) level of theory and 16.1 kcal/mol for the TDC(toluene) 

level of theory. 

 

Figure 4.13 The separation of the ion-pair is favorable for the borane-silane 

zwitterionic complex shown in this figures (experimentally studied by Piers et al. 

Org. Lett. 2000, 2, 3921): the G for this has been calculated to be 24.8 kcal/mol for 
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the PTC(toluene) level of theory and 29.1 kcal/mol for the TDC(toluene) level of 

theory. 

 

Figure 4.14 The separation of the ion-pair is unfavorable for the borane-silane 

zwitterionic complex shown in this figures (experimentally studied by Oestreich et al. 

Angew. Chem., Int. Ed. 2015,54, 1965): the G for this has been calculated to be 40.8 

kcal/mol for the PTC(toluene) level of theory and 49.7 kcal/mol for the TDC(toluene) 

level of theory. 

 

Figure 4.15 The separation of the ion-pair is unfavorable for the borane-silane 

zwitterionic complex shown in this figures (experimentally studied by Stephan et al. 

J. Am. Chem. Soc. 2009, 131, 3476): the G for this has been calculated to be 31.9 

kcal/mol for the PTC(toluene) level of theory and 28.0 kcal/mol for the TDC(toluene) 

level of theory. 
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In order to further verify whether the easily separated ion-pair would follow the 

autocatalytic mechanism or the B(C6F5)3 catalyzed pathway, we have investigated one 

such system that was experimentally investigated by Oestreich and co-workers.
45

 

They proposed the reaction, the hydrogenation of imine, to be a B(C6F5)3 catalyzed 

process. This is shown in Figure 4.16 below. However, it is easy to envisage a 

mechanism where the cation [(PhMeC)NH(Ph)]
+
 formed would take over and lead to 

autocatalytic pathways independent of B(C6F5)3 (see Figure 4.17 below). 

 

 

 

Figure 4.16 The proposed mechanism by Oestreich and co-workers
45

 for the 

hydrogenation of imine by B(C6F5)3. 
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Figure 4.17 The mechanism that I propose, for the same reaction: hydrogenation of 

imine by B(C6F5)3,
45 

based on the facile separation of the cation from the ion-pair. 

 

 Calculations have been done to investigate this possibility. As the free energy profiles 

shown below in Figure 4.18 indicate, the B(C6F5)3-free pathway is more favorable by 

3.6 kcal/mol at the PTC(DCM) level of theory for this case. We have also calculated 

the barriers at the TDC(DCM) levels of theory. The results are provided Table 4.3, 

and show the same trend. 
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Figure 4.18 The comparison of the free energy profiles (G, kcal/mol) for the 

formation of [PhNH(HC(CH3)(Ph)] between a) the conventional mechanism with 

[PhNH(C(CH3)(Ph)]
+ 

cation and [BH(C6F5)3]
-
 anion, and  b) our proposed 

autocatalytic mechanism. The blue profile is for the PTC(DCM) level of theory and 

the brown profile is for the TDC(DCM) level of theory. The autocatalytic mechanism 

is more favourable than the conventional mechanism. 

 

 

Table 4.2 The calculated free energy barriers for the formation of 

PhNH(HC)(CH3)(Ph) through the conventional mechanism proposed in the literature, 

and our proposed mechanism. 
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Intermediate 

 

Barrier (G
#
 kcal/mol) 

The Literature 

Mechanism 

Our Proposed, Cationic Mechanism 

[HB(C6F5)3]
-
 1,5-dimethyl-1,4-Cyclohexadiene 

[PhNH(C(CH3)(Ph)]
+ 

9.7
a
/11.0

b 
6.1

a
/9.1

b 

 

a
The values pertaining to the barriers (G

#
 kcal/mol) for the PTC(DCM) calculations. 

b
The values pertaining to the barriers (G

#
 kcal/mol) for the TDC(DCM) calculations. 

Therefore, a simple means of determining when B(C6F5)3 acts as a catalyst and 

when it may perform only as an initiator becomes clear: if the formed cation, A
+
, can 

separate in a facile manner from [A]
+
[HB(C6F5)3]

-
, then catalytic pathways not 

involving B(C6F5)3 can become competitive in the reaction. Hence, the implications 

of the current investigations extend well beyond the unravelling of the elegant 

autocatalytic mechanisms in surrogate silicon chemistry. 

4.4 Conclusion 

There is a deeper realization inherent in the findings reported here. This pertains to 

the exciting and rapidly developing field of Lewis acid mediated metal free catalytic 

processes. It becomes clear that there are several recently reported chemical 

transformations
37,38,41-46 

where the real mechanism may be significantly different from 

what is believed, with the B(C6F5)3 possibly acting more as the initiator and not the 

catalyst in these cases. The current work provides a simple means of determining 

computationally when B(C6F5)3 is the former and when it is the latter: by a calculation 

of the ease of separation of the cation, A
+
 and anion [HB(C6F5)3]

-
, from the 

[A]
+
[HB(C6F5)3]

- 
ion-pair. In all the cases where A

+ 
can separate easily, it is possible 

that alternative mechanisms would become dominant in the reaction medium. The 

findings are therefore also likely to provide considerable guidance to experimentalists 



Chapter 4                                                         CSIR-NCL                                                       Ph.D Thesis 
 

Subhrashis Banerjee 122 

 

working in this important area of research. For instance, for cases where the real role 

of B(C6F5)3 is to act more as an initiator, it should be possible to substitute it with 

another Lewis acid, without loss of efficiency in the system. Furthermore, if it is the 

cationic species, created during the reaction of the pre-catalyst with B(C6F5)3, that is 

the actual catalyst, then attention can also be focused on investigating means of 

modifying the pre-catalyst so that the catalytic process can be made more efficient for 

analogous systems. Therefore, the current findings represent an important advance in 

metal-free Lewis acid chemistry. 

I would also like to note that the current work, revealing the competition between the 

initiator and catalytic mechanisms, can also provide impetus for kinetic experiments 

that would yield insights into which mechanism predominates for a given system. For 

instance, the conventional mechanism emphasizes the role of B(C6F5)3, and involves 

the formation and breaking of a B-H bond, while the newly proposed mechanism 

focuses on the formation and breaking of the Si-H bond, with the B(C6F5)3 converted 

to an anion and present more as a spectator. Thus, kinetic isotope effects would be 

different for the different mechanistic scenarios. Likewise, other kinetic experiments 

can also be designed in order to test the nature of the reactions in these interesting 

systems. 
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Chapter 5 

The Role of Hydride Transfer in Stannylene and Germylene 

Initiated Catalysis 

Abstract 

The chemistry of low valent main group compounds has grown as an alternative to the 

chemistry of less abundant and less green transition metal complexes. It has been 

found that low valent compounds such as carbenes, silylenes, stannylenes and 

germylenes are efficient for activating small molecules and for catalysis. However, 

the reaction mechanism and the factors that affect the rate of reaction are not 

completely understood. In this computational investigation with density functional 

theory (DFT), I have investigate and demonstrate the efficiency of a new mechanism 

for the hydroboration of aldehydes by germylenes and stannylenes, in the presence of 

the common hydroborating agent, pinacolborane, HBpin. This mechanism involves an 

HBpin molecule as an additional catalyst that cooperates with the germylene or 

stannylene catalyst to efficiently carry out the hydroboration. This mechanism is first 

demonstrated to work for experimentally reported systems, and then shown to be 

efficient for newly proposed germylene and stannylene systems. These new systems 

are α-Borylamido-germylene ((2,6-iPr2C6H3NBCy2)2Ge(II)) and α-Borylamido-

stannylene((2,6-iPr2C6H3NBCy2)2Sn(II)). These new insights will help researchers 

look into low valent germylene and stannylene chemistry from a new perspective.  
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5.1 Introduction 

In recent years, the chemistry of low valent main group compounds has become a 

topic of great interest in the field of catalysis, with main group based catalysts 

sometimes showing comparable or greater efficiency than transition metal catalyts.
1-17 

The central atom of these compounds has a lone pair of electrons, as well as 

unoccupied orbitals, giving them the ability to be both nucleophilic as well as 

electrophilic, leading to interesting chemical properties.
18 

Generally, carbenes,
19-25

 

silylenes,
26-30

 germylenes,
31-37 

stannylene,
38-41 

and borylenes
42-48 

have been employed. 

In these compounds, the central carbon, silicon, germanium or tin atom is stable in a 

lower oxidation state(II), than the usual (IV), while the boron atom is stable in the (I) 

oxidation state rather than in (III) (see Figure 5.1). Moreover, low valent main group 

compounds also include compounds in zero oxidation states, such as carbones,
49,50

 

silylones
51

 and germylones.
52 

The addition of bulky ligands prevent these low valent 

main group compounds from oligomerizing and polymerizing, thereby allowing them 

to act as stable catalysts. 

 

Figure 5.1 The ability of low valent main group compounds to act as both 

electrophiles and nucleophiles. 

In addition to their catalytic abilities, discussed above, low valent carbenes 

have also emerged as essential synthetic intermediates for a wide range of organic 

transformations in recent years.
19-25

 This has led to the synthesis of different metal 
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carbene complexes to explore their potential applications in chemistry.
26-48 

The 

pioneering work of Lappert in the 1970s led to the development of persistent group 14 

tetrylenes compounds of the type EX2.
53-57

 In contrast to carbenes, the ground 

electronic state of their heavier congeners X2E (with E=Si, Ge and Sn) is usually a 

singlet state, which gives rise to a high energy lone pair (HOMO) and an energetically 

accessible vacant p-orbital (LUMO).
58 

This orbital configuration resembles transition 

metal frontier d-orbitals and contributes to the dual donor and acceptor character 

required for bond activation.
59 

The reactivity of tetrylenes towards small molecules 

and strong bonds is largely determined by the nature of the many X substituents that 

govern the energy of the frontier orbitals. Thus, many different substituents with 

varying steric and electronic properties have been employed to date to tune the ability 

of tetrylenes to engage in bond activation reactions.
60-72 

In general, small HOMO-

LUMO gaps lead to higher activity of tetrylenes towards small molecules, as has been 

demonstrated by Bertrand and coworkers, by means of the different behavior of N-

heterocyclic carbenes (NHCs) compared to cyclic alkyl (amino) carbenes (CAACs) 

towards dihydrogen.
21 

Two key factors influence this energy separation: the angle 

created by the substituents at the central group 14 element and the donor/acceptor 

properties of the substituents.
73-74 

It has generally been observed that the acyclic 

tetrylenes are usually more reactive than their cyclic derivatives. Likewise, bulky 

groups are beneficial for small molecule activation, since they, too, increase the X-E-

X angle. A wide range of substituents have been used for electronic manipulation, 

notably for the heavier group 14 analogues of carbenes.
65-72 

While amino groups are 

favoured substituents for stabilising tetrylenes due to their –I and +M donor 

characteristics, they frequently generate a substantial HOMO-LUMO separation. 

More reactive species suitable for small molecule activation are thus generated with 

strongly σ-donating (that is, more electropositive) groups, which leave the empty p-

orbital unpopulated. This lowers the energy of the LUMO and makes it available for 

interactions withthe bonding orbitals of further substrates. Thus, besides alkyl 

moieties, silyl or, more lately, boryl groups have also been employed in this 

chemistry.
65-72 

These bond activation mechanisms for group 14 tetrylenes have been 

studied in depth,
75-78

 with the silyl-substituted germylene and the boryl-functionalized 
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silylene described by Aldridge and associates serving as examples. Aside from single-

site reactivity, E-H bond activation mechanisms have also been reported, including 

the active engagement of the -substituent.
79 

After the landmark discovery of the hydroboration reaction by H. C. Brown,
80

 

organoboranes have been used extensively for different hydroboration reactions.
81-85 

The hydroboration of C=O bonds has been significant, solidifying its reputation as 

one of the most beneficial and commonly utilised reactions in the pharmaceutical 

industry.
86 

There are a lot of examples of carbonyl hydroboration catalysts, including 

alkaline earthmetals,
87-95

 transition metals,
96-103

 group 13 metal catalysts,
104-107

 

lanthanides,
108-112

 actinides
113

 and other unique and sophisticated systems.
114-118 

It has 

always been challenging to develop cost effective and non-toxic p-block based 

catalysts for the catalytic hydroboration reactions. There are only a few reports on 

germylenes and stannylenes as catalysts for the hydroboration of unsaturated 

substrates, and the most noteworthy examples are the bulky amine substituted 

germylene hydrides and stannylene hydrides reported by Jones and coworkers.
119

 

Zhao and coworkers have investigated the hydroboration of aldehydes and ketones 

with the ylide type N-heterocyclic germylene reported by Driess and coworkers.
120,121 

Later, Wesemann and coworkers reported the hydroboration of aldehydes and ketones 

using intramolecular heavier tetrelylenes and phosphine based Lewis pairs.
122,123 

Recently, Khan and coworkers have shown the hydroboration of aldehydes using N-

heterocyclic germylenes and stannylenes.
124 

However, there have been very few 

computational studies identifying the role(s) of germylenes and stannylenes in such 

reactions.
125-129 

Computational investigations on hydroboration reactions with 

germylene and stannylene catalysts are even fewer.
119,121,124,

 This has inspired us to 

model new catalysts and investigate the hydroboration reaction computationally in 

order to find an efficient mechanistic pathway for the same.  

It has always been a challenge to model a catalyst and find an efficient mechanistic 

pathway using computational tools. In the current work, I have first investigated a 

catalytic system that has already been proposed in the literature. Our investigations 

reveal a new mechanistic pathway that can be achieved by changing the concentration 
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of the reacting species: the hydroborating agent pinacolborane (HBpin). Then, I have 

modelled new germylene and stannylene catalyst systems, shown in Figure 5.2 below, 

which have been designed by taking into consideration the HOMO-LUMO energy 

gap. I have then investigated our newly proposed mechanism for the aldehyde 

hydroboration reaction with the modelled α-Borylamido-germylene ((2,6-

iPr2C6H3NBCy2)2Ge(II)) (Catalyst 3) and α-Borylamido-stannylene ((2,6-

iPr2C6H3NBCy2)2Sn(II) (Catalyst 4) systems, in the presence of the common 

hydroborating agent, HBpin. 

 

Figure 5.2 The germylene and stannylene systems considered in this work.  

To date, it has been believed that these families of stannylene and germylene systems 

proceed in the hydroboration reaction with HBpin via a four membered cyclic 

transition state. The current investigation shows that the hydroboration reaction 

proceeds via a six membered cyclic transition state. Along with the external catalyst, a 

molecule of HBpin assists in facilitating the reaction effectively. The current 

computational investigation thus finds new insights into the hydroboration reaction 

with low valent main group catalysts. 

5.2 Computational Details 

All the calculations for the structures reported herein have been done using DFT.
129-

132
 The calculations have been carried out with Turbomole 7.4

133
 using the 

TZVP
134

 basis set. Geometry optimizations were performed using the Perdew, Burke, 

and Ernzerhof (PBE) functional.
135

 Dispersion corrections (D3)
136,137

 have been 
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included in all the calculations. Solvent corrections have also been included in the 

calculations using the COSMO model,
138

 with ε=2.38 to model toluene, PhCH3. 

Therefore, the level of theory employed is PBE-D3/TZVP+COSMO(PhCH3).
134-138 

The resolution of identity (RI)
139,140

 along with the multipole accelerated RI 

(marij)
141,142

 approximations have been used for an accurate and efficient treatment of 

the electronic Coulomb term in the DFT calculations. Necessary care was taken to 

ensure that the obtained transition state structures possessed only one imaginary 

frequency corresponding to the correct normal mode, in order to obtain more reliable 

energy values for the investigated potential energy surface. In addition, intrinsic 

reaction coordinate (IRC)
143

 calculations were done with all the transition states in 

order to further confirm that they were the correct transition states, yielding the 

correct reactant and product structures. The values reported herein are ΔG values, 

with zero point energy, internal energy, and entropic contributions, with the 

temperature taken to be 298.15 K. The calculation of the translational entropy in 

standard software involves assumptions about the volume that may be inaccurate. The 

translational entropy term can be corrected by a free volume correction introduced by 

Mammen and co-workers.
144

 Based on the Sackur–Tetrode equation, the free volume 

model describes the translational entropy of molecules in solution (ΔStrans(sol)); and 

provides physically intuitive corrections for translational entropy values. In the free 

volume model, it has been assumed that the volume available to the molecule in 

solution is lower than the total volume, and this “free volume” is determined by the 

equation below: 

Vfree=Cfree  
    

     

 
           

  3
                                                                            5.1 

Here, Vmolecule is the molecular volume, [X] is the concentration of molecules (mol/L) 

in solution and N0 is the Avogadro number. The translational entropy can be obtained 

after  considering the free volume correction, and inserting the value of Vfree in the 

Sackur-Tetrode  equation. The total entropy is then calculated by adding the corrected 

translational entropy and the entropic contributions from the rotational and vibrational 

components. 
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5.3 Results and Discussion 

At first, I have calculated the barrier for the proton relay mechanism without the 

stabilizing role of the catalysts. The barrier for this process was found to be  31.7 

kcal/mol(see Figure 3 below). The barrier would have to reduce below 31.7 kcal/mol 

when catalysts were considered. This was the case when I further investigated the 

mechanism with the involvement of the catalyst included.  

 

Figure 5.3 The free energy profile for the catalytic aldehyde hydroboration without 

any catalyst through a six-membered cyclic transition state. The values (in kcal/mol ) 

have been calculated at the PBE/TZVP level of theory. 
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Then I investigated the mechanism proposed by Khan and co-workers for the 

hydroboration reaction with N-heterocyclic germylene.
124 

Initially, two N-heterocyclic 

germylene molecules interact with two oxygens of HBpin and form a stable 

intermediate. In the next step, the aldehyde reacts with this intermediate to form a 

borate adduct via a four membered cyclic transition state. This mechanism has been 

investigated computationally by Khan and coworkers,
124

 along with a competing 

mechanism where only one germylene molecule is involved as a catalyst with the 

HBpin and aldehyde reactants. The resultant barrier for the mechanism with one 

catalyst molecule was found by them to be higher than the barrier for the two catalyst 

case. It is worth mentioning here that they employed a 2:1 catalyst to HBpin ratio in 

the experiments. The intermediate was also confirmed via NMR.  

I began by investigating the mechanism where two catalysts were involved in the four 

membered cyclic transition state as proposed by Khan and coworkers. In the first step 

of this mechanism, two catalyst molecules react with two oxygen atoms of HBpin. 

This forms an intermediate (Int-1) that is stable by 5.0 kcal/mol. After this, the 

aldehyde approaches and forms a four membered cyclic transition state. The barrier 

for the transition state (TS-1) was calculated to be 26.8 kcal/mol (see Figure 5.4 

below). 



Chapter 5                                                         CSIR-NCL                                                       Ph.D Thesis 
 

Subhrashis Banerjee 136 

 

 

Figure 5.4 The free energy profile for the hydroboration reaction with germylene 

catalyst: mechanism proposed in the literature by Khan and coworkers.
124

 

I have then investigated the mechanism for the hydroboration reaction with the N-

heterocyclic stannylene catalyst. The intermediate (Int-3), at which the two molecules 

of stannylene and one molecule of HBpin form a complex, is stable by 7.0 kcal/mol.  

The barrier for the transition state (TS-2) is 24.2 kcal/mol (see Figure 5.5 below). 
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Figure 5.5 The free energy profile for the hydroboration reaction with the stannylene 

catalyst: mechanism proposed in the literature by Khan and coworkers.
124

 

I have then proceeded to reinvestigate the mechanism for this conversion. Instead of 

two germylene molecules acting as catalysts, I propose a system containing one 

germylene molecule, along with two HBpin and one aldehyde molecules. This is 

shown in Figure 5.6 below. The two HBpin molecules form an intermediate with one 

N-heterocyclic germylene molecule. The intermediate (Int-5) is stable by 2.0 

kcal/mol. Then, the aldehyde reacts with the intermediate (Int-5) via a six membered 

cyclic transition state. The barrier for this transition state (TS-3) is 22.4 kcal/mol. This 

indicates that the six membered transition state is favourable by 4.4 kcal/mol over the 

four membered cyclic transition state. This suggests that if HBpin is used in excess 

amount, the catalytic pathway may vary for the hydroboration reaction.  
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Figure 5.6 The free energy profile for a new mechanism that I have propose for the 

hydroboration of benzaldehyde by HBpin, in the presence of the germylene catalyst. 

I have also investigated the same mechanism with the stannylene catalyst. The 

catalyst forms a stable product via a six membered cyclic transition state. The barrier 

for the transition state (TS-4) is 19.8 kcal/mol (see Figure 5.7 below). 
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Figure 5.7 The free energy profile for a new mechanism that I propose for the 

hydroboration of benzaldehyde by HBpin, in the presence of the stannylene catalyst. 

Then, I have calculated the HOMO-LUMO energy gap for the germylene catalysts 

that have experimentally been employed for the hydroboration reaction, and discussed 

above. 

Table 5.1. HOMO-LUMO energy gap by using the TDDFT approach for the X2E 

type germylene catalyst. For the first three cases, the hydroboration reaction has been 

investigated experimentally and for the last case, the hydroboration reaction has been 

investigated computationally in this current work, with a designed catalyst system. 

Catalyst E (TDDFT) 

(First Excitation 

Energy) (ev)

1. Zhao and coworkers germylene
139

 1.92 

2. Wesemann and coworkers germylene
140 

2.15 

3. Khan, Pati and coworkers germylene
141 

2.88 
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4. Modeled germylene system in this work 2.42 

 

The calculated HOMO-LUMO energy gap in the above table shows that the more 

bulky the catalyst, the lesser is the HOMO-LUMO energy gap. In the introduction, I 

have already mentioned that the lesser the HOMO-LUMO gap, the more is the 

reactivity of tetrylenes towards small molecules. The HOMO-LUMO energy gap for 

the first catalyst is 63.1 kcal/mol. Now, it has been found experimentally as well as 

computationally that the first catalyst can facilitate hydroboration reaction effectively. 

Therefore, it stands to reason that systems having a HOMO-LUMO gap below 63.1 

kcal/mol can also catalyse hydroboration effectively, which is actually the case with 

the second and the third catalyst. Considering 63.1 kcal/mol as the benchmark for the 

germylene systems to undergo hydroboration reaction I have proceeded further. 

Recently, Khan and coworkers experimentally obtained a bulky acyclic -

phosphinoamido-germyelene (2,6-iPr2C6H3NPPh2)2Ge, which can be a potential 

catalyst for the hydroboration reaction.
145

 The HOMO-LUMO gap for this catalyst 

was found to be 52.4 kcal/mol.   Inspired by this work and keeping the criterion of the 

HOMO-LUMO gap in mind, I propose new catalysts for the hydroboration reaction: 

α-Borylamido-germylene ((2,6-iPr2C6H3NBCy2)2Ge(II)) (Catalyst-3) and α-

Borylamido-stannylene ((2,6-iPr2C6H3NBCy2)2Sn(II)) (Catalyst-4). The HOMO-

LUMO energy gap for the modeled germylene system is 51.1 kcal/mol. The 

replacement of the phosphorous atom by boron and also the replacement of the phenyl 

group with a  cyclohexyl group leads to the decrease in HOMO-LUMO gap by 1.3 

kcal/mol, in comparison to the -phosphinoamido-germyelene (2,6-

iPr2C6H3NPPh2)2Ge catalyst mentioned above. Based on the HOMO-LUMO energy 

gap I have considered that the modeled germylene and stannylene catalyst could 

further undergo hydroboration reaction. 

In order to get insights into the hydroboration reaction with the newly designed 

systems, I have investigated the traditional mechanism of the hydroboration of 

benzaldehyde with Catalyst-3. As shown in Figure 5.8, in the first step, a weakly 
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bound complex (Int-9) between Catalyst-3 and HBpin would be formed, with one of 

the oxygen atoms of HBpin approaching the germanium atom of Catalyst-3. 

 

 

Figure 5.8 The catalytic cycle and reaction mechanism for the aldehyde 

hydroboration by Catalyst-3 (E=Ge) and Catalyst 4 (E=Sn), via a four membered 

cyclic transition state. 

 

Figure 5.8 below shows the free energy profile for the proposed reaction. The DFT 

calculations show that the Ge-O distance (Ge from Catalyst-3 and oxygen from 

HBpin) is 3.73 A
o
, and the intermediate (Int-9) is unfavourable by 1.7 kcal/mol (ΔG) 

in comparison to the separated reactant species, Catalyst-3 and HBpin. Now, the 

benzaldehyde approaches the B-H bond of  Int-9. This leads to nucleophilic attack by 

the carbonyl oxygen of benzaldehyde to the boron centre of HBpin, with the hydride 

being transferred from the boron centre to the electrophilic carbonyl carbon of the 
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benzaldehyde. This occurs via a four membered cyclic transition state (TS-5) in the 

traditional mechanism reported in the literature, and leads to the formation of the 

hydroboration product along with the regeneration of the catalyst (see Figure 5.8 and 

Figure 5.9). The barrier (ΔG
#
) corresponding to the transition state is 35.6 kcal/mol, 

which is high for a reaction that should take place at room temperature. 

 

Figure 5.9 The free energy profile for the catalytic aldehyde hydroboration by 

Catalyst-3 with a four-membered cyclic transition state. The values (in kcal/mol ) 

have been calculated at the PBE/TZVP level of theory. 

 

I have also investigated the same pathway with Catalyst-4. The barrier for the four 

membered cyclic transitions state is 32.1  kcal/mol (see Figure 5.10 below) 



Chapter 5                                                         CSIR-NCL                                                       Ph.D Thesis 
 

Subhrashis Banerjee 143 

 

 

Figure 5.10 The free energy profile for the catalytic aldehyde hydroboration by 

Catalyst-4 with a four-membered cyclic transition state. The values (in kcal/mol ) 

have been calculated at the PBE/TZVP level of theory. 

 

5.3.1. Calculations According to the Newly Proposed Mechanism  

Since the slowest step of the mechanism discussed above appears to be too high for a 

room temperature reaction, I have attempted to explore other mechanisms. For this, I 

have investigated the different possible interactions between the metal centre (Ge) of 

the catalyst and pinacolborane. There are no interactions that were found that could 

stabilise the intermediate more than the Ge-O interaction (between the catalyst and 

pinacolborane) that I already studied. Therefore, I have considered this interaction to 

be the most favourable. I thus proceeded to investigate a six membered cyclic 

transition state, with two pinacolboranes and one aldehyde taking part: the mechanism 

that I have investigated and discussed above for the reported germylene system (see 

Figure 5.11 and Figure 5.12 below).  
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Figure 5.11 The catalytic cycle and reaction mechanism for aldehyde hydroboration 

by Catalyst-3 and Catalyst-4, via a six-membered cyclic transition state. 

 

 The transition state (TS-6) involves an HBpin molecule as the catalytic agent for a 

proton relay mechanism, while the Ge centre of the catalyst employed acts to stabilize 

the other HBpin molecule in the system. The activation energy (ΔG
#
) barrier 

corresponding to this transition state is 25.7 kcal/mol, which is significantly lower 

than the corresponding barrier for the previously proposed mechanism (see Figure 5.9 

above) and explains why the reaction is feasible at room temperature. 
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Figure 5.12 The free energy profile for the catalytic aldehyde hydroboration by 

Catalyst-3 passing through a six membered cyclic transition state. The values (in 

kcal/mol ) have been calculated at the PBE/TZVP level of theory. 

 

I note that the corresponding reaction using the stannylene catalyst also yielded a 

favourable reaction pathway. The barrier for this process was found to be 23.3 

kcal/mol (see Figure 5.11 and Figure 5.13). 
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Figure 5.13 The free energy profile for the catalytic aldehyde hydroboration by 

Catalyst-4 passing through a six-membered cyclic transition state. The values (in 

kcal/mol) have been calculated at the PBE/TZVP level of theory. 

 

Therefore, the germylene and stannylene catalysts, with the aid of an additional 

HBpin molecule, allow the reaction to proceed in a facile manner under mild 

conditions. The current report thus reveals an interesting example of “dual” catalysis, 

where low valent main group compounds, as well as a substrate, both act as catalysts. 

5.4 Conclusion 

The current study, employing density functional theory (DFT), sheds light on the 

mechanism of the hydroboration reaction with low valent main group catalysts: 

germylenes and stannylenes, with the aid of the hydroborating agent, pinacolborane, 

HBpin. I have computationally investigated a previously proposed mechanism for a 

germylene catalyst system that has been experimentally reported. Then, I have 
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compared the free energy profile of this reported mechanism with a newly proposed 

mechanism, which incorporates an additional HBpin molecule as a second catalyst.  

Subsequent to this, I have proposed two new catalysts, keeping in mind the electronic 

structure of previously reported germylenes and stannylenes. Since the HOMO-

LUMO energy gap calculations indicate that the more bulky the catalyst, the lower is 

the energy gap, I have computationally designed a new acyclic α-borylamido-

germylene, and a stannylene catalyst having an electron deficient boron atom. I have 

investigated our newly proposed mechanism for the hydroboration reaction with these 

newly designed catalyst systems, and demonstrated that such a mechanism would be 

effective in making these systems good catalysts for the hydroboration of aldehydes in 

the presence of HBpin as the hydroborating agent. The newly proposed mechanism 

thus provides new insights for the hydroboration reactions with germylene and 

stannylene catalysts. 
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Chapter 6 

Unraveling the Role of Organocatalysis in Modified 

Cinchona Alkaloid Catalyst via Proton Transfer 

 

Abstract 

An important aspect of asymmetric organocatalysis is the role of aromatic additives in 

enhancing the yield and enantioselectivity of the desired product. The primary 

explanation given for their effectiveness is that their presence promotes proton release 

because of their high pKa values. However, in the current computational work with 

density functional theory (DFT), focusing on a cinchona alkaloid C9 O-benzyl 

substituted cupreidine (BzCPD) catalyst system, it is shown that  presence of the 

aromatic additive, 2-naphthol,  modifies the transition state in the thiocyanation 

reaction of oxindole and N-thiocyanatophthalimide. This finding unveils a new 

Wynberg model for asymmetric catalysis, and shows that the aromatic additive acts as 

a second catalyst in the reaction, stabilizing both the electrophile and the nucleophile 

through non-covalent interactions: π···π stacking with the electrophile and hydrogen 

bonding with the nucleophile. Given the large number of different organocatalyst 

systems where an analogous additive has been employed, the work indicates a general 

principle by which such additives operate. Furthermore, the current study also sheds 

light on the interesting experimental finding of the reversal of enantioselectivity of the 

BzCPD catalysed thiocyanation reaction upon changing the nucleophile from 

oxindole to -keto ester. It is seen that the predominant stabilizing influence is the C–

H···S non-covalent interaction, which is present only in the major transition state 

obtained for each of the two cases. This interesting observation showcases the subtle, 

hitherto unknown role of the sulphur heteroatom in the asymmetric catalysed 

thiocyanation reaction, and has implications for the large number of asymmetric 

organocatalytic reactions involving the sulphur heteroatom. 
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6.1 Introduction 

Two decades after the seminal publications of List
1
 and Macmillan,

2 
it is now 

universally acknowledged that organocatalysts form the third pillar of asymmetric 

catalysis,
3
 along with enzymes and chiral organometallic complexes. Along with the 

tremendous spurt in the application of organocatalysts to a wide range of different 

transformations, there has also been a concerted effort to understand the 

mechanism(s) by which such asymmetric catalytic processes take place, both through 

experimental,
4-6

 as well as computational
7-11

 studies. This has helped develop greater 

mechanistic understanding, and thereby improved the efficiency of the systems. 

Nevertheless, there are still some interesting aspects of organocatalytic systems that 

are yet to be completely understood. One such aspect is the use of additives: it has 

been observed that the presence of an additive leads to improvement in the yield, 

enantioselectivity, or both, in a wide variety of organocatalytic systems.
12

 Such 

additives include organic acids,
13

 chiral phosphoric acids,
14

 alcohols,
15

 water,
16

 

amines,
17

 molecular sieves
18

 and salts.
19

 Of these, the most common are acids and 

alcohols. It has been hypothesized that their role in such systems is to increase the 

pKa of the reaction medium through their acidic nature. In some cases, they have been 

seen as proton shuttles.
20

 However, researchers have wondered whether additives 

could have a more active, defined role in increasing the efficiency of organocatalytic 

systems.
21 

 Such a possibility seems particularly pertinent when one considers the salutary effect 

aromatic additives have played in organocatalytic systems.  C-H activation via cross 

coupling  between aryl iodides/bromides and the C–H bonds of arenes, mediated 

solely by the presence of 1,10-phenanthroline as catalyst in the presence of potassium 

tert-butoxide as a base, studied by Shi and coworkers
21a

 for instance, was seen to 

benefit from the presence 1,10-phenathroline. Curran and Studer, commenting on this 

work,  pointed out that the role played by 1,10-phenathroline as additive was 

unclear.
21b

 There are several interesting reports where aromatic alcohols such as 

phenol (substituted and unsubstituted) and naphthol, have been employed as additives, 

leading to improved yield and enantioselectivity.
15

 Ooi and co-workers have reported 
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a supramolecular assembly system for the conjugate addition of azalactones to 

unsaturated acyl benzotriazoles, where three molecules of phenol were envisaged to 

participate through a hydrogen bonding network,
22

 which led to an increase in the 

enantioselectivity. Fu and co-workers used 2-chloro-6-methylphenol as an additive in 

the phosphine-catalyzed double γ-addition of racemic heterocycles to racemic 

allenoates.
20a,23

 Zhu et al. found that the addition of a small amount of β-naphthol in 

the aza-Morita–Baylis–Hillman reaction of imine and β-naphthyl acrylate led to 

improved yield and enantiomeric excess (ee).
24

 Chen and co-workers studied phenol-

additive effects on the aza-MBH reaction of ketimines and acrolein: the addition of 

(R)- or (S)-BINOL to the system as additive was found to dramatically improve the 

enantioselectivity.
 25

 Rovis and co-workers investigated the asymmetric 

intermolecular Stetter reaction of enals with nitroalkenes using catechol as the 

additive.
26

 This was found to increase the yield quite significantly. The same group 

also found that bisphenol additives improved product enantioselectivities in the Stetter 

reaction of intermediate aldehydes.
27

 These specific instances mentioned here are 

taken out of a range of other examples of effective aromatic alcohol additives, and 

highlight an interesting point: both the substrates involved in each case could display 

non-covalent interactions with the additive: through π···π stacking or through 

hydrogen bonding. This potential of the aromatic alcohols to stabilize both substrates 

leads to an important question: is it possible that the additive plays a previously 

unsuspected role in such systems, by explicitly participating in the reaction as a 

second catalyst? This is the question that has motivated the current investigation. 

In order to explore this possibility, I have focused on a recent experimental report by 

Chen and co-workers, on the alpha thiocyanation of oxindole (see Figure 6.1), using 

the BzCPD cinchona alkaloid catalyst, and employing 2-naphthol as the additive.
28

 

Bronsted base cinchona alkaloid catalysts are a very successful family of 

organocatalysts
29

 that have been employed for a variety of different transformations. 

These molecules demonstrate both conformational flexibility and multi-site 

interactions with different substrates, leading to cooperative interplay between 

substrate and catalyst in the transition states, which forms the basis of the observed 

enantioselectivity. They have found extensive use in medicinal chemistry,
30 

and 
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chemical industries,
31

 and more than four dozen diverse chemical transformations 

have been successfully catalyzed by various cinchona alkaloid derivatives.
32,33

 In 

particular, cinchona alkaloids with a free C6'-OH functionality (the structure, BzCPD, 

in Figure 6.1 below, is an example of the same) have been found to be very effective 

in asymmetric organocatalysis.
34 

These systems are known to work though the 

stabilization of the electrophile and nucleophile through non-covalent interactions, 

which is the basis of the two standard mechanisms: a) the Wynberg ion-pair hydrogen 

bonding model
35

 and b) the Houk-Grayson hydrogen bonding model,
36

 which have 

been invoked to explain their activity. The BzCPD cinchona alkaloid catalyst, 

therefore, is a good candidate for exploring the question that was raised in the 

previous paragraph: is the aromatic additive, 2-naphthol, employed by Chen and co-

workers,
28

 functioning as a second catalyst in the thiocyanation reaction that they had 

studied? 

Our computational studies with density functional theory (DFT) indeed indicate this 

to be the case. The cinchona alkaloid is seen to stabilize the substrates in the fashion 

of the Wynberg model, but what is also observed is that an explicit 2-naphthol 

molecule is present in the transition state, stabilizing the electrophile by π···π stacking 

and the nucleophile by hydrogen bonding (see Figure 6.1 below). This new finding 

elevates the role of the aromatic additive beyond merely increasing the pKa of the 

system, and, furthermore, reveals a new Wynberg model, modifying the standard 

Wynberg that has existed  for  45 years. The favourability of the enantioselectivity 

calculated on the basis of this new Wynberg model in comparison to the competing 

Houk-Grayson model is seen to be in good agreement with experimental observations. 

The general implications of the results obtained for asymmetric organocatalysis 

become clear when one considers the many known examples in literature where 

aromatic additives have been seen to enhance yield and enantioselectivity in systems 

where they could stabilize both the electrophile and the nucleophile. 
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Figure 6.1 Alpha thiocyanation of oxindole using N-thiocyanatophthalimide. The 

BzCPD catalyst, with 2-naphthol employed as additive, works to provide the S-

enantiomer as the major product. 

 

Figure 6.2. The three models shown above describe how the 2-naphthol additive 

participates in the reaction. The model in green (Model b) is the most correct mode of 

activation, where the additive serves to stabilize both the electrophile and nucleophile, 

along with the C6’-OH cinchona alkaloid catalyst. This is based on insights gained 

from the current work. 

Another reason for choosing the cinchona alkaloid system studied by Chen 

and co-workers is the interesting fact that the enantioselectivity of the thiocyanation 

reaction was seen to be reversed upon going from the oxindole to -keto ester 

nucleophile, for the same catalyst and electrophile: BzCPD and N-
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thiocyanatophthalimide respectively
37 

in the absence of any additive (Scheme 2). The 

reasons for this reversal have also been uncovered in this work. It is seen that the 

cinchona alkaloid catalyst employs a combination of multiple weak non-covalent 

interactions, including O–H···O, N–H···O, C–H···O, C–H···S, C–H···N, C–H···π, 

and π···π, and what stands out is the C–H···S interaction, which preferentially 

stabilizes only the transition state corresponding to the major product formed in the 

case of each nucleophile (see Figure 6.4 below). This result puts the spotlight on the 

sulphur heteroatom, revealing how it is a prominent contributing factor in determining 

the enantioselectivity in the BzCPD catalyzed thiocyanation reaction. These results, 

too, have general implications, since there are a large number of asymmetric 

organocatalysis reactions involving the sulphur heteroatom. 

 

Figure 6.3 Alpha thiocyanation of -keto ester (nucleophile) using N-

thiocyanatophthalimide (electrophile). BzCPD works as catalyst and the R-

enantiomer is the major product. 

Therefore, the current work has significant relevance, bringing to light the elegant 

interplay of different complementary factors that make the cinchona alkaloid catalysts 

so effective in asymmetric organocatalysis, and providing general insights into the 

potential catalytic role of aromatic additives in enhancing yield and enantioselectivity 

for a vast number of chemical transformations, as well as into the unsung role of the 

supposedly weak C–H···S interaction in determining the enantioselectivity of 

reactions.  
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Figure 6.4 Transition state (TS) models show the TS from the favourable Wynberg 

ion-pair hydrogen bonding mechanism and from the unfavourable Houk-Grayson 

bifunctional Brønsted acid-hydrogen bonding mechanism, with the -keto ester 

nucleophile. The reactions occur in the absence of additive. The catalyst and 

electrophile are BzCPD and N-thiocyanatophthalimide respectively. 

6.2 Computational Details 

All the calculations for the structures reported in this work have been done using 

density functional theory (DFT).
38,39

 The calculations have been carried out with 

Turbomole 7.4
40

 using the TZVP
41

 basis set. Geometry optimizations were performed 

using the Perdew, Burke, and Ernzerhof (PBE) functional.
42

 Dispersion corrections 

(D3)
43

 have been included in all the calculations. Solvent corrections have also been 

included using the COSMO model,
44

 with ε=8.93 and ε=10.90 employed to model 

dichloromethane, CH2Cl2, when the nucleophile is oxindole  and dichloroethane, 

CH3CH2Cl2, when the nucleophile is the -keto ester. Therefore, the level of theory 

employed is PBE-D3/TZVP+COSMO(CH2Cl2) and PBE-

D3/TZVP+COSMO(CH3CH2Cl2) respectively.
41-44

 Furthermore, in order to 

underscore the reliability of the enantiomeric calculations,  all the enantioselective 

transition states have also been further optimized at the M06-

2X/TZVP+COSMO(CH2Cl2)
45,41,44 

level of theory for the case when the nucleophile 
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is oxindole, and at the M06-2X/TZVP+COSMO(CH3CH2Cl2) level of theory when 

the nucleophile is the -keto ester. The results (G
#
 values) show that the trends 

obtained with the PBE functional are replicated with the M06-2X functional.  

The resolution of identity (RI)
46 

along with the multipole accelerated RI (marij)
47 

approximations have been employed for an accurate and efficient treatment of the 

electronic Coulomb term in the DFT calculations. Necessary care was taken to ensure 

that the obtained transition state structures possessed only one imaginary frequency 

corresponding to the correct normal mode, in order to obtain more reliable energy 

values for the investigated potential energy surface. In addition, intrinsic reaction 

coordinate (IRC)
48

 calculations were done with all the transition states in order to 

further confirm that they were the correct transition states, yielding the correct 

reactant and product structures. The values reported herein are ΔG values, with zero 

point energy, internal energy, and entropic contributions, with the temperature taken 

to be 195.15 K. The calculation of the translational entropy in standard software 

involves assumptions about the volume that may be inaccurate. The translational 

entropy term can be corrected by a free volume correction introduced by Mammen 

and co-workers.
49

 Based on the Sackur–Tetrode equation, the free volume model 

describes the translational entropy of molecules in the solution (ΔStrans(sol)); and 

provides physically intuitive corrections for translational entropy values. In the free 

volume model, it has been assumed that the volume available to the molecule in 

solution is lower than the total volume, and this “free volume” is determined by the 

equation below: 

Vfree=Cfree  
    

     

 
           

  3
                                                                            6.1  

Here, Vmolec is the molecular volume, [X] is the concentration of molecules (mol/L) in 

solution and N0 is the Avogadro number. The translational entropy can be obtained 

after  considering the free volume correction, and after inserting the value of Vfree in 

the Sackur-Tetrode  equation. The total entropy is then calculated by adding the 

corrected translational entropy and the entropic contributions from the rotational and 
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vibrational components. Multiwfn were employed for topology analysis.
50

 Structures 

with NCI plots were generated using VMD.
51 

6.2.1. Enantiomeric Ratio (er) Calculations 

According to transition state theory, the rate constant for the formation of R and S 

enantiomeric products can be expressed as kR and kS by Equations 2 and 3 

   
   

 
   

   
 

                                                                                                         6.2 

   
   

 
   

   
 

                                                                                                          6.3 

where     is the free energy of activation for the formation of R or S respectively, kb 

is the Boltzmann constant, h is the Planck constant, T is the temperature and R is the 

universal gas constant. Stereoselectivity of the chemical reactions can be represented 

as an enantiomeric ratio (er). The er (for the enantioselective reaction) is directly 

proportional to the relative rates of formation of the enantiomeric products; that is, the 

ratio of products depends on the relative free energy barrier (ΔΔG
#
) , which can be 

represented by: 

 

 

 
 

  

  
    

   
     

 

       
    

                                                                               6.4 

The enantioselectivity in a reaction is commonly reported by enantiomeric excess 

(ee), which can be calculated as 

ee = 
       

       
                                                                                                          6.5 

where [R] and [S] represent the mole fraction of the R and S enantiomers. ee can be 

computationally obtained as 

ee = 
   

  
    

  

   
  
    

  

                                                                                                      6.6 
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6.2.2 Non-Covalent Interaction (NCI) Plot Analysis 

The analysis of NCIs in the stereo-controlling transition states has been carried out by 

employing the NCI plot developed by Yang et al.
52

 The NCI plot is a program that 

shows the graphical representation of inter- and intramolecular NCIs based on the 

electron density and its derivatives. 

 

6.3 Results and Discussion 

6.3.1 Conformational Analysis of BzCPD 

One of the most influential characteristics of cinchona-based catalyst systems is their 

active conformation, because this decides the nature and extent of the 

stereoselectivity. The conformational space is rather small due to the rigidity and bulk 

of the substituents and gives rise to a restricted number of conformer populations.
53 

Wynberg and co-workers have done a substantial amount of work to come up with 

four major conformations: a) anti open, b) syn open, c) anti closed and d) syn closed 

(see Figure 6.5).
54

  

 

Figure 6.5. Different conformations (anti open, anti closed, syn open, syn closed) of 

the Cinchona alkaloid proposed by Wynberg and co-workers.
35a,35b 
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Later, Bürgi and Baiker, through combined NMR experiments and ab initio 

calculations, revealed that the anti open conformation of the catalyst is the most stable 

in aprotic solvents.
55

 They also observed that in polar solvents, the syn closed and anti 

closed conformations were preferred over the anti open conformation. As the implicit 

solvents employed in the current computational study are dichloromethane and 

dichloroethane, a systematic conformational analysis was required at the outset in 

order to identify the most stable conformer. In order to carry out such an analysis, it 

was necessary to identify the principal torsional angles that distinguish the conformers 

from each other. Cinchona catalysts are rigid molecules containing relatively few 

rotatable bonds, and torsional angles around rotatable single bonds in the vicinity of 

the two chiral carbon atoms, namely C8 and C9 (see Figure 6.6), are crucial structural 

parameters of the conformational space. Four torsional angles, modelled as α (N1–

C8–C9–C4′), β (∠C8–C9–C4′–C3′), γ (∠C8–C9–O10–C9″), and δ (∠C9–O10–C9″–

C10″) were seen to be the most relevant in determining the four different 

conformations that were possible for the rigid structure, and altering them gave rise to 

the four conformers. All the four conformers were investigated to find the most stable 

structure. A similar approach has been followed by Wong and co-workers in their 

computational study of the asymmetric methanolysis of meso-cyclic anhydrides 

through oxyanion hole stabilization.
56 

It is also worth mentioning that BzCPD has a 

flexible benzyl moiety at C9-O. It was, therefore, necessary to obtain a potential 

energy surface scan along the dihedral (C8-C9-O10-C11) to find the most stable 

orientation of the C9-O-benzyl group in BzCPD. 
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Figure 6.6 The relevant angles and dihedrals in the BZCPD catalyst structure. 

Table 6.1. Energy values of the calculated conformations.  The first and second 

values are calculated at the M06-2X/TZVP+COSMO(CH2Cl2) and M06-

2X/TZVP+COSMO(CH3CH2Cl2) level of theory respectively. 

BzCPD conformers G(kcal/mol) 

anti open 0.0/0.0 

anti closed 1.7/1.8 

syn open 2.2/2.1 

syn closed 2.5/2.7 

 

Based on the results of the conformational analysis, the most stable structure was seen 

to be anti open (see Table 6.1). Since the relative population of the different 

conformers in solution is dependent on the exponent of the difference of their free 

energies divided by RT, it is thus clear that the anti open conformer would be the 

dominant one in solution for BzCPD. This conformer has therefore been chosen as the 

active catalyst in all of the calculations mentioned in the thesis. 

 

6.3.2. Mechanistic study of the BzCPD Catalyzed Thiocyanation Reaction with 

Oxindole as Nucleophile, N-Thiocyanatophthalimide as Electrophile and 2-

naphthol as Additive 

In order to investigate the mechanism of Chen’s thiocyanation reaction with 2-

naphthol as additive, I have considered the system comprising of the catalyst, BzCPD, 

the electrophile, N-thiocyanatophthalimide, the nucleophile, oxindole, and the 

additive, 2-naphthol, and explored the pathway for the reaction shown in Scheme 1. 
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Figure 6.7 The scheme for the new model where a molecule of the additive 2-

naphthol plays an explicit role in the thiocyanation reaction along with the 

quinuclidine nitrogen of the catalyst. The blue coloured atoms are those participating 

in the transition states (TSs). The green coloured species is the major TS and the red 

coloured species is the minor TS. 

As discussed in the Introduction, there are primarily two mechanisms that have been 

proposed in the literature to account for the manner by which the enantioselective 

products are formed with the aid of the catalyst. One is a) the Wynberg ion-pair 

hydrogen bonding model
35

 and the other is b) the Houk-Grayson bifunctional 

Brønsted acid-hydrogen bonding model.
36 

However, the inclusion of an additive (2-

naphthol) necessitates the study of new possible pathways, because of the possibilities 

of different interactions of the O-H group in 2-naphthol with the different oxygen 

atoms of the electrophile and nucleophile. What is discussed here is the comparison of 

the lowest energy pathways that have been obtained for the new Wynberg ion-pair 
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mechanism and the Houk-Grayson bifunctional mechanism compared to the proposed 

mechanism by Chen and co-workers in their experimental work
28

 (see Models a, b 

and c shown in Figure 6.2). The new pathway that I propose with the Wynberg ion-

pair-hydrogen bonding mechanism (Model b in Figure 6.2) features dual activation of 

the electrophilic thiocyanato reagent (electrophile El) by the catalyst’s hydroxyl group 

and of the oxindole (nucleophile Nu) by the protonated quinuclidine nitrogen. The 2-

naphthol activates the nucleophile and electrophile by hydrogen bonding and ··· 

stacking respectively. In the Houk–Grayson new bifunctional Brønsted acid-hydrogen 

bonding mechanism (Model c in Figure 6.2), the electrophilic thiocyanato reagent is 

activated by the protonated quinuclidine nitrogen and the oxindole by the catalyst’s 

C6’-OH and 2-naphthol respectively. I have also investigated the activation of 2-

naphthol with different oxygens of the electrophile and the nucleophile for the Houk-

Grayson pathway.  In other words, the best pathway for the Wynberg model has been 

compared with the best pathway of the Houk-Grayson model. There have been many 

mechanistic investigations of the transfer cyanation reactions,
57 

but the transfer 

thiocyanation,
58

 i.e., the -SCN group transfer from N-thiocyanatophthalimide to the 

quinuclidine nitrogen of the cinchona alkaloid catalyst, has not yet been investigated. 

It is worth mentioning here that Xue and co-workers have investigated the pathway 

for the transfer trifluoromethylthiolation and have obtained a very high barrier for the 

+
SCF3 transfer process, as compared to the Wynberg ion-pair hydrogen bonding 

pathway.
59

 Therefore, such a transfer thiocyanation pathway has not been studied in 

the current work. It is also to be noted that, due to the available conformational space 

between the C6’-OH and the quinuclidine NH of the catalyst, the nucleophile can 

approach in both the syn or anti fashions to give different syn-S, syn-R and anti-S, 

anti-R products (see Figure 6.8 below). I have considered all the approaches to find 

the best approach. It was seen the syn approach was favoured over the anti by 6.3 

kcal/mol. Therefore the complete pathway for the thiocyanation was then studied for 

the syn approach pathway. The energy profile for the Wynberg ion-pair hydrogen 

bonding model, which is the most favorable pathway for the thiocyanation reaction 

with the 2-naphthol additive, is presented in Figure 6.9. 
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                                 0.0 kcal/mol                                6.3 kcal/mol 

                                   a) syn-S TS                             b) anti-S TS 

Figure 6.8 The optimized transition state structures for the syn-S and anti-S approach 

cases. 
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Figure 6.9 Energy profile for the BzCPD catalyzed thiocyanation of oxindole. 2-

naphthol acts as an additive, activating both the nucleophile as well as the 

electrophile. The free energy (G) values are in kcal/mol, at the PBE-

D3/TZVP+COSMO(CH3CH2Cl2) level of theory. 

In the dual activation mechanism shown in Figure 6.9 above, the formation of the 

hydrogen-bonded complex Intrm1 between the oxindole and catalyst OH is 

energetically favoured by 5.7 kcal/mol. The proton transfer from the oxindole carbon 

to the quinuclidine nitrogen takes place after surmounting a barrier of 5.1 kcal/mol. 

This leads to the ion-pair complex Intrm2, which is 7.1 kcal/mol more  stable than 

the totally separated reactant species. I, note that the 2-naphthol and the thiocyanating 

reagent have not been considered from the starting point of the calculation, i.e., from 
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Intrm1, as the enantioselective step in the complete cycle is the formation of 

TSwyn2A. This reduces the computational cost without hampering the reliability. After 

the formation of Intrm2, the 2-naphthol(Ad) additive and N-thiocyanatophthalimide 

(El) begin to participate in the mechanistic cycle. The coordination of El and Ad 

through O–H···O and N–H···O hydrogen-bonding interactions yields Intrm3, which 

is located 20.7 kcal/mol below the separated reactants and 13.6 

kcal/mol below Intrm2. After this step, the stereoselective thiocyanation takes place. 

The overall activation free energy (ΔG
#
) for the Wynberg ion-pair-hydrogen bonding 

model is calculated to be only 2.7 kcal/mol. The corresponding Houk-Grayson Model 

has a barrier of 10.3 kcal/mol. Thus, the free energy of activation required for the 

Wynberg pathway is 7.6 kcal/mol lower than that for the Houk-Grayson pathway, 

indicating that the most likely pathway is the Wynberg ion-pair-hydrogen bonding 

model. The enantioselective S-product is stable by 21.5 kcal/mol. After this, the 

regeneration of the catalyst takes place with a barrier of 1.5 kcal/mol, thereby 

completing the catalytic cycle. The energy differences between the enantio-

controlling TSs are somewhat overestimated by the DFT calculations. This is not an 

uncommon situation in quantum mechanical investigations of catalysis, as has been 

pointed out earlier, for instance, by Houk and co-workers.
60 

I have also investigated 

the mechanism where the reaction happens without the influence of the 2-naphthol 

additive. The mechanistic pathway and energy profile is shown below (see Figures 

6.10 and 6.11 below). 
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Figure 6.10 Alpha thiocyanation of oxindole(nucleophile) using 

thiocyanatophthalimide (electrophile). No additive plays a role. BzCPD works as 

catalyst to give S-enantiomer as the major product. 
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Figure 6.11 Energy profile for the BzCPD catalyzed thiocyanation of oxindole. The 

free energy (G) values are in kcal/mol, at the PBE-D3/TZVP+COSMO(CH2Cl2) 

level of theory. 

The calculations show that, for this case, the Wynberg ion-pair-hydrogen bonding 

model is favoured by 8.3 kcal/mol over the Houk-Grayson bifunctional hydrogen 

bonding model. Furthermore, the difference in the energies of the major and minor 

transition states was seen to be 4.0 kcal/mol, which is 1.4 kcal/mol smaller than the 

corresponding difference with the additive, thereby indicating the favourable effect of 

the 2-naphthol on the enantioselectivity of the reaction.  
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6.3.3. Origin of Enantioselectivity for Reaction with Additive and Oxindole 

After establishing the preferred dual activation mode (i.e., the new Wynberg ion-pair-

hydrogen bonding model with 2-naphthol as additive), I have subsequently explored 

the origin of stereoinduction in this reaction. In order to shed light on the source of 

energy differences between TSwyn2A(S) and TSwyn2A’(R), I have performed a form 

of energy decomposition analysis (EDA)
61-63

 for the two transition state (TS) 

structures (see Figure 6.12). I note here that this same approach for EDA analysis has 

recently been adopted for the electrophilic trifuloromethylthiolation of -keto ester 

with N-Trifluoromethylthiophthalimide by Xue and coworkers.
59 

The activation 

energy ΔE
#
 of the TSs can be written as ΔE

#
 = ΔEdef + ΔEint, where the terms 

ΔEdef and ΔEint are the deformation and interaction energies, respectively. The 

deformation energy ΔEdef is the energy difference that arises from structural changes 

toward the TS formation. The interaction energy ΔEint corresponds to the energy 

difference between the sum of the cationic catalyst, the anionic oxinidole substrate, 

the neutral N-thiocyanatophthalimide substrate and the 2-naphthol additive, minus the 

complex at the TS structure. The results are presented in Table 6.2.  
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Figure 6.12 Energy decomposition analysis (EDA) for the newly proposed Wynberg 

ion-pair transition state model. 

The results obtained make it clear that the large energy separation between 

TSwyn2A(S) and TSwyn2A’(R) mainly arises from differences in the interaction energy 

(ΔΔEint = 5.0 kcal/mol). Both ΔΔEint and ΔΔEdef are positive, meaning that the two 

components contribute synergistically to the overall energy difference 

between TSwyn2A(S) and TSwyn2A’(R). In other words, the substrates in TSwyn2A(S) 

are not only more stable but also interact more favorably with the catalyst, than do 

those in TSwyn2A’(R).  

Table 6.2 An energy decomposition analysis(EDA) approach adopted for TSwyn2A(S) 

and TSwyn2A’(R). 

Transition state def) kcal/mol int) kcal/mol TS) kcal/mol 

TSwyn2A(S) 29.2 -97.3 -68.8 

TSwyn2A’(R) 29.8 -92.3 -62.5 

 

In order to reveal the difference in interaction energies between the substrates and the 

catalyst (ΔΔEint), the non-covalent interaction (NCI) analysis of the TS structures was 

conducted, which enabled the visualization of the non-covalent interactions.
64

 The 

results are shown in Figure 6.13. The NCI analyses 

of TSwyn2A(S) and TSwyn2A’(R) reveal that, in addition to the strong conventional 

N
+
-H···O and O–H···O hydrogen bonding interactions, several weak non-

conventional C–H···O,
65

 C–H···S,
36b

 and C–H···π 
66

 interactions are present. Most 

interestingly, there is a favorable π···π stacking
65a,67 

interaction between the additive 

and the electrophile, which also contributes to the stabilization of 

both TSwyn2A(S) and TSwyn2A’(R)  (see Figure 6.15).
68

 As the substrates and additive 

interact with the catalyst through a network of hydrogen bonding interactions, as well 

as through a π···π stacking interaction, it is still not easy to figure out which factors 

are the major ones contributing to the ΔΔEint. In order to understand the factors 
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involved, it is therefore also necessary to quantify the weak interactions in the 

transition state structures. 

 

Figure 6.13. The non-covalent interaction (NCI) plot showing extended 

···stacking interactions between 2-naphthol and the electrophile for the Wynberg 

ion-pair transition states (a and b). The Houk-Grayson model transition states (c and 

d) show no extended ··· stacking between 2-naphthol and the electrophile. ··· 

stacking between the electrophile and the benzyl group of the catalyst is not so 

predominant. 

For a better understanding of the contributions of individual non-covalent 

interactions to the ∆∆Eint, I have applied Espinosa’s equation
69

 (Eq. 6.7) to quantify 

the strength of hydrogen bonds in the hydrogen-bond network. The equation implies 

the correlation of the hydrogen bond energy (EHB) to the pressure exerted on the 

electrons around the critical point (V(rcp)), both related to the strength of the hydrogen 

bonding (HB) interaction. 



Chapter 6                                                         CSIR-NCL                                                       Ph.D Thesis 
 

Subhrashis Banerjee 182 

 

EHB=(1/2)*V*(rcp)                                                                                                  6.7 

The estimated energies for the HB interactions, EHB, and the ∆∆E π-stacking values, 

are summarized in Figures 6.15 and 6.16 (various interactions are denoted using the 

labels a-u). It is seen that the strong conventional O-H···O hydrogen-bonds (a) 

contribute identically to the stabilization of the two TS structures. On the other hand, 

the N
+
-H···O hydrogen-bonds (c and d) contribute 18.0 kcal/mol (4.9+13.1 = 18.0 

kcal/mol) to the stabilization of TSwyn2A(S), but only 14.9 kcal/mol (5.7+9.2 = 14.9 

kcal/mol) to the stabilization of TSwyn2A’(R). Moreover, the sum total of the weak 

non-conventional C-H···S, C-H···O, C-H···N and C-H···π interactions contribute 

(2.2+2.7+1.3+1.9+2.0+1.2+2.0+1.5+1.9+0.8+2.0+0.3+0.5+0.8+0.2+0.4+0.2+0.9)=22.

8 kcal/mol to the stabilization of TSwyn2A(S), but only 20.8 kcal/mol 

(2.2+2.0+1.9+0.3+1.3+1.8+0.3+0.3+0.8+3.0+0.2+1.0+1.5+0.3+2.5+0.1+1.3) to the 

stabilization of TSwyn2A’(R). The π···π stacking energy has been calculated 

considering the truncated model of TSwyn2A(S) and TSwyn2A’(R) employing 

Wheeler’s strategy (see Figure 6.14 below).
70 

 The π···π stacking energy for the 

TSwyn2A(S), which is the major transition state, is -11.6 kcal/mol, whereas the π···π 

stacking energy for the minor transition state TSwyn2A’(R) is -9.9 kcal/mol (see 

Figure 6.14 below). Therefore, the π···π interaction is seen to be 1.7 kcal/mol stronger 

in TSwyn2A(S) than in TSwyn2A’(R) (see Figure 6.14 below). 
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Figure 6.14 Truncated model showing -stacking interactions for the transition 

states TSwyn2A(S) and TSwyn2A’(R). The E (···stacking) is 1.7 kcal/mol 

favorable for TSwyn2A(S) over TSwyn2A’(R).  

Adding all the non-covalent interactions for the major TS,  i.e. TSwyn2A(S), yields the 

value -70.0 kcal/mol, while the corresponding value for the minor TS, i.e 

TSwyn2A’(R), is -63.6 kcal/mol, i.e., unfavourable by 6.4 kcal/mol. This gives us a 

clear idea as to why one enantioselective product is favoured over the other. 
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Figure 6.15 The quantification of the different non-covalent interactions in the 

transition state leading to the major S product. 
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Figure 6.16 The quantification of the different non-covalent interactions in the 

transition state leading to the minor R product. 

6.3.4. Mechanistic study of the thiocyanation reaction with BzCPD as catalyst, -

keto ester as nucleophile, and N-thiocyanatophthalimide as electrophile. 

In order to gain more insights into the thiocyanation reaction, I have investigated the 

mechanism of another thiocyanation reaction reported by Chen and co-workers
37

 with 

the same electrophile: N-thiocyanatophthalimide (thiocyanting agent) and the same 

catalyst, BzCPD, but with -keto ester employed as the nucleophile instead of the 

oxindole. What is interesting about this reaction is that the reaction yields the R 

enantiomer as the major product, i.e., it displays enantioselectivity that is the reverse 

of the case with the oxindole as nucleophile. The purpose of the computational 

investigations discussed in this section was to investigate why this switch takes place. 

The reaction pathway of Chen’s thiocyanation reaction was studied (see Figure 6.3). 

Here, note that the nucleophile for the reaction employed experimentally had an 

adamantly group. Since carrying out calculations with such a large group is highly 

expensive computationally, the nucleophile was modeled with a tertiary butoxide 

group instead of the adamantly group. Chen and co-workers in their experimental 

work of the enantioselective thiocyanation reaction with the BzCPD catalyst had 

employed -keto ester with the tertiary butoxide group and obtained fairly good 

enantioselectivity.
37

 The enantiomeric ratio they reported with tertiary butoxide was 

93:7 in favour of the R enantiomer.  

As in the previous section, I have investigated two mechanistic pathways: a) the 

Wynberg ion pair hydrogen bonding model
35

 and b) the Houk-Grayson bifunctional 

Brønsted acid-hydrogen bonding model
36

 (see Figure 6.17). The energy profile for the 

Wynberg ion-pair hydrogen bonding mechanism, which is the more favorable 

pathway for the thiocyanation reaction with the BzCPD catalyst, is presented 

in Figure 6.17. The less favoured Houk-Grayson pathway would take place with a 

enantioselectivity determining transition state that is 4.7 kcal/mol less stable than the 

corresponding transition state for the more favoured Wynberg pathway. 
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Figure 6.17 The free energy profile for the BzCPD catalyzed thiocyanation of the -

keto ester. The free energy (G) values are in kcal/mol, at the PBE-

D3/TZVP+COSMO(CH3CH2Cl2) level of theory. 

6.3.5. Origin of Enantioselectivity for reaction without Additive and -keto ester 

After having established that the Wynberg ion-pair hydrogen bonding model was 

preferred, I subsequently explored the origin of stereoinduction in Chen’s asymmetric 

electrophilic thiocyanation reaction with the -keto ester nucleophile. I have 

performed one form of the energy decomposition analysis (EDA)
61-63

  for the two 

transition states TSwyn5A’(R) and TSwyn5A(S),  structures (see Figure 6.18 below). It 
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is important to note here that this same approach for EDA analysis has been used in 

the previous section where I have investigated the origin of enantioselectivity for the 

thiocyanation reaction with additive and the oxindole nucleophile. Here, the 

interaction energy, ΔEint, corresponds to the energy difference between the sum of the 

cationic catalyst, the anionic -keto ester substrate and the neutral N-

thiocyanatophthalimide substrate, minus the complex at the TS structure. The results 

are presented in Table 6.3.  

 

Figure 6.18 Energy decomposition analysis for the Wynberg ion-pair transition state 

model. 

Table 6.3: Energy decomposition analysis (EDA) for TSwyn5A’(R) and TSwyn5A(S). 

Transition state def) 

kcal/mol 

int) kcal/mol TS) 

kcal/mol 

TSwyn5A(S) 20.3 -63.6 -44.4 

TSwyn5A’(R) 17.3 -66.0 -46.3 
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6.3.6. Determining why there is change in enantioselectivity when the nucleophile 

is changed 

In order to gain insights into why the enantioselectivity changes from S to R for the 

thiocyanation reaction when the nucleophile is changed from oxindole to -keto ester, 

I have investigated the different hydrogen bonds and other non-covalent interactions 

present in the S and R transition states for the two different nucleophiles. O-H···O, N-

H···O, C-H···O, C-H···S and C-H···π interactions were observed for the transition 

state which produced the R enantiomer as the major product with the -keto ester as 

nucleophile. The minor product S enantiomer had all the interactions present for the 

case of the R enantiomer, except the C-H···S interaction (see Figure 6.19). For the 

case when the nucleophile was oxindole, the transition state that produced the S 

enantiomer as the major product showed O-H···O, N-H···O, C-H···O, C-H···S and 

C-H···π non-covalent interactions. The minor product R enantiomer for the same 

oxindole had all the interactions as the S enantiomer except for the C-H···S 

interaction (see Figure 6.19). Therefore, the C-H···S interaction present in the major 

enantiomer for the two cases considered was seen to be the influential factor that 

changed the enantioselectivity when the nucleophile was changed from oxindole to -

keto ester.  

I have also applied Espinosa’s equation (Eq. 6.7)
70

 to quantify the strength of the non-

covalent interactions present in the transition state conformations. This analysis 

further confirms the fact that the factor that determines the enantioselectivity is the C-

H···S interaction, which is seen to be present only in the transition states of the 

eventual major products formed, and, despite being a weak non-covalent interaction, 

contributing substantially (1.4-2.2 kcal/mol) – in a relative sense - to the stabilization 

of the major transition state. This result thus puts a spotlight on the unsuspected 

importance of the sulphur heteroatom in determining the outcome of the 

enantioselectivity, and on the significance of C-H···S interaction, which has only very 

recently being recognized as having the same properties as a hydrogen bond.
71 
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Figure 6.19 The optimized transition state structures showing different non-covalent 

interactions for the major and minor transition states. a) The R enantiomer as the 

major product with BzCPD as catalyst, β-keto ester as nucleophile, and N-

thiocyanatophthalimide as electrophile. b) S enantiomer as minor product with 

BzCPD as catalyst, β-keto ester as nucleophile, and N-thiocyanatophthalimide as 

electrophile. c) S enantiomer as major product with BzCPD as catalyst, oxindole as 

nucleophile, and N-thiocyanatophthalimide as electrophile. d) R enantiomer as minor 
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product with BzCPD as catalyst, oxindole as nucleophile, and N-

thiocyanatophthalimide as electrophile. 

6.4 Conclusion 

There have been a vast number of organocatalytic reactions where the addition of 

aromatic additives such as acids or alcohols, has been seen to have a beneficial effect 

on the yield and the enantioselectivity. The conventional explanation for this has been 

their ability to increase the pKa, or in some cases, create a proton shuttle mechanism. 

However, what the current study, focusing on the aromatic additive 2-naphthol, 

demonstrates is that aromatic additives can perform the role of a second catalyst, 

stabilizing both the electrophile and the nucleophile through non-covalent 

interactions. This has been shown  for the C6’-OH cinchona alkaloid catalyzed 

electrophilic thiocyanation of oxindole, with N-thiocyanatophthalimide as the 

electrophilic SCN source. Two mechanistic possibilities: the a) Wynberg ion-pair-

hydrogen bonding model, and b) the Houk-Grayson bifunctional Brønsted 

acid−hydrogen bonding model, which are the primary, well studied and well accepted 

mechanisms for such transformations, have been evaluated. The preferred model of 

catalysis was seen to be through the Wynberg ion-pair-hydrogen bonding model, in 

which the SCN transfer from the thiocyanating reagent to oxindole would proceed via 

an SN2-like mechanism. The predicted enantioselectivities were found to be in good 

agreement with experimental data, lending strong support to the plausibility of this 

pathway. The non-covalent interaction (NCI) analysis of the stereocontrolling 

transition state structures revealed that the enantioselectivity was mainly induced by 

the concerted action of multiple non-covalent substrate-catalyst-additive interactions, 

such as C-H···O, C-H···S, C-H···π, and π···π interactions. Of special interest was the 

observation of a favorable π···π stacking interaction between the electrophile and 

additive that preferentially stabilized the transition state (TS) leading to the observed 

major product. It should be noted that, although the π···π stacking interaction has 

been recognized as an important design element for enantioselective catalysis, an 

additive such as 2-naphthol acting as a stereocontrolling agent through non-covalent 

interactions has been ignored in mechanistic studies of reactions catalyzed by natural 
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cinchona alkaloids.  Furthermore, since there are a significant number of literature 

reports
4-6

 pertaining to a range of electrophiles that can likewise do π···π stacking 

interactions with aromatic additives (employed in these reported reactions), while the 

nucleophile could be stabilized by hydrogen bonding interactions in the same systems, 

the current work indicates a general principle by which such aromatic additives 

function. As such, the insights gained about the role of additives from the current 

work can help in the design of more efficient organocatalytic systems in the near 

future.  

The current work also sheds light on why there is a reversal of enantioselectivity for 

the thiocyanation reaction from S to R when the nucleophile is changed from oxindole 

to -keto ester (in the absence of additives). This was seen to be primarily due to the 

C-H···S non-covalent interaction, which was only seen to be present in the major 

transition states for the two nucleophiles considered. The fact that C-H···S 

interactions display characteristics of a hydrogen bond has been discovered only 

recently,
71

 and the fact that this is a major contributor to the enantioselectivity is not 

only relevant and interesting, but also highlights the underappreciated role of the 

sulphur heteroatom in determining the enantioselectivity of the thiocyanation reaction. 

More importantly there are several cases reported in the literature, involving the 

transfer of the sulphur moiety during asymmetric catalysis,
72

 which suggests that C-

H···S non-covalent interactions are likely to be more significant in enantioselective 

transformations than previously suspected. As such, the current work provides 

important and interesting insights into asymmetric organocatalysis. 
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Chapter 7 

Summary and Future Outlook 

7.1 Focus of the Thesis 

As mentioned in Chapter 1 and in Chapters 3-6, the focus of the thesis work presented 

here is twofold. In the first part of the thesis, I have focused on the important aspects 

of homogeneous catalysis where hydride transfer plays an important role. Two 

important reactions have been investigated in this part: a) hydrosilylation of silicone 

surrogates using tris(pentafluorophenyl)borane (B(C6F5)3 as an iniatitor and b) 

hydroboration using N-heterocyclic stannylene and germylene catalysts. In order to 

employ DFT to shed light on the activity difference in the catalysis, an important 

homogeneous catalysis reaction, hydrosilylation, has been chosen. The reaction was 

chosen to explore the effect of hydride transfer on the hydrosilyation reaction, which 

has been experimentally studied by Oestreich and co-workers.
1
 The in situ generation 

of SiH4 was the major point of interest in their work.
1
 The myth behind (B(C6F5)3 

acting as a catalyst in the entire catalytic pathway involving multiple transition states 

has been reconsidered. The conditions under which tris(pentafluorophenyl)borane 

(B(C6F5)3) can act as initiator or catalyst has also been revealed in this work.
2
 The 

investigation of the hydroboration of aldehyde using N-heterocyclic stannylene and 

germylene provides a new mechanistic pathway. Here, I have modeled new 

stannylene and germylene catalysts considering the HOMO-LUMO energy gap. The 

hydroboration reaction has been investigated with the new modeled catalyst. The new 

pathway has been compared with the earlier proposed pathway. Further, 

computational investigations have been carried out to show how easily one can decide 

which pathway the reaction mechanism will follow between two comparable 

pathways using turn over frequency (TOF) calculations. In the second part of the 

thesis, I have focused on reaction mechanisms involving proton transfer. In this part, I 

have mainly investigated the asymmetric organocatalysis of the thiocyanation reaction 

with and without the involvement of an additive.
3,4

 There are many experimental 

observations in asymmetric organocatalysis where aromatic additives like phenol and 

benzoic acid play a crucial role in increasing yield and enantioselectivity.
5,6

 The 
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commonly held belief about the role of the additive is that it increases the pKa of the 

system. It has also been observed that in some cases the additive aids in proton 

transfer.
7
 In order to understand clearly what the real role of the additive could be, I 

have investigated whether there is an explicit role played by such additive involved in 

asymmetric transformations. The outcome of the investigations clearly show that the 

additive play a crucial role in activating both the electrophile and the nucleophile 

simultaneously. This essentially suggests that the additive plays the role of a second 

catalyst in asymmetric organocatalytic reactions. 

7.2 Methodology Employed 

All the DFT calculations were performed using the Turbomole suites of programs. 

Turbomole 7.0,
8
 Turbomole 7.2

9
 and Turbomole 7.4

10
 have been used. The geometry 

optimizations have been done with the Perdew, Burke, and Erzenhof density 

functional (PBE).
11

 Along with the PBE, in some cases, the TPSS
12

 and the M06-2X
13

 

functional have also been used to validate the results obtained from PBE. The 

electronic configuration of the atoms was described by a triple-ζ basis set augmented 

by a polarization function (Turbomole basis set TZVP).
14

 The resolution of identity 

(ri),
15

 along with the multipole accelerated resolution of identity (marij)
16

 

approximations, were employed for an accurate and efficient treatment of the 

electronic Coulomb term in the density functional calculations. Solvent effects and 

dispersion corrections have been incorporated as well. Solvent effects were 

incorporated using the COSMO model.
17

 The contributions of internal energy and 

entropy were obtained from frequency calculations done on the DFT structures at 

298.15 K; thus, the energies reported are the ΔG values. The calculations discussed in 

Chapter 6 were done at 195.15 K.  Care was taken to ensure that the obtained 

transition state structures possessed only one imaginary frequency corresponding to 

the correct normal mode.  
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7.3 Summary of results  

The outcomes of the investigations done in this thesis work have been summarized 

below. 

 1) My work has served to highlight the elegant and underappreciated nature of 

surrogate silicon chemistry, which is based on a sequence of autocatalytic processes 

rather than Lewis acid, B(C6F5)3, catalysis. Researchers working in the field of silicon 

chemistry, as well as those working with surrogates in related fields, will benefit from 

the findings of the computational investigations. The computational investigation of 

the hydrosilylation reaction using B(C6F5)3 shows that the actual pathway is the 

autocatalytic pathway involving B(C6F5)3 as an initiator. One of the significant 

outcomes of this investigation is that for the first time, the autocatalytic mechanistic 

pathway is shown when B(C6F5)3 acts as a hydride acceptor. More importantly, a very 

experimentally challenging reaction, which is the conversion of SiR3H to SiH4, has 

been investigated computationally. The reaction itself has huge industrial relevance, 

because it is a major source of elemental silicon, which is utilised extensively in the 

semiconductor industry.  Several surrogates of silicone species have been investigated 

to get a clear idea about the mechanistic pathway. The silicon complex appears to be 

the hydride source for the reactions, similar to prior experimental situations where the 

hydride source was substituted cyclohexa-1,4-diene. The results from the energetic 

span model clearly show that the autocatalytic pathway is much better than the normal 

catalytic pathway. These interesting results will help experimentalists to choose an 

efficient initiator instead of considering B(C6F5)3 as the catalyst. This study 

demonstrates that cationic autocatalytic activities are more prevalent than previously 

thought, including instances in biochemistry
18

 and polymerization.
19

 The outcome of 

the investigation has been experimentally proven by many researchers. 

2) The current investigation clearly shows two important outcomes: (i) the reaction 

between boron catalyst and the neutral substrate would have to form a solvent-

separated ion-pair complex that is very loosely bound and secondly, (ii) The active 

catalytic species would thus have to be the cation component of the ion pair. The 

interaction of a neutral species with the loosely solvent bound ion-pair is an alternate 
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pathway following the reorganisation of the loosely solvent bound ion-pair. This 

section demonstrates that B(C6F5)3 is more of an initiator and subsequently a spectator 

in the multistep process than a pure catalyst in most of the transformations that have 

been investigated. The outcome of the investigation on several ion-pair species gives 

us a benchmark as to when the ion-pair will easily separate.  Ion-pair separation 

energy is the main criteria for the deciding which pathway between autocatalytic and  

catalytic the B(C6F5)3 will follow.
2 

3) The chemistry of low valent main group compounds has grown as an alternative to 

the chemistry of less abundant and less green transition metal complexes. It has been 

found that low valent compounds such as carbenes, silylenes, stannylenes and 

germylenes are efficient for activating small molecules and for catalysis. However, 

the reaction mechanism and the factors that affect the rate of the reaction are not 

completely understood. I investigate and demonstrate the efficiency of a new 

mechanism for the hydroboration of aldehydes by germylenes and stannylenes, in the 

presence of the common hydroborating agent, pinacolborane, HBpin. The outcome of 

this work shows that the mechanism involves an HBpin molecule as an additional 

catalyst that cooperates with the germylene or stannylene catalyst to efficiently carry 

out the hydroboration. The mechanism is first demonstrated to work for 

experimentally reported systems, and then shown to be efficient for newly proposed 

germylene and stannylene systems. The current investigation also shows that finding 

the HOMO-LUMO energy gap can be good criterion for choosing tetrylene catalysts. 

The outcome of the new insights will help researchers to look into low valent 

germylene and stannylene systems from a new perspective.  

4) There have been several organocatalytic processes where aromatic additives, such 

as acids or alcohols, have been shown to improve yield and enantioselectivity. The 

outcome of the new work, which focuses on aromatic additives, shows that they can 

operate as a second catalyst, stabilising both the electrophile and the nucleophile 

through non-covalent interactions. The thiocyanation of oxindole and -keto ester 

using an electrophilic SCN source shows that the mechanism proceeds via an SN2 

pathway. The principal, well-studied, and well-accepted mechanisms for such 
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transformations, the Wynberg ion-pair-hydrogen bonding model and the Houk-

Grayson bifunctional Brnsted acid-hydrogen bonding model, have been assessed. The 

Wynberg ion-pair-hydrogen bonding model was shown to be the preferred model of 

catalysis. The calculated enantioselectivities were found to be very close to 

experimental data, indicating that this approach is quite plausible. The 

enantioselectivity was predominantly produced by the concerted action of several 

non-covalent substrate-catalyst-additive interactions, such as C-H···O, C-H···S, C-

H···π, and π···π interactions, according to the non-covalent interaction (NCI) analysis 

of the stereocontrolling transition state structures. The finding of a favourable π···π 

stacking interaction between the electrophile and additive that preferentially stabilised 

the transition state (TS) and led to the observed main product was of particular 

interest. This work also explains why the enantioselectivity of the thiocyanation 

reaction shifts from S to R when the nucleophile is changed from oxindole to -keto 

ester. This was attributed to the non-covalent C-H···S interaction, which was only 

observed in the main transition states for the two nucleophiles studied. 

7.4 Future Outlook 

Insights gained from of the work presented in this thesis shed light on critical areas of 

research and are also likely to help experimentalists design systems by simple 

computational calculations. In this thesis, new and efficient pathways have been 

proposed. These suggest that the new systems could be designed based on the criteria 

proposed in the work. For the hydride transfer reactions with B(C6F5)3, the 

experimentalists can easily choose a new initiator. The HOMO-LUMO gap could be a 

simple but interesting criteria for catalyst design for tetrylenes systems. Studies on 

asymmetric organocatalysis systems show how important is the use of aromatic 

additives in achieving higher yield and enantioselectivity. Researchers can now 

modify the systems accordingly to achieve higher yield and enantioselectivity. In this 

thesis work, several noncovalent interactions have been found to be useful in deciding 

enantioselectivity. This suggests that new systems could be designed where such 

interactions would be strengthened, which would lead to the higher efficiency of the 

activation reactions and to controlling the stereoselectivity of the reactions. Therefore, 
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this work is an interesting forward step in the area of low valent main group 

chemistry, small molecule activation, catalysis, asymmetric organocatalysis, 

noncovalent interactions and stereoselectivity.  
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Hydride and proton transfer is one of the very basic reaction happens in chemistry and biology. 

This has been an effective means of initiating chemical reactions in many important chemical 

and biological processes. The knowledge of the role of the hydride and proton transfer reactions 

and its effect on the rate of the reaction can be of great value to chemists. However, there is still 

a need to study the influence of hydride transfer in important areas of research in main group 

chemistry such as hydrosilylation and hydroboration. Also, there is also need to study how 

proton transfer can initiate the asymmetric organocatalysis. Density functional theory (DFT) 

could be employed to provide insight into the role that the hydride and proton transfer plays in 

those very important reactions. 

The aim of this thesis is to study hydride transfer chemistry in main group catalysis and proton 

transfer chemistry in asymmetric organocatalysis. Main group reactions is a geninue alternative 

to transition metals. Thus, due to aforementioned reasons, coupled with a scarcity of 

computational investigations on these environmentally benign compounds, I have these 

investigations. I have studied the hydrosilylation reaction with tris(pentafluorophenyl)borane 

B(C6F5)3 as initiator proposing the new autocatalytic pathway. It was also necessary to predict 

the role of B(C6F5)3 in different chemical transformations. It can easily be decided whether 

B(C6F5)3 will act as catalyst or initiator based on the ion-pair separation energy. In further 

investigations, I have modeled stannylene and germylene catalysts for the hydroboration 

reaction. Using the new modeled catalyst a new improved mechanistic pathway has been 

investigated.  Lastly, how proton transfer helps the asymmetric organocatalysis has been 

investigated. A new modeled has been proposed, based on the interaction of additive, catalysts, 

electrophile and nucleophile. Furthermore, TOF calculations, volume correction in the entropy, 

and NCI plot analyses have been employed in our investigations into the role of hydride and 

proton transfer in chemistry.         
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There are few areas in chemistry that are generating as much excitement as the field of Lewis 

acid catalysis. One of the most promising recent developments has been the use of the metal-free 

Lewis acid B(C6F5)3, to aid in effecting different chemical transformations. However, it has 

always been challenging for experimentalists to predict its exact role. Does B(C6F5)3 behave as a 

catalyst, or is its role limited to merely being an initiator? An important recent work in this 

context is the recently accomplished, experimental in situ generation of SiH4 from surrogates 

with the aid of B(C6F5)3. The current computational investigation, with density functional theory 

(DFT), reveals that this process is not, in fact, catalyzed by B(C6F5)3 at all, but is dominated 

instead by a series of cationic autocatalytic reactions, where the role of B(C6F5)3 is to function 

more as an initiator. Now, given the ambivalence in the behaviour of B(C6F5)3, the obvious 

question that comes to mind is: can it made possible for an experimentalist to determine easily 

whether B(C6F5)3 is acting as a catalyst or initiator in a given reaction? We have employed some 
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very simple computational calculations to provide insight in this regard. Depending on the ease 

of separation of ion-pairs, we have come to a generalized conclusion for evaluating and 

separating reactions where B(C6F5)3 can act as a catalyst or co-catalyst or initiator. 
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Abstract 

There are few areas in chemistry that are generating as much excitement as the field of Lewis 

acid catalysis. One of the most promising recent developments has been the use of the metal-free 

Lewis acid B(C6F5)3, to aid in effecting different chemical transformations. However, it has 

always been challenging for experimentalists to predict its exact role. Does B(C6F5)3 behave as a 

catalyst, or is its role limited to merely being an initiator? An important recent work in this 

context is the recently accomplished, experimental in situ generation of SiH4 from surrogates 

with the aid of B(C6F5)3. The current computational investigation, with density functional theory 

(DFT), reveals that this process is not, in fact, catalyzed by B(C6F5)3 at all, but is dominated 

instead by a series of cationic autocatalytic reactions, where the role of B(C6F5)3 is to function 

more as an initiator. Now, given the ambivalence in the behaviour of B(C6F5)3, the obvious 

question that comes to mind is: can it made possible for an experimentalist to determine easily 

whether B(C6F5)3 is acting as a catalyst or initiator in a given reaction? We have employed some 

very simple computational calculations to provide insight in this regard. Depending on the ease 

of separation of ion-pairs, we have come to a generalized conclusion for evaluating and 

separating reactions where B(C6F5)3 can act as a catalyst or co-catalyst or initiator.[5] 

(iii) Presented a poster entitled “Hidden Role of Intramolecular Non-covalent Interactions 

in Cinchona Alkaloid Catalysts for Asymmetric Organocatalysis” at Science day, CSIR-

NCL, Pune, 26
th

 -27
th

  February 2020. 

The history of cinchona is very much well known to us for the use of medicine in treatment of 

malaria. Cinchona alkaloids isolated from the bark of several species of cinchona trees, are the 

organic molecules having its wide use in organic chemistry. The different forms of cinchona 

alkaloid includes 1) cinchonine 2) cinchonidine 3) quinine 4) quinidine. 

https://en.wikipedia.org/wiki/Cinchonine
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The role of cinchona in organic chemistry was confirmed by Pasteur in 1853. The most 

interesting application of cinchona alkaloids in chemistry is to catalyze in enantioselective 

transformations in both homogeneous and heterogeneous reactions. 

In this study we mainly focus into the modified cinchona alkaloid as organocatalyts. In our study 

modified cinchona alkaloid includes mainly 1) Cinchona sulfonamide catalyst 2) Cinchona 

squaramide catalyst 3) Cinchona thiourea catalyst and 4) Cinchona amide urea catalyst.  

                                                                  

Cinchona sulfonamide catalyst                                     Cinchona squaramide catalyst 

                      

      Cinchona thiourea catalyst                             Cinchona amide-urea catalyst 

The main goal of this study is to find how non-covalent interactions mainly intramolecular pi-pi 

stacking and NH-pi interaction play an important role in this wide range of organocatalysis. In 

order to search for the answer we modeled different modified cinchona alkaloid mentioned 

above. Those molecules have been optimized computationally at the density functional(DFT) 

level of theory. We found there are several cases where the stable confirmation of the catalysts 

have either intramolecular NH-pi or pi-pi stacking or NH-pi and pi-pi both interaction exist 

simultaneously. 

 

 



B(C6F5)3: Catalyst or Initiator? Insights from Computational Studies
into Surrogate Silicon Chemistry
Subhrashis Banerjee and Kumar Vanka*

Physical and Material Chemistry Division, CSIR-National Chemical Laboratory, Dr. Homi Bhabha Road, Pune 411008, Maharashtra,
India

*S Supporting Information

ABSTRACT: One of the most promising recent developments in
catalysis has been the use of the metal-free Lewis acid B(C6F5)3 as a
catalyst for a range of different chemical transformations. Perhaps
the most impressive achievement in this regard is the recently
accomplished in situ generation of SiH4 from surrogates (Simonneau
and Oestreich, Nat. Chem., 2015, 7, 816). However, what the current
computational work, with density functional theory, reveals is that
this process, in addition to being catalyzed by B(C6F5)3, is also
significantly dominated by a series of autocatalytic reactions. The
results are further corroborated by the use of the energetic span
model, which shows that the turnover frequency is higher for the
newly proposed autocatalytic pathway in comparison to the
conventional B(C6F5)3-catalyzed pathway. The current work
therefore provides interesting new insights into surrogate silicon chemistry. But, more importantly, the current studies indicate
that B(C6F5)3 is likely to function more as an initiator rather than a pure catalyst in many metal-free transformations that have
been reported to date.

KEYWORDS: tris(pentafluorophenyl)borane, surrogate silicone chemistry, ion-pair, Lewis acid catalysis, autocatalysis,
reaction mechanism, density functional theory

■ INTRODUCTION

In the two decades since the realization that the Lewis acid,
B(C6F5)3, is capable of acting as a catalyst, there have been a
wide range of chemical transformations where it has been
effectively employed,1,2 including hydrogenation3 and hydro-
silylation,4−7 the transformation of ethers,8 the trans-
etherification and deoxygenation of phosphonic and phosphinic
esters,9 hydrodefluorination with hydrosilanes,10 dehydrogen-
ative Si−X (X = nitrogen, oxygen, sulfur) coupling,11,12 and
intramolecular sila-Friedel−Crafts-type reactions.13,14 Further-
more, B(C6F5)3 has also been employed as a catalyst for
dihydrogen activation,15 the deoxygenation of carbohydrates,16

hydrogermylation,17 and the reduction of amines,18 as well as
allylation.19 Transfer hydrogenation and transfer hydrosilylation
have also been effected with the aid of B(C6F5)3.

20−22 There
have also been many theoretical studies on the Lewis acidity of
fluoroarylboranes.23 Many mechanistic pathways for B(C6F5)3-
catalyzed systems have been extensively investigated computa-
tionally by Sakata and co-workers.24 What makes this extensive
exploration particularly noteworthy, apart from its originality
and range, is the fact that it is metal-free catalysis, having the
virtues of being both potentially cheap and environmentally
friendly.
However, it is also true that there are examples in the

literature where B(C6F5)3 has been noted to serve only as an
initiator of a reaction, extracting a hydride or a methide from a

neutral molecule to form a zwitterionic species. In such
reactions, B(C6F5)3 has been seen to form a counterion in
solution that is non-interacting and non-interfering in nature,
while the real catalytic active species was the corresponding
cation formed. Figure 1 shows an example for this, taken from
the field of homogeneous olefin polymerization,25 but there are
also recent examples, such as the Friedel−Crafts C−H
borylation of electron-rich arenes.26

Now, this gives rise to an interesting question: in all the cases
mentioned in the previous paragraph, where B(C6F5)3 has been

Received: December 29, 2017
Revised: April 22, 2018
Published: May 22, 2018

Figure 1. Role of B(C6F5)3 in homogeneous olefin polymerization has
been that of a co-catalyst or initiator, while the cation formed performs
as the actual catalyst. The specific example shown here has been
demonstrated by Marks and co-workers.25
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considered to act as a catalyst,1−22 is there a possibility that in
many of them it is acting more as an initiator, and not as a
catalyst? Clearly, for this to be the case, (i) the reaction between
the neutral substrate and B(C6F5)3 species would have to form
a loose, solvent-separated ion-pair complex and (ii) the cation
part of the ion-pair would then have to be capable of being the
active catalytic species. It is the consideration of these
possibilities that has led to the current investigation, with a
primary focus on the recently reported surrogate chemistry
conversion of SiR3H (R = cyclohexa-1,4-diene) to SiH4,

27,28

which is one of the most impressive achievements to date in
B(C6F5)3 chemistry.
The reason why B(C6F5)3 catalysis of SiR3H to SiH4 is so

important is because it has always been challenging to work
with the explosive, pyrophoric and toxic29 SiH4 directly.
However, it is an important source of elemental silicon,
which is widely used in the semiconductor industry.30 In
addition to this, compounds of silane find use in the
hydrosilyation31 of alkenes,32 olefins,33 alcohols34 and carbon-
yls.35 Hence the significance of the in situ generation of SiH4
with the aid of B(C6F5)3 in the reaction pot from cheap, stable
surrogates by Simonneau and Oestreich27,28 (see Scheme 1).

B(C6F5)3, and tri(cyclohexa-2,5-dien-1-yl)silane (SiR3H) were
added in dichloromethane (CH2Cl2) under ambient conditions,
and this was seen to lead to the rapid generation of SiH4.

27,28

The mechanism that has been proposed27,28 for this facile
transformation involves B(C6F5)3 in the role of catalyst. The
first cycle of this process is shown in Scheme 2, and similar
cycles have been proposed for the lower surrogates, leading
finally to SiH4 (Supporting Information (SI), Figures S1 and
S2). A perusal of this mechanism shows that it involves the
reorganization of the zwitterionic species, ion-pair A (see
Scheme 2). An alternative route after the reorganization of the
loosely solvent bound ion-pair would be the interaction of a
neutral SiR3H species with the ion-pair B: [SiR2R′H]+[HB-
(C6F5)3]

−. We propose an autocatalytic process in this
alternative scenario, shown in Scheme 3 and Scheme 4, that
will allow the formation of new, loosely bound ion-pairs to be
generated in each step, along with the expected lower surrogate
silicon complex, SiR2H2. This, in turn, can react with the ion-
pair species, and thus the sequence of reactions can proceed
until SiH4 is formed (see SI, Figures S4−S6). In other words, if
conditions (i) and (ii), mentioned earlier, are satisfied for this
series of transformations, then the current work will provide
insight into the interesting different roles played by B(C6F5)3
during the SiR3H species to SiH4 transformation process.

These possibilities, as well as the original proposed
mechanism of Simonneau and Oestreich (Scheme 2), have
been carefully investigated in their entirety with density
functional theory (DFT). As will be shown in the Results
and Discussion, we find that the calculations indicate a
preference for the autocatalytic36 process, with the B(C6F5)3
seen to be more an initiator and a spectator rather than the
pure catalyst. The proton source for the reactions is seen to be
the silicon complex, analogous to other experimental cases
where species such as substituted cyclohexa-1,4-diene were the
hydride source.37,38 Furthermore, keeping in mind the
implications that these results have for B(C6F5)3 chemistry,
we will also discuss the possibility of B(C6F5)3 being more of an
initiator in several other reactions where it has, until now, been
considered to act as a catalyst.

■ COMPUTATIONAL DETAILS
All the calculations for the structures reported herein have been
done using DFT.39,40 The calculations have been carried out
with Turbomole 7.041 using the TZVP42 basis set. Geometry
optimizations were performed using the Perdew, Burke, and
Ernzerhof (PBE) functional.43 Dispersion corrections (D3)44

have been included in all the calculations. Solvent corrections
have also been included in all the calculations using the Cosmo
model,45 with ε = 8.93, to model dichloromethane, CH2Cl2,
which had been employed as the solvent in the surrogate-to-
SiH4

27,28 experiments. Therefore, the level of theory employed
is PBE-D3/TZVP+COSMO(CH2Cl2).

42,43,45 The resolution of
identity (RI)46 along with the multipole accelerated RI
(marij)47 approximations have been used for an accurate and
efficient treatment of the electronic Coulomb term in the DFT
calculations. Furthermore, in order to underscore the reliability
of the calculations, all the geometry optimizations have also
been done at the TPSS-D3/def2-TZVP+COSMO-
(CH2Cl2)

48,49,45 level of theory. The results from both the
levels of theory, PBE-D3/TZVP+COSMO(CH2Cl2) and
TPSS-D3/def2-TZVP+COSMO(CH2Cl2), are shown in Ta-
bles 1−3. Furthermore, all the figures showing the free energy
profiles have two profiles, one for the PBE-D3/TZVP+

Scheme 1. In Situ Generation of SiH4, As Proposed by
Simonneau and Oestreich27,28

Scheme 2. Lewis Acid B(C6F5)3-Catalyzed Mechanism for
the Formation of SiH4 from Tri(cyclohexa-2,5-diene-1-
yl)silane

ACS Catalysis Research Article

DOI: 10.1021/acscatal.7b04489
ACS Catal. 2018, 8, 6163−6176

6164

http://pubs.acs.org/doi/suppl/10.1021/acscatal.7b04489/suppl_file/cs7b04489_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acscatal.7b04489/suppl_file/cs7b04489_si_001.pdf
http://dx.doi.org/10.1021/acscatal.7b04489


COSMO(CH2Cl2) and one for the TPSS-D3/def2-TZVP+
COSMO(CH2Cl2) levels of theory. In addition to these
calculations, single-point calculations at the PW6B95-D3/
def2-QZVP+COSMO(CH2Cl2)

50,51,45 level of theory have
also been done, on the geometries optimized at the TPSS-
D3/def2-TZVP+COSMO(CH2Cl2) level. In other words, the
TPSS-D3/def2-TZVP+COSMO(CH2Cl2)//PW6B95-D3/
def2-QZVP+COSMO(CH2Cl2) level of theory has also been
employed to investigate all the catalytic cycles that have been
discussed herein. This is the similar level to that employed by
Oestreich and co-workers in their investigations into similar
systems.38 All the results obtained from the calculations at the
TPSS-D3/def2-TZVP+COSMO(CH2Cl2)//PW6B95-D3/
def2-QZVP+COSMO(CH2Cl2) level of theory have been
included in the SI. For the purpose of clarity, we will
henceforth denote PBE-D3/TZVP+COSMO(CH2Cl2) as
PTC(DCM) and TPSS-D3/def2-TZVP+COSMO(CH2Cl2)
as TDC(DCM). Necessary care was taken to ensure that the

obtained transition state structures possessed only one
imaginary frequency corresponding to the correct normal
mode, in order to obtain more reliable energy values for the
investigated potential energy surface. In addition, intrinsic
reaction coordinate (IRC)52 calculations were done with all the
transition states in order to further confirm that they were the
correct transition states, yielding the correct reactant and
product structures. The values reported herein are ΔG values,
with zero point energy, internal energy, and entropic
contributions, with the temperature taken to be 298.15 K.
The calculation of the translational entropy in standard
software involves assumptions about the volume that may be
inaccurate. The translational entropy term can be corrected by
a free volume correction introduced by Mammen and co-
workers.53 Based on the Sackur−Tetrode equation, the free
volume model describes the translational entropy of molecules
in the solution (ΔStrans(sol)); and provides physically intuitive
corrections for translational entropy values. In the free volume

Scheme 3. Currently Proposed Autocatalytic Mechanism for the Formation of Di(cyclohexa-2,5-diene-1-yl)silane, a Lower
Surrogate of Tri(cyclohexa-2,5-diene-1-yl)silanea

aThe [BH(C6F5)3]
− anion remains as a spectator, and shifts to the cation formed to create a new ion-pair.

Scheme 4. In Situ Generation of SiH4: Currently Proposed Autocatalytic Approacha

aThe [BH(C6F5)3]
− anion remains as a spectator. In each step it forms the ion-pair with the new cation which formed from the autocatalytic

mechanism. In one step the R′ is generated and comes out as a cation in the very next step.

ACS Catalysis Research Article

DOI: 10.1021/acscatal.7b04489
ACS Catal. 2018, 8, 6163−6176

6165

http://pubs.acs.org/doi/suppl/10.1021/acscatal.7b04489/suppl_file/cs7b04489_si_001.pdf
http://dx.doi.org/10.1021/acscatal.7b04489


model, it has been assumed that the volume available to the
molecule in solution is lower than the total volume, and this
“free volume” is determined by the eq 1:

= −
⎛
⎝
⎜⎜

⎞
⎠
⎟⎟V C

N
V

10
[X]free free

27

0
molec

3

3 3

(1)

Here, Vmolec is the molecular volume, [X] is the concentration
of molecules (mol/L) in solution, and N0 is the Avogadro
number. The translational entropy can be obtained after
considering the free volume correction, and inserting the value
of Vfree in the Sackur−Tetrode equation. The total entropy is
then calculated by adding the corrected translational entropy
and the entropic contributions from the rotational and
vibrational components.
It is to be noted that entropic contributions have been

properly handled in every mechanism that has been studied and
reported here. For bimolecular reactions where two species had
to come together for the reaction to occur, the barrier for the
reactions has always been calculated with the reactants assumed
initially to have been at infinite separation, and not from a pre-
reactive complex.
For the different ion-pairs considered, we have taken the

crystal structures, where available, as the starting geometries for
the optimization. Solvent corrections have also been included,
using the COSMO model,45 in the ΔG calculations for the
energy of separation of the different ion-pairs. For the reactions
done by Oestreich and co-workers,26,75 Piers, Tuononen, and
co-workers,70 Piers and co-workers,74 and Stephan and co-
workers,73,76 we have employed toluene with ε = 2.38, in order
to model the solvent (toluene) that was employed in these
reactions. For the reactions done by Chang and co-workers,72

we have employed ε = 4.81 to model chloroform. For the
reactions done by Hou and co-workers,71 we have employed ε
= 5.62 in order to model chlorobenzene.

Conformational Exploration. The structures of the
reactants and products were first optimized with Gaussian
0954 at the B3LYP(PCM)/3-21g55−57 level of theory. Solvent
corrections have been included with PCM,56 with the epsilon
for dichloromethane, CH2Cl2 (ε = 8.93), used in all the
calculations. For a given structure, a scan to obtain different
conformations was done by choosing a dihedral, and different
structures were obtained by varying the value of the dihedral.
This procedure was repeated with all possible dihedrals for this
structure, in order to cover the maximum conformational space.
Then the structure with the lowest energy was taken and
optimized at the PTC(DCM) level of theory with Turbomole
7.0. This was done with the structures of all the reactants and
products. It was seen, in every case, that the geometry obtained
by this approach at the PTC(DCM) level of theory with
Turbomole 7.0 was lower in energy than other conformations
taken and optimized at this level of theory, thereby validating
this approach. A similar approach was adopted to scan
transition states as well. It is worth mentioning here that, to
reduce the computational cost, the transition states involving
the autocatalytic pathway were scanned without considering the
[HB(C6F5)3]

− ion, as it only remains as a spectator in the entire
autocatalytic pathway. For the transition state scanning, the
atoms involved in the transition state were fixed. Then, the
procedure of scanning with the dihedrals was repeated as
before, allowing the sampling of the conformational space for
the transition states. The lowest energy transition state
obtained by this scanning procedure for all the transition states
was then optimized at the PTC(DCM) level of theory with

Figure 2. Free energy profile (ΔG in kcal/mol) for the mechanism proposed by Simonneau and Oestreich. R = cyclohexa-1,4-diene. The blue profile
is for the PTC(DCM) level of theory, and the brown profile is for the TDC(DCM) level of theory.
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Turbomole 7.0. As before, this was seen to be lower in energy
than other transition state structures. It is worth mentioning
here that we have also followed a similar conformational
exploration for the ion-pair structures that we have investigated.
Hence, the scanning procedure allowed us to obtain reliable
reactant, product and transition state structures for the
comparison of the reaction mechanism proposed in the
literature and the new mechanism(s) that we have proposed.
Energetic Span Model (ESM). The efficiency of the

catalytic cycle can be analyzed through the ESM, put into
practical use by Shaik and co-workers.58,59 The ESM provides a
straightforward method to calculate the turnover frequencies
(TOFs) of catalytic cycles based on their computed energy
profiles. In most cases, the TOF is determined by the TOF-
determining transition state (TDTS), the TOF-determining
intermediate (TDI), and by the reaction energy, ΔGr, as shown
below:

= −δk T
h

TOF e E RTB /
(2)

where δΕ is the energy span and is defined as the difference in
the Gibbs energy between the TDTS and the TDI, with the
addition of the ΔGr when the TDTS appears before the TDI.
δE is the effective activation barrier of the global reaction. The
TDTS and TDI are the intermediate and the transition states,
respectively, that maximize δE, according to eq 3.

δ =

−

− + Δ
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TDTS TDI if TDTS appears after 
TDI

TFTS TDI if TDTS appears before 
TDI

r

(3)

This model has been employed to calculate the TOFs (at 298
K). The ESM can be applied in a user-friendly way with the
recently developed AUTOF computer program.58,59

■ RESULTS AND DISCUSSION
Role of B(C6F5)3 in Surrogate Silicon Chemistry. As

stated in the Introduction, the possibility of autocatalytic
alternatives (see Schemes 3 and 4) to the conventional
B(C6F5)3-catalyzed pathways (Scheme 2) for the conversion
of SiR3H to SiH4 has been considered in our computational
studies. Every profile we have shown in the Article and SI have
been colored with blue for PTC(DCM) and brown for the
TDC(DCM) levels of theory. Figure 2 shows the catalytic cycle
proposed by Simonneau and Oestreich,27,28 based on a
previously proposed mechanism by Sakata and Fujimoto for
the formation of the methyl substitute silane (SiHMe3).

60 In
the first step, the Lewis acid B(C6F5)3 extracts a hydride from
the bisallylic position61,62 of SiR3H to give rise to the ion-pair
[SiR2R′H]+[HB(C6F5)3]

− (species 3). The calculations indicate
that the hydride anti to the silicon is the one preferentially
taken by the B(C6F5)3, as has also been observed by Sakata and
Fujimoto.60 Here, it is worth mentioning that Sakata and
Fujimoto60 have discussed a mechanism where methyl
substituted cyclohexene behaves as a hydride source, with the
hydride being given to the [SiMe3(C6H6)]

+ cation. The barrier
for the process was found to be higher than for the
conventional [BH(C6F5)3]

− pathway and is different from the
newly proposed autocatalytic pathway. Now considering the
ion-pair A, species 3 can rearrange to species 5, with the boron

now positioned to deliver the hydride to the silicon. For this, a
barrier of 15.1 kcal/mol (blue profile in Figure 2) has to be
overcome, and yields the lower surrogate species: SiR2H2, the
original B(C6F5)3 and benzene. However, the alternative route,
shown in green in the same figure (see Figure 2), would lead to
the autocatalytic pathway. Here, it is noted that 5 is a loosely
bound ion-pair species. This is because the energy for
completely separating 5 into the cation and anion has been
calculated to be only 8.5 kcal/mol at the PTC(DCM) level of
theory. This would ensure the availability of the cation for
participating in the autocatalytic pathway. This cationic species,
[SiR2R′H]+, can be considered a σ complex cation.63,64 Such
silicon-substituted cyclohexadienyl cations are low-energy
Wheland complexes or, from the perspective of silicon
chemistry, arene-stabilized silicon cations.65 It has been
shown previously66 that stabilizing donors are needed in silicon
cation generation. Here, cyclohexa-2,5-dien-1-ylsilanes meet
this requirement, as they have sufficient hydridic character at
the bisallylic position of C(sp3)−H bond due to hyper-
conjugation with the C(sp3)−Si bond. We also note that the
fact that the separation of loosely bound ion-pairs involving a
cationic silicon species and the [HB(C6F5)3]

− anion in
dichloromethane is very facile has also been reported earlier
by Sakata and Fujimoto at the M06-2X(PCM)/6-311+
+g(d,p)//M06-2X(PCM)/6-311g(d,p) level of theory.60 It is
also notable that the values obtained at entirely different levels
of theory in the current work: the PTC(DCM) and the
TDC(DCM) (blue and brown profiles respectively in Figure 2)
are quite similar in the values obtained, which suggests that the
conclusions that have been reached are reliable and robust, and
invariant of the level of theory employed.
Now, the [SiR2R′H]+ cation, seen to be loosely bound to the

anion, can be considered as an independent actor, like in the
cases of homogeneous olefin polymerization24 and Friedel−
Crafts C−H borylation26 mentioned in the Introduction. The
possibility that this species can take part in autocatalytic
reactions is explored in Figure 3. The [SiR2R′H]+ cation can
extract a hydride from another SiR3H substrate molecule to
yield SiR2H2, the reaction having a barrier of 10.0 kcal/mol
(blue profile in Figure 3). This is 5.1 kcal/mol lower than the
corresponding step shown in Figure 2. Therefore, this newly
proposed autocatalytic process is significantly more facile than
the conventional pathway.
Now, SiR2H2 formed can interact with an [SiR2R′H]+ cation

to convert to [SiRR′H2]
+ (with a loosely bound [HB(C6F5)3]

−

as a spectator species) to form an SiR2H2 species with the
release of a benzene molecule. The free energy profile for this is
shown in the SI, Figure S6a. As one can see, there can be
several permutations and combinations, where different Si-
(R)xHy species can interact with different [Si(R)x(R′)Hy]

+

species (with a spectator [HB(C6F5)3]
− always present), to

yield the corresponding lower surrogate silicon intermediates.
All of these have been considered in this work, and for each
step where the lower surrogate is formed, they have been
compared to the B(C6F5)3-catalyzed mechanism proposed in
the literature. Shown in Table 1 are the barriers for the
formation of the intermediates by the conventional literature
mechanism and the corresponding barriers for the formation of
the intermediates by different permutations of the newly
proposed pathways, independent of B(C6F5)3 (the free energy
profiles for all the cases are provided in the SI, Figures S4−S6).
As the results indicate, not only are the pathways for forming a
given intermediate greater by the routes outlined here, the
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barriers for forming the intermediates are uniformly lower in
each case, in comparison to the B(C6F5)3-catalyzed mechanism.
While all the cases considered have been comprehensively
compared in the SI (see Figures S1−S6), an illustrative case
among the lot is shown in Figure 4, which compares the
formation of SiH4 from [SiR′H3]

+[HB(C6F5)3]
− from both the

conventional and autocatalytic approaches. The profiles show
that the barrier for the autocatalytic mechanism is 4.4 kcal/mol
lower than the barrier for the conventional pathway for this
step (see Figure 4).
In order to provide a more quantitative estimate of how the

newly proposed autocatalytic pathways are more favored over
the B(C6F5)-catalyzed pathways, we have determined the
efficiency for the free energy profiles shown in the Figures 2−5
(see the flowchart) as well as Figures S1−S3 in the SI, by
employing the ESM.58,59 In the present case, for the B(C6F5)-
catalyzed pathway (see Figure 3), the TOF-determining
transition state (TDTS) appears after the TOF-determining

intermediate (TDI). The TDI is determined to be species 5 in
the energy profile and the TDTS is species 6 (see Figure 2).
The TOF for the autocatalytic pathway is calculated to be 1.0 ×
109 h−1 at the PTC(DCM) level of theory. This is obtained by
considering that the species involved are (5-8-9-10).67 The
corresponding value for the conventional pathway is 2.6 × 102

h−1; i.e., the newly proposed pathway is 7 orders of magnitude
superior in efficiency in comparison to the conventional
pathway! This is also seen to be true at the TDC(DCM)
level of theory. But this is not all. After the reorganized species
has been formed in the initiation step (species 5 in Figure 2),
for subsequent cycles, the TOF calculations would involve only
a one step pathway. The calculations indicate that the TOF for
this would be several orders of magnitude superior to the
conventional pathway, at both levels of theory (see Table 2)!
Furthermore, in order to make a fairer comparison between the
multistep conventional pathway, and the autocatalytic route, we
have also calculated the TOF for the complete catalytic cycle,
beginning from SiR3H and ending finally with the formation of
SiH4, for both the conventional as well as the autocatalytic
routes. This will have several steps in all, the flowchart for
which has been provided in Figure 5. The ESM results indicate
that the autocatalytic pathway for the complete cycle is 103

times superior to the conventional pathway for both the
PTC(DCM) and the TDC(DCM) levels of theory (see Table
2). Hence, all the ways in which the ESM has been employed to
evaluate the conventional and the newly proposed routes for
SiH4 formation all point to significant superiority of the newly
proposed pathways over the conventional routes that assume
that the B(C6F5)3 acts as the catalyst in this process.
These results therefore clearly show that the conventional

B(C6F5)3-catalyzed pathway is only a minor route, while the
more significant players in this chemistry are the newly
proposed routes involving autocatalytic mechanisms. In order
to provide further validation of the results, we have also
calculated the barriers with full optimization at the PBE-D3/6-
311++G**+COSMO(CH2Cl2)

68 level of theory. The results
for this are provided in the SI, Table S1. Furthermore, single-
point calculations at PW6B95/def2-QZVP+COSMO(CH2Cl2)
with the TDC(DCM)-optimized structures have been done,
and the results are provided in the SI, Table S2. All these extra
calculations show that the conclusions reached, as well as the
trends obtained, remain unaltered, thereby underlining the
robustness of the level of theory employed.
Furthermore, in order to ensure that there are no other

competing pathways, we have also checked another possibility,
where the benzene separation from the cationic species of
tri(cyclohexa-2,5-dien-1-yl)silane, di(cyclohexa-2,5-dien-1-yl)-
silane and mono(cyclohexa-2,5-dien-1-yl)silane could take
place. The silicon after the benzene dissociation would be
stabilized by coordination with the olefinic carbon of the

Figure 3. Free energy profile (ΔG in kcal/mol) for the autocatalytic
mechanism. The [BH(C6F5)3]

− anion remains as a spectator. R =
cyclohexa-1,4-diene. The blue profile is for the PTC(DCM) level of
theory, and the brown profile is for the TDC(DCM) level of theory.

Table 1. Calculated Free Energy Barriers, ΔG#, for All Possible Ways To Form the Lower Surrogate SiRxHy Species through the
Conventional Mechanism Proposed in the Literature and Our Proposed Mechanism

ΔG#, kcal/mol

literature mechanism proposed cationic autocatalytic mechanism

intermediate [HB(C6F5)3]
− SiR3H SiR2H2 SiRH3

[SiR2R′H]+ 14.9a/16.2b 10.0a/11.0b 10.4a/14.5b 11.2a/11.3b

[SiRR′H2]
+ 14.8a/12.5b 10.7a/9.0b 10.3a/10.8b 12.1a/10.1b

[SiR′H3]
+ 14.5a/14.0b 8.0a/9.0b 11.0a/12.0b 9.2a/9.4b

aValues for the PTC(DCM) calculations. bValues for the TDC(DCM) calculations.
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cyclohexadienyl ring (see SI, Figures S7−S9). Subsequently, the
silicon cation could participate in new autocatalytic processes.
However, such a possibility was found to be unlikely, because
the ΔG for the dissociation of benzene for every case was found
to be high (9.0 kcal/mol to greater than 30.0 kcal/mol), at both
the PTC(DCM) and the TDC(DCM) levels of theory (see SI,

Table S4). Thus, the overall barrier for such processes would
become highhigher than the slowest step for our proposed
autocatalytic pathways. Hence, this possibility has not been
considered further.

What Is the Real Role of B(C6F5)3 in Metal-Free
Reactions? What the previous section made clear is the
significant difference between the perceived role of B(C6F5)3 in
the formation of SiH4 from SiR3H, and the reality, which is that
B(C6F5)3 acts less as a pure catalyst, and more as an initiator
and then a spectator in the entire, multistep process. This leads
to a much larger, and very interesting question: since there are
many metal-free chemical transformations that have emerged in
recent years where B(C6F5)3 has been considered to act as a
catalyst,1−22 in how many of them is B(C6F5)3 really the
catalyst, and in how many is it acting more as an initiator? One
means of answering the question is by investigating the
hydricities of borohydrides,69 but a potentially simpler solution
lies in looking at the ease of separation of the cation from the
ion-pair created when B(C6F5)3 reacts with the substrate. In the
case of the surrogate silicon chemistry discussed above, for
instance, once the zwitterionic complex (ion-pair B), was
formed, the total separation of the cation from the ion-pair
required only 8.5 kcal/mol additional energy, at the PTC-
(DCM) level of theory (see Figure 2). Thus, the cation would
exist as a loosely bound ion-pair in solution, and the subsequent
autocatalytic processes could thus emerge as an alternative.
Hence, the ΔG of total separation of the cation from the ion-
pair can provide a reliable parameter for how loosely bound the
cation would be in solution to the ion-pair. But, what value of
the ΔG of total separation can be considered facile? A good
indicator for this would be the initiator chemistry for the
electrophilic C−H borylation of electron-rich (hetero)arenes

Figure 4. Comparison of the free energy profiles (ΔG, kcal/mol) between (a) the conventional mechanism with mono(cyclohexa-2,5-dien-1-
yl)silane and B(C6F5)3 and (b) our proposed autocatalytic mechanism. The blue profile is for the PTC(DCM) level of theory, and the brown profile
is for the TDC(DCM) level of theory for conventional pathway. The deep green species are the ones pertaining to our newly proposed autocatalytic
pathway.

Figure 5. Flowchart for the formation of SiH4 through (a) the
conventional B(C6F5)3-catalyzed pathway and (b) the newly proposed
autocatalytic pathway. The autocatalytic pathway is shown in green.
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done at room temperature by Oestreich and co-workers25 that
had been mentioned earlier in the Introduction. Here, the
B(C6F5)3 had been clearly noted by Oestreich et al. to act as the
initiator, and therefore the determination of the ΔG of
separation of the ion-pairs for these cases can serve as an
upper bound for deciding the ΔG for the facile separation of
ions in other reactions. We have therefore calculated the ease of
separation of the ion-pairs formed in this case and found them
to be 25.2, 28.3, and 30.8 kcal/mol for the ΔG of separation of
the ion-pairs [CatB-(NMe2Ph)2]

+[HB(C6F5)3]
−, [CatB-

NMe2Ph]
+[HB(C6F5)3]

−, and [CatB-PhNMe2]
+[HB(C6F5)3]

−,
respectively, at the PTC(DCM) level of theory. These values,
then, can serve as a benchmark for determining the possibility
of ion-pair dissociation at room temperature for other cases.
One could also consider slightly higher ΔG values, of up to 35.0
kcal/mol using the PTC(DCM) level of theory, for experi-
ments done at higher temperatures (100−120 °C). One should
note that these values provide an upper bound to the energy
required to separate the ion-pairs in solution. In other words,
what these values represent is the complete separation and
isolation of the ions by the solvent in question. In reality, what
is more likely is that the solvent would only serve to separate
the ions and that they would remain in the same vicinity.

However, the ions thus separated would be independent actors,
each doing chemistry without interference (or assistance) from
the other. In other words, the more likely scenario is that of
solvent separated ions than solvent isolated ions. However, the
values shown in Table 3, which represent the latter case, are still
of significance, because they serve to provide the relative trend
in the ease of ion-pair separation. That is, if an ion-pair in one
case separates with ease to completely to form solvent isolated
ions, this also indicates that it would show ease in forming
solvent-separated ions, in comparison to another case where
the complete separation of the ions is less favored.
Now, considering the values of about 25.0−30.0 kcal/mol for

room-temperature dissociation of ions, and about 35.0 kcal/
mol for dissociation at higher temperatures, as discussed above,
admittedly, a perusal of the literature shows that there are cases
in B(C6F5)3 chemistry where the values for the separation of
the cation from the ion-pair fall do not fall within this range.
These include the formation of the zwitterionic species
[Et3Si]

+[X]− {X = 1,2,3-tris(pentafluorophenyl)-4,5,6,7-tetra-
fluoro-1-boraindene anion; see structure provided in Table 3}
studied by Piers, Tuononen, and co-workers,70 where the ΔG is
found to be 63.5 kcal/mol (see Table 3). In this case, it would
be most likely that the ion-pair would not separate, and this is

Table 2. TOFs Obtained for the Stepwise and Total Autocatalytic Pathways, as Well as the Conventional B(C6F5)-Catalyzed
Pathway

TOF, h−1

pathway SiR3H→[SiR2H2] SiR2H→[SiRH3] SiRH3→[SiH4] SiR3H→[SiH4]

B(C6F5)3-catalyzed 2.6 × 102 a/8.8 × 100 b 1.7 × 105 a/8.9 × 106 b 1.2 × 106 a/5.2 × 105 b 1.4 × 106 a/9.4 × 107 b

autocatalytic 1.0 × 109 a/1.9 × 108 b 6.3 × 108 a/2.7 × 108 b 8.8 × 108 a/2.0 × 109 b 2.5 × 109 a/2.4 × 109 b

aValues for the PTC(DCM) calculations. bValues for the TDC(DCM) calculations.

Table 3. Calculated Free Energies, ΔG, for the Separation of the Ion-Pairs Formed in the Different Experimentally Studied
Reactions Where B(C6F5)3 Has Previously Been Considered To Act as a Catalyst

ion-pair ref temp ΔG, kcal/mol

1. (a) [CatB-(NMe2Ph)2]
+[HB(C6F5)3]

− 26 RT 25.2a/28.5b

(b) [CatB-NMe2Ph]
+[HB(C6F5)3]

− 26 RT 28.3a/30.8b

(c) [CatB-PhNMe2]
+[HB(C6F5)3]

− 26 RT 30.8a/22.3b

2. [Et3Si]
+[X]− 70 RT 63.5a/68.8b

3. (a) [PhSiH2]
+[HB(C6F5)3]

− 71 120 °C 48.7a/52.2b

(b) [Me2N(Ph-SiH2Ph)]
+[HB(C6F5)3]

− 71 120 °C 14.2a/4.8b

4. (a) [PhSi-Olefin]+[HB(C6F5)3]
− 72 RT 40.6a/42.3b

(b) [PhSiMe2-Olefin]
+[HB(C6F5)3]

− 72 RT 14.2a/13.3b

5. [NH2(CHMePh)2]
+[HB(C6F5)3]

− 73 100 °C 31.4a/16.1b

6. [(PhCH)(Ph)N(SiHMe2Ph)]
+[HB(C6F5)3]

− 74 RT 24.8a/29.1b

7. (a) [1,3-dimethyl-2,4-cyclohexadiene]+[HB(C6F5)3]
− 75 120 °C 40.8a/49.7b

(b) [NH(Ph)(CMePh)]+[HB(C6F5)3]
− 75 120 °C 34.7a/36.0b

8. [2,6-Me2C5H3N]
+[HB(C6F5)3]

− 76 RT 31.9a/28.0b

aValues for the PTC(DCM) calculations. bValues for the TDC(DCM) calculations. Cases where the separation is energetically nonfeasible are

shown in bold. Abbreviations: CatB, catecholborane; RT, room temperature; ΔG = {G[A
+
] + G[HB(C6F5)3]

− } − G[A
+
][HB(C6F5)3]

−}. X =

Olefin =
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borne out by the experimental isolation of the [Et3Si]
+[X]−

crystal structure.70 Therefore, [Et3Si]
+[X]− would act as a

frustrated Lewis pair (FLP), as believed. This fact is further
buttressed by the calculations that we have done (at the
PTC(DCM) level of theory) that show the energy required to
separate the [Et3Si]

+[X]− ion-pair by 1.0 Å is as high as 25.3
kcal/mol. This is in contrast to [SiR2R′H]+[HB(C6F5)3]

−, and
[PhSiMe2-Olefin]

+[HB(C6F5)3]
− (discussed below) where the

energy required to separate the two ions by 1.0 Å was only 0.7
and 1.2 kcal/mol respectively (the values for other ion-pairs are
collected in the SI, Table S3. However, there are several other
cases, which are also reported in Table 3, where the ΔG values
do fall in the range where separation would be expected.
Among these, there are some, like entry 6, where the formation
of only a single ion-pair, [(PhCH)(Ph)N(SiHMe2Ph)]

+[HB-
(C6F5)3]

− is involved, which would yield the [(PhCH)(Ph)-
N(SiHMe2Ph)]

+ cation in a facile manner (ΔG = 24.8 kcal/mol
at room temperature) (see Table 3). For such a case, it is highly
likely that the cation would be taking part in autocatalytic
processes similar to the ones that have been described in the
previous section. As shown in the SI, Scheme S1a,b, it is easy to
envision an alternative pathway not involving B(C6F5)3 as the
catalyst that would yield the same products ([(PhCH)(Ph)-
NH(SiHMe2Ph)], from toluene) as experimentally observed.71

There are other cases, however, where two ion-pair species
would be formed during the reaction, such as in the case of
entry 4 in Table 3, which involves the formation of the [PhSi-
Olefin]+[HB(C6F5)3]

− and the [PhSiMe2-Olefin]+[HB-
(C6F5)3]

− ion-pairs (Olefin = 1,4-diisopropenylbenzene).
Here, while the separation of the cation from [PhSiMe2-
Olefin]+[HB(C6F5)3]

− is seen to be very facile (ΔG = 14.2
kcal/mol), the corresponding reaction for [PhSi-Olefin]+[HB-
(C6F5)3]

− is seen to be unfavorable (ΔG = 40.6 kcal/mol) at
the PTC(DCM) level of theory.
In order to further verify whether the easily separated ion-

pair would follow the autocatalytic mechanism or the B(C6F5)3-
catalyzed pathway, we have investigated one such system that
was experimentally investigated by Oestreich and co-workers.75

They proposed the reaction, the hydrogenation of imine, to be
a B(C6F5)3-catalyzed process. This is shown in Scheme 5.
However, it is easy to envisage a mechanism where the cation
[(PhMeC)NH(Ph)]+ formed would take over and lead to
autocatalytic pathways independent of B(C6F5)3 (see Scheme
6). Calculations have been done to investigate this possibility.
As the free energy profiles shown in Figure 6 indicate, the
B(C6F5)3-free pathway is more favorable by 3.6 kcal/mol at the
PTC(DCM) level of theory for this case. We have also
calculated the barriers at the TDC(DCM) and PBE-D3/6-311+
+G**+COSMO(CH2Cl2) levels of theory. The results are
provided in the SI, Table S3, and show the same trend. SI
Schemes S1a−S3b show the alternative pathways that are
likewise possible for all the cases70−76 shown in Table 3.
It is worth mentioning here that Chatterjee and Oestreich

have discussed the possibility of Brønsted acid-catalyzed
transfer hydrogenation of imines in a separate (experimental)
investigation.37 They have proposed a catalytic cycle based on
B(C6F5)3 and Brønsted acid catalysis. Earlier Grimme,
Oestreich, and co-workers had proposed transfer hydro-
genation promoted by Ru−S complexes38 based on exper-
imental work supported by computation. It is, thus, important
to note that Oestreich and co-workers had laid a path that
researchers could follow, pertaining to mechanisms other than
the B(C6F5)3 Lewis acid-catalyzed pathway.

We would also like to note that the current work, revealing
the competition between the initiator and catalytic mechanisms,
can also provide impetus for kinetic experiments that would
yield insights into which mechanism predominates for a given
system. For instance, the conventional mechanism emphasizes
the role of B(C6F5)3, and involves the formation and breaking
of a B−H bond, while the newly proposed mechanism focuses
on the formation and breaking of the Si−H bond, with the
B(C6F5)3 converted to an anion and present more as a
spectator. Thus, kinetic isotope effects would be different for
the different mechanistic scenarios. Likewise, other kinetic
experiments can also be designed in order to test the nature of
the reactions in these interesting systems.

Scheme 5. Proposed Mechanism by Oestreich and Co-
workers75 for the Hydrogenation of Imine by B(C6F5)3

Scheme 6. Mechanism That We Propose for the Same
Reaction: Hydrogenation of Imine by B(C6F5)3,

75 Based on
the Facile Separation of the Cation from the Ion-Pair
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Therefore, a simple means of determining when B(C6F5)3
acts as a catalyst and when it may perform only as an initiator
becomes clear: if the formed cation, A+, can separate in a facile
manner from [A]+[HB(C6F5)3]

−, then catalytic pathways not
involving B(C6F5)3 can become competitive in the reaction.
Hence, the implications of the current investigations extend
well beyond the unravelling of the elegant autocatalytic
mechanisms in surrogate silicon chemistry.

■ CONCLUSIONS
The current work, with density functional theory, showcases
the elegant and unheralded nature of surrogate silicon
chemistry, dependent not on Lewis acid, B(C6F5)3, catalysis
but on a series of autocatalytic processes. The computational
investigations provide important insights that will be helpful for
researchers working in the area of silicon chemistry, as well as
for those working with surrogates in allied areas. Indeed, recent
work reported by Oestreich and co-workers77 converting the
surrogate GeR3H to GeR2H2 (R = cyclohexa-1,4-diene)
employing B(C6F5)3, may also be an example of similar
autocatalytic chemistry. Furthermore, the current work shows
that cationic autocatalytic processes are not limited to examples
in biochemistry78 and polymerization,79 but are more wide-
spread than had been realized earlier.
However, there is a deeper realization inherent in the

findings reported here. This pertains to the exciting and rapidly
developing field of Lewis acid-mediated metal-free catalytic

processes. It becomes clear that there are several recently
reported chemical transformations70−76 where the real
mechanism may be significantly different from what is believed,
with the B(C6F5)3 possibly acting more as the initiator and not
the catalyst in these cases. The current work provides a simple
means of determining computationally when B(C6F5)3 is the
former and when it is the latter: by a calculation of the ease of
separation of the cation A+ and anion [HB(C6F5)3]

− from the
[A]+[HB(C6F5)3]

− ion-pair. In all the cases where A+ can
separate easily, it is possible that alternative mechanisms would
become dominant in the reaction medium. The findings are
therefore also likely to provide considerable guidance to
experimentalists working in this important area of research. For
instance, for cases where the real role of B(C6F5)3 is to act
more as an initiator, it should be possible to substitute it with
another Lewis acid, without loss of efficiency in the system.
Furthermore, if it is the cationic species, created during the
reaction of the precatalyst with B(C6F5)3, that is the actual
catalyst, then attention can also be focused on investigating
means of modifying the precatalyst so that the catalytic process
can be made more efficient for analogous systems. Therefore,
the current findings represent an important advance in metal-
free Lewis acid chemistry.

Figure 6. Comparison of the free energy profiles (ΔG, kcal/mol) for the formation of [PhNH(HC(CH3)(Ph)] between (a) the conventional
mechanism with [PhNH(C(CH3)(Ph)]

+ cation and [BH(C6F5)3]
− anion and (b) our proposed autocatalytic mechanism. The blue profile is for the

PTC(DCM) level of theory, and the brown profile is for the TDC(DCM) level of theory. The autocatalytic mechanism is more favorable than the
conventional mechanism.
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A B S T R A C T   

The chemistry of low valent main group compounds has grown as an alternative to the chemistry of less 
abundant and less green transition metal complexes. It has been found that low valent compounds such as 
carbenes, silylenes, stannylenes and germylenes are efficient for activating small molecules and for catalysis. 
However, the reaction mechanism and the factors that affect the rate of reaction are not completely understood. 
In this computational investigation with density functional theory (DFT), we investigate and demonstrate the 
efficiency of a new mechanism for the hydroboration of aldehydes by germylenes and stannylenes, in the 
presence of the common hydroborating agent, pinacolborane, HBpin. This mechanism involves an HBpin 
molecule as an additional catalyst that cooperates with the germylene or stannylene catalyst to efficiently carry 
out the hydroboration. This mechanism is first demonstrated to work for experimentally reported systems, and 
then shown to be efficient for newly proposed germylene and stannylene systems. These new systems are 
α-Borylamido-germylene ((2,6-iPr2C6H3NBCy2)2Ge(II)) and α-Borylamido-stannylene((2,6-iPr2C6H3NBCy2)2Sn 
(II)). These new insights will help researchers look into low valent germylene and stannylene chemistry from a 
new perspective.   

1. Introduction 

In recent years, the chemistry of low valent main group compounds 
has become a topic of great interest in the field of catalysis, with main 
group based catalysts sometimes showing comparable or greater effi-
ciency than transition metal catalyts [1-17]. The central atom of these 
complexes has a lone pair of electrons, as well as unoccupied orbitals, 
thereby rendering it capable of being both nucleophilic as well as elec-
trophilic, leading to interesting chemical properties [18]. Generally, 
carbenes [19-25], silylenes [26-30], germylenes [31-37], stannylene 
[38-41], and borylenes [42-48] have been employed. In these com-
pounds, the central carbon, silicon, germanium or tin atom is stable in a 
lower oxidation state(II), than the usual (IV), while the boron atom is 
stable in the (I) oxidation state rather than in (III) (see Fig. 1). Moreover, 
low valent main group compounds also include compounds in zero 
oxidation states, such as carbones [49,50], silylones [51-61] and ger-
mylones [62-70]. The addition of bulky ligands prevent these low valent 
main group compounds from oligomerizing and polymerizing, thereby 

allowing them to act as stable catalysts. 
In addition to their catalytic abilities, discussed above, low valent 

carbenes have also emerged as essential synthetic intermediates for a 
wide range of organic transformations in recent years [19-25]. This has 
led to the synthesis of different metal carbene complexes to explore their 
potential applications in chemistry [26-48]. The pioneering work of 
Lappert in the 1970s led to the development of persistent group 14 
tetrylenes compounds of the type EX2 [71-75]. In contrast to carbenes, 
the ground electronic state of their heavier congeners X2E (with E = Si, 
Ge and Sn) is usually a singlet state, which is characterised by a high 
energy lone pair (HOMO) and an energetically accessible vacant p- 
orbital (LUMO) [76]. But this is not always true for every case of 
tetrylenes. Triplet carbenes do not have lone pairs and for heavier 
congeners, the gap can vary substantially. This orbital configuration 
resembles transition metal frontier d-orbitals and contributes to the dual 
donor and acceptor character required for bond activation [77]. The 
reactivity of tetrylenes towards small molecules and strong bonds is 
largely determined by the nature of the many X substituents that govern 
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the energy of the frontier orbitals. Thus, many different substituents 
with varying steric and electronic properties have been employed to 
date to tune the ability of tetrylenes to engage in bond activation re-
actions [78-90]. In general, small HOMO-LUMO gaps lead to higher 
activity of tetrylenes towards small molecules, as has been demonstrated 
by Bertrand and coworkers, by means of the different behavior of N- 
heterocyclic carbenes (NHCs) compared to cyclic alkyl (amino) carbenes 
(CAACs) towards dihydrogen [21]. Two key factors influence this en-
ergy separation: the angle created by the substituents at the central 
group 14 element and the donor/acceptor properties of the substituents 
[91,92]. It has generally been observed that the acyclic tetrylenes are 
usually more reactive than their cyclic derivatives. Likewise, bulky 
groups are beneficial for small molecule activation, since they, too, in-
crease the X-E-X angle. A wide range of substituents have been used for 

electronic manipulation, notably for the heavier group 14 analogues of 
carbenes [83-90]. While amino groups are favoured substituents for 
stabilising tetrylenes due to their –I and +M donor characteristics, they 
frequently generate a substantial HOMO-LUMO separation. –I and +M 
indicate that the amino groups exhibit a negative inductive effect and a 
positive mesomeric effect respectively on the metal center associated 
with the group. More reactive species suitable for small molecule acti-
vation are thus generated with strongly σ-donating (that is, more elec-
tropositive) groups, which leave the empty p-orbital unpopulated. This 
lowers the energy of the LUMO and makes it available for interactions 
withthe bonding orbitals of further substrates. Thus, besides alkyl moi-
eties, silyl or, more lately, boryl groups have also been employed in this 
chemistry [83-89]. These bond activation mechanisms for group 14 
tetrylenes have been studied in depth [93-95], with the silyl-substituted 
germylene and the boryl-functionalized silylene described by Aldridge 
[96] and coworkers serving as examples. Aside from single-site reac-
tivity, E-H bond activation mechanisms have also been reported, 
including the active engagement of the α-substituent [97]. 

After the landmark discovery of the hydroboration reaction by H. C. 
Brown [98], organoboranes have been used extensively for different 
hydroboration reactions [99-103]. The hydroboration of C––O bonds 
has been significant, solidifying its reputation as one of the most bene-
ficial and commonly utilised reactions in the pharmaceutical industry 
[104]. There are a lot of examples of carbonyl hydroboration catalysts, 
including alkaline earthmetals [105-113], transition metals [114-121], 
group 13 metal catalysts [13,122-124], lanthanides [125-129], actinides 
[130] and other unique and sophisticated systems [131-135]. It has al-
ways been challenging to develop cost effective and non-toxic p-block 
based catalysts for the catalytic hydroboration reactions. There are only 
a few reports on germylenes and stannylenes as catalysts for the 

Fig. 1. The ability of low valent main group compounds to act as both electrophiles and nucleophiles.  

Table 1 
HOMO-LUMO energy gap by using the TDDFT approach for the X2E type ger-
mylene catalyst. For the first three cases, the hydroboration reaction has been 
investigated experimentally and for the last case, the hydroboration reaction has 
been investigated computationally in this current work, with a designed catalyst 
system.  

Catalyst ΔE (TDDFT) (First Excitation Energy) 
(ev) 

1. Zhao and coworkers germylene [138]  1.92 
2. Wesemann and coworkers germylene  

[139]  
2.15 

3. Khan, Pati and coworkers germylene  
[140]  

2.88 

4. Modeled germylene system in this work  2.42  

Fig. 2. An experimentally synthesized acyclic germanium based hydroboration catalyst [146] has been modified as shown above into newly proposed catalysts in the 
current work. 
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hydroboration of unsaturated substrates, and the most noteworthy ex-
amples are the bulky amine substituted germylene hydrides and stan-
nylene hydrides reported by Jones and coworkers [136]. Zhao and 
coworkers have investigated the hydroboration of aldehydes and ke-
tones with the ylide type N-heterocyclic germylene reported by Driess 
and coworkers [137,138]. Later, Wesemann and coworkers reported the 
hydroboration of aldehydes and ketones using intramolecular heavier 
tetrelylenes and phosphine based Lewis pairs [139]. Recently, Khan, 
Pati and coworkers have shown the hydroboration of aldehydes using N- 
heterocyclic germylenes and stannylenes [140]. However, there have 
been very few computational studies identifying the role(s) of germy-
lenes and stannylenes in such reactions [141-145]. Computational in-
vestigations on hydroboration reactions with germylene and stannylene 
catalysts are even fewer [136,138,140]. This has inspired us to model 
new catalysts and investigate the hydroboration reaction computation-
ally in order to find an efficient mechanistic pathway for the same 
(Table 1). 

It has always been a challenge to model a catalyst and find an 

efficient mechanistic pathway using computational tools. In the current 
work, we have first investigated a catalytic system that has already been 
proposed in the literature. Our investigations reveal a new mechanistic 
pathway that can be achieved by changing the concentration of the 
reacting species: the hydroborating agent pinacolborane (HBpin). Then, 
by modifying an experimentally synthesized and tested acyclic germa-
nium based catalyst [146], we have modelled new germylene and 
stannylene catalyst systems, shown in Fig. 2 below, whose design has 
been directed by taking into consideration the HOMO-LUMO energy gap 
by using the TDDFT approach. We have then investigated our newly 
proposed mechanism for the aldehyde hydroboration reaction with the 
modelled α-Borylamido-germylene ((2,6-iPr2C6H3NBCy2)2Ge(II)) 
(Catalyst 3) and α-Borylamido-stannylene ((2,6-iPr2C6H3NBCy2)2Sn(II) 
(Catalyst 4) systems, in the presence of the common hydroborating 
agent, HBpin. 

To date, it has been believed that these families of stannylene and 
germylene systems proceed in the hydroboration reaction with HBpin 
via a four membered cyclic transition state. The current investigation 

Fig. 3. The free energy profile for the catalytic aldehyde hydroboration passing through a six membered cyclic transition state without the involvement of any 
catalyst. The values (in kcal/mol) have been calculated at the PBE/TZVP level of theory. 
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shows that the hydroboration reaction proceeds via a six membered 
cyclic transition state. Along with the external catalyst, a molecule of 
HBpin assists in facilitating the reaction effectively. The current 
computational investigation thus finds new insights into the hydro-
boration reaction with low valent main group catalysts. 

2. Computational details 

All the calculations for the structures reported herein have been done 
using DFT [147-150]. The calculations have been carried out with 
Turbomole 7.4 [151] using the TZVP [152] basis set. Geometry opti-
mizations were performed using the Perdew, Burke, and Ernzerhof 
(PBE) functional [153]. Dispersion corrections (D3) [154,155] have 
been included in all the calculations. Solvent corrections have also been 
included in the calculations using the COSMO model [156], with ε =
2.38 to model toluene, PhCH3. Therefore, the level of theory employed is 
PBE-D3/TZVP + COSMO(PhCH3) [152-156]. The resolution of identity 
(RI) [157,158] along with the multipole accelerated RI (marij) 
[159,160] approximations have been used for an accurate and efficient 
treatment of the electronic Coulomb term in the DFT calculations. 
Necessary care was taken to ensure that the obtained transition state 
structures possessed only one imaginary frequency corresponding to the 
correct normal mode, in order to obtain more reliable energy values for 

the investigated potential energy surface. In addition, intrinsic reaction 
coordinate (IRC) [161] calculations were done with all the transition 
states in order to further confirm that they were the correct transition 
states, yielding the correct reactant and product structures. The values 
reported herein are ΔG values, with zero point energy, internal energy, 
and entropic contributions, with the temperature taken to be 298.15 K. 
The calculation of the translational entropy in standard software in-
volves assumptions about the volume that may be inaccurate. The 
translational entropy term can be corrected by a free volume correction 
introduced by Mammen and co-workers [162]. Based on the Sack-
ur–Tetrode equation, the free volume model describes the translational 
entropy of molecules in solution (ΔStrans(sol)); and provides physically 
intuitive corrections for translational entropy values. In the free volume 
model, it has been assumed that the volume available to the molecule in 
solution is lower than the total volume, and this “free volume” is 
determined by the equation below: 

Vfree = Cfree

( ̅̅̅̅̅̅̅̅̅
1027

[X]N0

3
√

−
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
Vmolecule

3
√ )

3.here, Vmolecule is the molecular 

volume, [X] is the concentration of molecules (mol/L) in solution and N0 
is the Avogadro number. The translational entropy can be obtained after 
considering the free volume correction, and inserting the value of Vfree in 
the Sackur-Tetrode equation. The total entropy is then calculated by 
adding the corrected translational entropy and the entropic contribu-
tions from the rotational and vibrational components. 

Fig. 4. The free energy profile for the hydroboration reaction with germylene and stannylene catalyst: mechanism proposed in the literature by Khan, Pati and 
coworkers [140]. The blue colored profile is for when N-heterocyclic germylene is used as a catalyst. The pink colored profile corresponds to the N-heterocyclic 
stannylene catalyst case. 
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3. Results and discussions 

At first, we have calculated the barrier for the proton relay mecha-
nism without the stabilizing role of the catalysts. The barrier for this 
process was found to be 31.7 kcal/mol (see Fig. 3 below). The barrier 
would have to reduce below 31.7 kcal/mol when catalysts were 
considered. This was the case when we further investigated the mech-
anism with the involvement of the catalyst included. 

Then we investigated the mechanism proposed by Khan, Pati and co- 
workers for the hydroboration reaction with N-heterocyclic germylene 
[140]. Initially, two N-heterocyclic germylene molecules interact with 
two oxygens of HBpin and form a stable intermediate. In the next step, 
the aldehyde reacts with this intermediate to form a borate adduct via a 
four membered cyclic transition state. This mechanism has been inves-
tigated computationally by Khan, Pati and coworkers [140], along with 
a competing mechanism where only one germylene molecule is involved 
as a catalyst with the HBpin and aldehyde reactants. The resultant 
barrier for the mechanism with one catalyst molecule was found by them 
to be higher than the barrier for the two catalyst case. The intermediate 
was also confirmed via NMR. 

We began by investigating the mechanism where two catalysts were 
involved in the four membered cyclic transition state as proposed by 
Khan, Pati and coworkers [140]. In the first step of this mechanism, two 
catalyst molecules react with two oxygen atoms of HBpin. This forms an 
intermediate (Int-1) that is stable by 5.0 kcal/mol when N-heterocyclic 
germylene is used as the catalyst. When two molecules of stannylene and 
one molecule of HBpin are considered, the intermediate (Int-3) is stable 

by 7.0 kcal/mol. After this, the aldehyde approaches and forms a four 
membered cyclic transition state. The barrier for the transition state (TS- 
1) was calculated to be 26.8 kcal/mol whereas the barrier for the 
transition state (TS-2) was 24.2 kcal/mol (see Fig. 4 below). 

We then proceeded to reinvestigate the mechanism for this conver-
sion. Instead of two germylene molecules acting as catalysts, we propose 
a system containing one germylene molecule, along with two HBpin and 
one aldehyde molecules. This is shown in the blue colored profile in 
Fig. 5 below. The two HBpin molecules form an intermediate with one 
N-heterocyclic germylene molecule. The intermediate (Int-5) is stable 
by 2.0 kcal/mol. Then, the aldehyde reacts with the intermediate (Int-5) 
via a six membered cyclic transition state. The barrier for this transition 
state (TS-3) is 22.4 kcal/mol. This indicates that the six membered 
transition state is favourable by 4.4 kcal/mol over the four membered 
cyclic transition state. We have also investigated the same mechanism 
with the stannylene catalyst. The catalyst forms a stable product via a six 
membered cyclic transition state. The barrier for the transition state (TS- 
4) is 19.8 kcal/mol (see pink colored profile in Fig. 5 below). 

Then, we estimated the HOMO-LUMO energy gap by using the 
TDDFT approach for the germylene catalysts that have experimentally 
been employed for the hydroboration reaction, and discussed above. 

We have estimated the HOMO-LUMO energy gap by using TDDFT: 
the first excitation energy obtained from the TDFT calculations is taken 
to represent the HOMO-LUMO gap. It is to be noted that, when 
comparing different catalysts, the lower the value of the first excitation 
energy, the greater will be the accessibility of the LUMO to the incoming 
substrate that will act as the Lewis base in our proposed mechanism. 

Fig. 5. The free energy profile for a new mechanism that we propose for the hydroboration of benzaldehyde by HBpin, in the presence of one N-heterocyclic 
germylene or the N-heterocyclic stannylene catalyst. 
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Subsequent evaluation of the efficacy of different catalysts has been 
done keeping this aspect in mind. The TDDFT estimated HOMO-LUMO 
energy gap shows that experimentally synthesized catalyst by Khan, 
Pati and co-workers has a greater HOMO-LUMO energy gap than the 
computationally modeled catalyst considered in the current work. In the 
introduction, we have already mentioned that the lesser the HOMO- 
LUMO gap, the more is the reactivity of tetrylenes towards small mol-
ecules. The estimated HOMO-LUMO energy gap for the experimentally 
synthesized catalyst for hydroboration is 2.88 ev. Now, it has been found 
experimentally as well as computationally that the catalyst by Khan, Pati 
and co-workers can facilitate hydroboration reaction effectively. 
Therefore, it stands to reason that systems having a HOMO-LUMO gap 
below 2.88 ev can also catalyse hydroboration effectively, which is 
actually the case with the modeled catalyst in this work. Recently, Khan 
and coworkers experimentally obtained a bulky acyclic α -phosphinoa-
mido-germylene (2,6-iPr2C6H3NPPh2)2Ge, which can be a potential 
catalyst for the hydroboration reaction [146]. The TDDFT estimated 
HOMO-LUMO gap for this catalyst was found to be 2.33 ev. Keeping the 
criterion of the HOMO-LUMO gap in mind, we propose new catalysts for 
the hydroboration reaction that are modifications of this recently 

reported catalyst: α-Borylamido-germylene ((2,6-iPr2C6H3NBCy2)2Ge 
(II)) (Catalyst-3) and α-Borylamido-stannylene ((2,6-iPr2C6H3NB-
Cy2)2Sn(II)) (Catalyst-4). The TDDFT estimated HOMO-LUMO energy 
gap for the newly modeled germylene system is 2.42 ev. The replace-
ment of the phosphorous atom by boron and also the replacement of the 
phenyl group with a cyclohexyl group leads to the increase in HOMO- 
LUMO gap by 0.09 ev, in comparison to the α -phosphinoamido-ger-
myelene (2,6-iPr2C6H3NPPh2)2Ge catalyst mentioned above. Based on 
the HOMO-LUMO energy gap we hypothesized that the modeled ger-
mylene and stannylene catalysts could further catalyze the hydro-
boration reaction. 

In order to get insights into the hydroboration reaction with the 
newly designed systems, we have investigated the traditional mecha-
nism of the hydroboration of benzaldehyde with Catalyst-3. As shown in 
Scheme 1, in the first step, a weakly bound complex (Int-9) between 
Catalyst-3 and HBpin would be formed, with one of the oxygen atoms of 
HBpin approaching the germanium atom of Catalyst-3. 

Fig. 6 below shows the free energy profile for the proposed reaction. 
The DFT calculations show that the Ge-O distance (Ge from Catalyst-3 
and oxygen from HBpin) is 3.73 Ao, and the intermediate (Int-9) is 

Scheme 1. The catalytic cycle and reaction mechanism for the aldehyde hydroboration by Catalyst-3 (X = Ge) and Catalyst 4 (X = Sn), via a four membered cyclic 
transition state. 
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unfavourable by 1.7 kcal/mol (ΔG) in comparison to the separated 
reactant species, Catalyst-3 and HBpin (see the blue colored profile in 
Fig. 6 below). Now, the benzaldehyde approaches the B-H bond of Int-9. 
This leads to nucleophilic attack by the carbonyl oxygen of benzalde-
hyde to the boron centre of HBpin, with the hydride being transferred 
from the boron centre to the electrophilic carbonyl carbon of the 
benzaldehyde. This occurs via a four membered cyclic transition state 
(TS-5) in the traditional mechanism reported in the literature, and leads 
to the formation of the hydroboration product along with the regener-
ation of the catalyst (see Fig. 6 below). The barrier (ΔG#) corresponding 
to the transition state is 35.6 kcal/mol, which is high for a reaction that 
should take place at room temperature. We have also investigated the 
same pathway with Catalyst-4. The barrier for the four membered cyclic 
transitions state is 32.1 kcal/mol (see the pink colored energy profile in 
Fig. 6 below). 

4. Calculations according to the newly proposed mechanism 

Since the slowest step of the mechanism discussed above appears to 
be too high for a room temperature reaction, we have attempted to 
explore other mechanisms. For this, we have investigated the different 

possible interactions between the metal centre (Ge) of the catalyst and 
pinacolborane. There are no interactions that were found that could 
stabilise the intermediate more than the Ge-O interaction (between the 
catalyst and pinacolborane) that we had already studied. Therefore, we 
considered this interaction to be the most favourable. We thus pro-
ceeded to investigate a six membered cyclic transition state, with two 
pinacolboranes and one aldehyde taking part: the mechanism that we 
had investigated and discussed above for the reported germylene system 
(see Fig. 75). This is illustrated in Scheme 2 below. 

The transition state (TS-6) involves an HBpin molecule as the cata-
lytic agent for a proton relay mechanism, while the Ge centre of the 
catalyst employed acts to stabilize the other HBpin molecule in the 
system. The activation energy (ΔG#) barrier corresponding to this 
transition state is 25.7 kcal/mol, which is significantly lower than the 
corresponding barrier for the previously proposed mechanism (see Fig. 7 
below) and explains why the reaction is feasible at room temperature. 
We note that the corresponding reaction using the stannylene catalyst 
also yielded a favourable reaction pathway. The barrier for this process 
was found to be 23.3 kcal/mol (see Fig. 7 below). 

Therefore, the germylene and stannylene catalysts, with the aid of an 
additional HBpin molecule, allow the reaction to proceed in a facile 

Fig. 6. The free energy profile for the catalytic aldehyde hydroboration by Catalyst-3 and Catalyst-4 with a four-membered cyclic transition state. The values (in 
kcal/mol) have been calculated at the PBE/TZVP level of theory. The blue colored energy profile is for hydroboration with Catalyst-3 and pink colored profile is for 
hydroboration with Catalyst-4. 
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manner under mild conditions. The current report thus reveals an 
interesting example of “dual” catalysis, where low valent main group 
compounds, as well as a substrate, both act as catalysts. 

5. Conclusion 

The current study, employing density functional theory (DFT), sheds 
light on the mechanism of the hydroboration reaction with low valent 
main group catalysts: germylenes and stannylenes, with the aid of the 
hydroborating agent, pinacolborane, HBpin. We have computationally 
investigated a previously proposed mechanism for a germylene catalyst 
system that has been experimentally reported. Then, we have compared 
the free energy profile of this reported mechanism with a newly pro-
posed mechanism, which incorporates an additional HBpin molecule as 
a second catalyst. Subsequent to this, we have proposed two new cata-
lysts, keeping in mind the electronic structure of previously reported 
germylenes and stannylenes. Considering the HOMO-LUMO energy gap 
calculations by using the TDDFT approach, we have computationally 
designed a new acyclic α-borylamido-germylene, and a stannylene 
catalyst having an electron deficient boron atom. We have investigated 
our newly proposed mechanism for the hydroboration reaction with 
these newly designed catalyst systems, and demonstrated that such a 

mechanism would be effective in making these systems good catalysts 
for the hydroboration of aldehydes in the presence of HBpin as the 
hydroborating agent. The newly proposed mechanism thus provides 
new insights for the hydroboration reactions with germylene and stan-
nylene catalysts. 
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