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Abstract

The human skin is a complex organ made up of a large number of different cell types which prolif-
erate, differentiate, get eliminated, and interact with each other in a highly coordinated manner
to maintain homeostasis of skin thickness, composition, and pigmentation. When skin is exposed
to UV radiation, keratinocytes excessively synthesize biochemical substances such as a-MSH, en-
dothelin and prostaglandin. These keratinocyte-derived factors are transported to melanocytes
in a paracrine manner and induce activation of the transcription factor MITF through a se-
ries of events. MITF activates the expression of key melanin-forming genes including genes for
tyrosinase family enzymes. Tyrosinase converts tyrosine to dihydroxyphenylalanine (DOPA).
Eventually, DOPA is polymerized into Eumelanin and Pheomelanin. This process of skin pig-
ment synthesis is called Melanogenesis. The synthesized pigment is packed into melanosome and
transported to nearby keratinocyte cytoplasm via dendrites where they are strategically placed
over nuclei to protect DNA.

An imbalance in molecular events that regulate melanogenesis could result in a skin de-
pigmentation disorder such as vitiligo. According to recent data, the worldwide occurrence of
vitiligo is estimated to be between 1-2%. However, there are differences in the prevalence of
vitiligo according to geographical regions, with the highest prevalence reported in India (8.8%),
Mexico (2.64%), and Japan (1.68%). The disorder can be psychologically and emotionally dam-
aging. Unfortunately, it is incurable and the underlying pathogenies mechanism is still unclear.
The available therapeutic options for vitiligo are unsatisfactory for many patients as they are
complex, time-consuming and ineffective. To develop optimal treatment protocols, an inte-
grated understanding of drug distribution kinetics and disease kinetics is required. This implies
understanding the molecular network underlying melanogenesis and the effects leading to loss
of pigmentation. To this end, we developed models, and adapted existing models, at molecu-
lar, cellular, and organ level to achieve an integrated perspective on skin depigmentation and
treatment.

The first part of this thesis focuses on understanding the transcriptional regulation and
molecular rewiring underlying the process of pigmentation. We used the B16 cells autonomous
pigmentation model. This model effectively simulates the transition of cells from a depigmented
state to a pigmented state within a span of six days. Through the analysis of the time-course
expression data, we have identified differentially expressed genes during pigmentation. The
analysis has highlighted the involvement of the fatty acid metabolism pathway in melanogenesis.
Results indicate that elevated levels of MITF play a crucial role in triggering the uptake of
glucose, which in turn supports the biogenesis of melanosomes - an organelle responsible for
melanin production. As the pigmentation progresses, upregulation of genes associated with
fatty acid synthesis, metabolism, and oxidation, is observed leading to the accumulation of lipid
droplets and an increase in fatty acid oxidation facilitated by mitochondrial respiration.

The second part of the thesis involves understanding the keratinocyte-melanocyte interaction
and metabolism. A 265-node Boolean model for melanogenesis was developed and compared to
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a smaller existing model. The new model encompasses more comprehensive information about
molecular interactions and incorporates components that were previously missing. Analysis
revealed that the majority of common nodes in both models exhibit similar responses to UV
stimulation. Furthermore, sensitive nodes with significant impacts on melanin and BCL2, the
output nodes, were identified. In order to analyze the network, two new dynamic function
perturbation methods were formulated, which successfully identified previously unreported sen-
sitive nodes. In summary, the larger model presented in this study serves as a valuable tool for
simulating and analyzing the intricate interplay between keratinocytes and melanocytes during
melanogenesis.

The third and last part of this thesis is about the formulation of the first disease model for vi-
tiligo. We developed a model that incorporates multiple mechanisms responsible for melanocyte
death in vitiligo, along with their correlation to clinical outcomes. Results show a correla-
tion between increasing levels of reactive oxygen species (ROS) and the gradual increase in
vitiligo severity, supporting prior studies on the role of oxidative stress in vitiligo pathogenesis.
Furthermore, the effect of stress on different skin cells, immune cells, and cytokines is investi-
gated. According to the findings, increased ROS levels had a negative effect on keratinocyte
and melanocyte levels, with melanocyte levels declining earlier than keratinocytes due to lower
melanin levels. The simulation also reveals changes in the dynamics of dendritic cells (DC), T
cells, and cytokines in response to stress. Moreover, we also simulated drug effects through pa-
rameter variations. Simulations demonstrate that increasing the formation rate of melanocytes
is more effective in reducing the Vitiligo Area Scoring Index (VASI) compared to increasing the
rate of Regulatory T-cell differentiation. This suggests that drugs targeting melanocytes may be
more successful in vitiligo treatment than immune cell modulators. Overall, the disease model
outlined in this part provides a framework for understanding vitiligo pathogenesis and holds the
potential for developing more effective treatment strategies.

There are very few models even at one scale, and none to my knowledge spanning scales in the
public domain. Through this work, we have tried to provide a qualitative interpretation of disease
dynamics at various levels. As a step further, the disease model can be extended to a quantitative
system pharmacology (QSP) model by including a physiology-based pharmacokinetic (PBPK)
model. We believe that this combination of the skin disease model and the PBPK model will
serve as a unique framework for checking the effect of multiple drugs used in treating vitiligo
and optimizing treatment protocols.
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C H A P T E R 1

Introduction

This chapter presents a review of the published literature relevant to the work in the thesis. The

introduction is broadly divided into five sections. The first section of the introduction focuses

on the details of the architecture and components of the human skin epidermis. The second

section gives the details of the signaling pathways regulating melanin synthesis. An overview of

human skin pigmentation and related disorders is given in the third section. The fourth section

contains clinical scoring methods and available treatments for vitiligo. The last section of the

introduction is a summary of existing systems pharmacology models and mathematical studies

related to human skin pigmentation.
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Introduction

1.1 The human skin: architecture and components

Skin is the largest organ of the human body that apart from acting as a physical barrier has

immune and sensory properties. It is mainly divided into three layers: the lowermost hypodermis,

middle dermis and topmost epidermis. The hypodermal layer is mainly composed of adipose

tissue which stores fat globules and controls body temperature. Along with hosting blood vessels

and nerves, it also connects muscle and bone to the upper layer. The dermis is mainly composed

of fibroblasts, macrophages, and adipocytes, and contains sebaceous glands, sweat glands, hair

follicles, nerve endings, and blood vessels. The nerve endings help in sensation and blood vessels

provide nourishment to the top layer. The outermost epidermal layer consists of continuously

differentiating keratinocytes, pigment-producing melanocytes, immune-related Langerhans cells,

and Merkel cells.

1.1.1 Epidermis

This thesis primarily deals with some of the activities in the epidermis. The epidermis is itself

multilayered and subdivided into five layers that continuously rebuild the skin’s surface. The

stratum corneum, the topmost layer of the skin, is composed of keratin-filled dead cells that

protect the skin from mechanical damage. Stratum lucidium is the next layer. It is also com-

posed of dead cells that contain lipid-rich elediden, which keeps out water. Stratum granulosum

is the middle layer that mostly contains mature keratinocytes migrated from the bottom layer.

The second layer from the bottom is the stratum spinosum. It contains keratinocytes as well as

Langerhans cells that inform the immune system about invading pathogens. The deepest layer

of the epidermis is the stratum basale. It contains continuously dividing basal cells, which differ-

entiate to form keratinocytes. This layer also contains pigment-producing melanocytes. These

cells rest on a basement membrane (BM) that separates the epidermis from the dermis that lies

beneath. The basement membrane plays an important role in the differentiation of keratinocytes

(Bergstresser et al., 1978). After the division in the basal layer, stem cell keratinocytes move

upward and begin to differentiate. The upper four layers of the epidermis contain keratinocytes

at varying stages of differentiation. The keratinocytes from the outermost corneum layer are de-

nucleated and have no cell organelles. They are flattened and contain sheets of keratin filaments

that form the skin’s protective barrier (Costin and Hearing, 2007). After differentiation, ker-

atinocytes in the suprabasal layer migrate upward to the skin surface. On reaching the surface,

cells shed in a process known as desquamation. Figure 1.1 depicts a section of the multilayered

epidermis and dermis. Across individuals, epidermal thickness at a particular body location is

generally the same. However, there is inter-site variation in thickness at various body regions,
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1.1 The human skin: architecture and components

with the palms and soles of the feet having the thickest epidermis. In a study involving 71

human participants, the thickness of the stratum corneum and the remaining layers of the viable

epidermis was examined (Lock-Andersen et al., 1997). This study found a negative correlation

between the number of years of smoking and stratum corneum thickness. However, it has been

found that the blood volume of an individual positively correlates with the thickness of viable

layers, with males having thicker viable layers than females (Sandby-Møller et al., 2003).

Figure 1.1: Skin’s epidermis and dermis

Upon differentiation, keratinocytes move toward the skin surface. The time taken by the

keratinocytes to travel along the epidermal layers is termed epidermal turnover time. In healthy

skin, the keratinocytes take around 28-56 days to make the complete journey from the basal layer

to the top of the corneum layer from where they are shed off (Halprin, 1972; Bergstresser and

Richard Taylor, 1977; Iizuka, 1994). In a non-diseased, non-stimulated, baseline condition, the

number of keratinocytes in the epidermis is at equilibrium. The keratinocytes in the epidermis

are entirely replaced by the steady-state production and removal of the cells.
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1.1.2 Melanocyte and melanosomes

Melanocytes are the second largest epidermal cell population after keratinocytes. Melanocytes

are functionally connected to the dermal fibroblasts and the epidermal keratinocytes. These

neural crest-derived cells are found in the epidermal layer’s lowermost layer. Melanocytes are

dendritic cells with finger-like extensions that extend into keratinocytes nearby. The density

of melanocytes at a certain bodily place, such as the back of the hand, is the same in all

people. However, inter-site variance is observed at multiple body sites of the same individ-

ual. Skin exposure to damaging ultraviolet radiation or hazardous substances can influence the

density of constituent melanocytes in the skin. (Yamaguchi et al., 2007). Skin melanocytes

multiply slowly under normal conditions and are resistant to apoptosis due to strong BCL2

expression (Goldschmidt and Raymond, 1972). Melanocytes include melanosomes, which are

lysosomal-like organelles that synthesize and compact melanin. Melanosomes are usually clas-

sified into four stages. Stage I pre-melanosomes contain no internal structural components

and no Tyrosinase activity, but Stage II melanosomes have Tyrosinase and the structural pro-

tein PMEL17. Melanin production and homogeneous deposition on interior fibrils characterize

Stage III melanosomes (Costin and Hearing, 2007). Stage IV melanosomes are totally melanized

and electron-opaque. Stage IV mature melanosomes migrate from the perinuclear region of the

melanocyte to the tips of the dendrites. One melanocyte is believed to transfer melanosomes to 36

neighboring keratinocytes (Fitzpatrick and Breathnach, 1963). The mechanism of melanosome

transfer from melanocytes to keratinocytes is thought to be either cytophagocytosis, filopodial

mediated melanosomal transfer, or the discharge of melanosomes into extracellular space fol-

lowed by phagocytosis (Van Den Bossche et al., 2006; Singh et al., 2010). Melanosomes taken

up by keratinocytes cover the nucleus. The size of melanosomes influences their dispersion

in keratinocytes. Large melanosomes are distributed singly in keratinocytes, whereas small

melanosomes tend to cluster into aggregates (Atkins et al., 2002; Thong et al., 2003).

1.1.3 Melanin

The melanosomes synthesize two types of melanins: black/brown eumelanin and red pheome-

lanin from the same precursor - tyrosine. OCA2 is a transmembrane protein that transfers

tyrosine within melanosomes. Three enzymes oxidize tyrosine to melanin: tyrosinase, TRP1,

and TRP2. The ratio of eumelanin to pheomelanin synthesized is determined by the availabil-

ity of substrates for enzyme activity. The synthesis of melanin is separated into three stages.

Tyrosine is transformed to cysteinyldopa in the first stage until enough cysteine is available.

The conversion of cysteinyldopa to pheomelanin is the following step. When cysteinyldopa and
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cysteine are depleted, the third stage includes the synthesis of eumelanin (Prota, 1988; Videira

et al., 2013; D’Mello et al., 2016). Figure 1.2 depicts a visual representation of the metabolic

mechanism of melanin formation.

Figure 1.2: Metabolic synthesis of melanin in melanosome

The first step of the pathway of the conversion of tyrosine to dopaquinone is common to both

eumelanin and pheomelanin synthesis. In a rate-limiting step, catalyzed by Tyrosinase, tyrosine

is initially hydroxylated to L-DOPA and then oxidized to dopaquinone. If cysteine is available

in the system, it reacts with dopaquinone to give cysteinyldopa, which is further oxidized and

yields pheomelanin. On depletion of cysteine from the system, dopaquinone spontaneously

converts to dopachrome. Dopachrome is further processed to form DHI which is polymerized to

give eumelanin. Alternately, in the presence of TRP1 and TRP2, dopachrome is converted to

DHICA which polymerizes to form eumelanin.

1.2 Signaling pathways regulating melanin synthesis

Many signaling mechanisms and transcription factors interact to initiate and control melanin

production. A variety of key signaling pathways function upstream of pigmentation genes and

transcription factors. The majority of the mechanisms involved in the control of melanogene-

sis are ligand receptor-mediated. Paracrine signals from neighboring keratinocytes and dermal

fibroblasts bind to melanocyte receptors, activating the downstream signaling cascade. Fig-

ure 1.3 depicts some of the signaling networks involved in regulating melanogenesis. The α-

MC1R route is known to be the primary pathway controlling melanin production. α-MSH

(alpha melanocyte stimulating hormone) is produced by cleaving the precursor protein, pro-

opiomelanocortin (POMC), which is secreted by the pituitary gland and surrounding keratinocytes.
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α-MSH binds to the melanocyte-specific receptor (MC1R) and induces adenylate cyclase acti-

vation downstream via G-protein. Adenylate cyclase increases cyclic AMP from ATP, which

activates protein kinase A (PKA). PKA phosphorylates and thereby activates CREB (cAMP

response element binding protein). When CREB is activated, it phosphorylates MITF. Tyrosi-

nase, TRP1, and TRP2 are important melanogenic enzymes that are induced by phosphorylated

MITF (Costin and Hearing, 2007; D’Mello et al., 2016).

Figure 1.3: Core molecular pathways regulating melanin production in melanocytes

When stem cell factor (SCF) and basic fibroblast growth factor (bFGF) to their respective

melanosomal receptors, c-KIT, and FGFR, the downstream MAPK signaling cascade is acti-

vated. The SCF/c-KIT and bFGF/FGFR pathways regulate melanocyte proliferation and den-

dritogenesis. Wnt ligands bind to Frizzled receptors on the cell surface, increasing the stability of

cytoplasmic beta-catenin and causing its translocation into the nucleus, where it induces MITF

transcription. The Wnt/beta-catenin signaling pathway regulates MITF transcription, which

in turn controls the expression of TYR and other pigmentation enzymes. After UV exposure,

endothelin-1 (ET1) released by keratinocytes binds to its G-protein coupled receptor (ETBR)
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and stimulates a cascade of signaling pathways involved in boosting melanocyte dendricity and

migration (Costin and Hearing, 2007).

1.3 Human skin pigmentation and related disorders

At birth, humans have a basal skin color that is passed down genetically. The skin color re-

sults from the genetically determined, basal melanogenesis termed as constitutive pigmentation.

Several factors contribute to constitutive pigmentation, including melanocyte density, enzyme

activity, and the transfer and distribution of melanin-filled melanosomes from the melanocytes

into adjacent keratinocytes (Yamaguchi et al., 2007).

1.3.1 Variation in human skin color

Human skin color range from fair white to dark black. Based on the color of human skin and the

response of human skin to ultraviolet light, Thomas Fitzpatrick classified humans into six classes.

When exposed to sunlight, phototype I individuals’ skin never darkens, whereas phototype VI

individuals’ skin is black, and they do not show skin burn (Fitzpatrick, 1986, 1988). The kind and

quantity of melanin, as well as the size and distribution of the melanosomes inside the suprabasal

layers, define the color of the basal skin. The amount of melanin is seen to vary greatly across

persons of the various phototypes while having almost comparable melanocyte densities at a

specific region on the body (Alaluf et al., 2003; Tadokoro et al., 2003). Dark-skinned people

have more eumelanin in vast, uniformly distributed melanosomes, while fair-skinned people have

more pheomelanin contained in smaller, clustered melanosomes (Alaluf et al., 2003; Thong et al.,

2003; Brenner and Hearing, 2008). Sebum and other skin-related factors have been demonstrated

to have an impact on the skin’s reflective property, which in turn affects the final appearance of

skin color (Loy and Govindarajan, 2007).

1.3.2 Alteration in constitutive pigmentation

As the outermost covering of the body, the skin is continuously exposed to internal and external

stresses. Internal stress can be genetic or endocrine whereas external stress affecting the skin can

be physical, chemical, or environmental. Any form of stress on the skin often leads to a change

in color which can be either temporary where the basal pigmentation is eventually restored or

permanent like melasma, albinism or vitiligo.

Melasma is an acquired pigmentary condition characterized by light brown, dark brown

and/or blue-gray patches on your skin. Hyperpigmentation patches appear most commonly on

the cheeks, nose, chin, above the upper lip and forehead. It sometimes affects arms, neck and
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back. In general, it affects mostly women and those with darker complexions (Fitzpatrick skin

types III-V). The disease impairs social life of patients due to its frequent facial involvement.

Its pathogeny is yet to be deciphered, while there are some known triggering factors like sex-

ual hormones, sun exposure, pregnancy, inflammatory response elicited by the skin, and also

associated with the use of steroids, cosmetics, and photosensitizing drugs. There is also a clear

hereditary predisposition since more than 2/5th of patients reported to have relatives with the

similar condition. Hydroquinone monotherapy and cream consisting of Tretinoin (0.05%), hy-

droquinone (4%), and mometasone furoate (0.1%) are predominantly used to treat melasma,

whereas chemical peels, laser and light-based therapies are found to be at-par or less effective

and are found to have higher risk of adverse effects. Oral tranexamic acid require more clinical

validation (Ogbechie-Godec and Elbuluk, 2017; Aishwarya et al., 2020; McKesey et al., 2020).

Contrary to melasma, albinism is a genetic disease characterized by a congenital reduction

or absence of melanin pigment. Albinism is manifested in several forms. Albinism’s phenotypic

variability is caused by several gene mutations impacting distinct locations within the melanin

pathway, leading to varied degrees of declined melanin production. Oculocutaneous albinism is

the most severe type of albinism. This kind of albinism is characterized by pink/white skin,

iris, and hair. Patients also experience vision problems. Ocular albinism type 1 (OA1) is a

different form of albinism that solely impacts the eyes. Typically, the person’s skin tone and eye

color fall within the normal range. However, a vision test will reveal that the retina is completely

depigmented. A form of albinism Hermansky-Pudlak syndrome (HPS), is known to be caused by

a change to a single gene. In addition to oculocutaneous hypopigmentation, HPS is characterized

by ceroid accumulation and hypopigmentation. Furthermore, patients with this condition suffer

from severe immune deficiencies, fibrosis of the interstitial lungs, granulomatous colitis, and

mild bleeding disorders associated with platelet insufficiency. Given that the condition is a

genetic disorder, albinism has no cure. The goal of existing treatments is to relieve symptoms

which includes getting proper eye care and monitoring skin for problems (Mártinez-García and

Montoliu, 2013; Marçon and Maia, 2019).

Vitiligo is the most common skin disorder leading to depigmentation which is characterized

by the loss of melanocytes, which eventually leads to pigment reduction in the affected areas

of the skin (Bergqvist and Ezzedine, 2020). The specific cause of vitiligo is unknown; however,

autoimmunity and oxidative stress are found to have a significant impact. As per the literature

published between 1964 to 2021, Vitiligo affects 1-2% of the population worldwide. There are,

however, discrepancies in the frequency of vitiligo among geographical regions. Japan (1.68%),

Mexico (2.6-4%), and India (8.8%) have the highest reported prevalence (Said-Fernandez et al.,

2021). It is mainly classified into two types: segmental vitiligo (SV) and nonsegmental vitiligo
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(NSV). NVS is the most prevalent type and often affects acrofacial areas in a symmetrical

fashion. SV, on the other hand, is localised to one segment of the skin and causes early skin

whitening. Though vitiligo is often overlooked as a cosmetic issue, its psychological implications

can be distressing and place a substantial strain on one’s everyday life (Ezzedine et al., 2015).

Many patients find the available treatment choices unsatisfying because they are time-consuming,

complex, and unsuccessful. A deeper knowledge of the underlying causes should allow for the

formulation of more targeted, and presumably more effective, treatments.

1.4 Vitiligo: diagnosis and treatments

Even though the skin is the biggest organ of the human body, there are no standard procedures for

determining the severity of many skin diseases. A disease-scoring system is especially important

for monitoring medication response and assessing the effectiveness of new drugs. Several scoring

systems have been proposed in recent years to compare inter-individual variances in disease

progression (Bhor and Pande, 2006). The Psoriasis Area Severity Index (PASI) is currently

the preferred score for assessing the extent of psoriasis. It considers the severity (induration,

erythema, and desquamation) as well as the proportion of the affected region (Fredriksson and

Pettersson, 1978; Charman and Williams, 2000). The most generally used grading system for

assessing the intensity of atopic dermatitis is SCORAD (noa, 1993). The score is calculated

based on the extent, severity (erythema, edema, crusting, excoriation, lichenification, dryness)

and sleep loss. There are other scoring systems used for skin disorders like scleroderma, hirsutism,

acne vulgaris, melasma and vitiligo (Bhor and Pande, 2006). Vitiligo is a chronic depigmentary

condition characterized by melanocyte malfunction or destruction (Picardo et al., 2015). To

determine the effectiveness of treatment, reliable measurements of vitiligo regions would be

required. Recently, some novel scoring methods were presented, which are discussed in the

following section.

1.4.1 Vitiligo disease scoring methods

The Vitiligo European Task Force (VETF) proposed a method that integrates study of three

vitiligo components: disease extent, stage, and progression (Taieb et al., 2013). The rule of nines

is used to determine the extent (Wachtel et al., 2000). To determine how much area has been

affected, the rule divides the surface area of the body into a percent of 9 or multiples of 9. In an

adult, the front and rear of the head and neck account for 9% of the body’s surface area, while the

front and back of each hand and arm account for 9%, the front and backside of the torso or trunk

account for 18% each, the front and back of both legs and foot account for 18%, and genitalia
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contribute to 1%. Staging is measured and distinguished into three stages based on dermal and

hair pigmentation in vitiligo patches: Stage 0 represents natural pigmentation, stage 1 indicates

inadequate depigmentation, stage 2 suggests total loss of pigment with a maximum of 30% hair

whitening, and stage 3 shows over 30% hair whitening. The final parameter, progression, is

measured on a scale of -1 to 1, with 1 indicating progressive illness spread, 0 indicating stability,

and -1 indicating regressive disease spread (Taieb et al., 2013) The Vitiligo Area Severity Index

(VASI) determines the hand unit proportion of vitiligo involvement. The surface area of one

hand is roughly equal to 1% of the entire body. Estimates of the degree of pigmentation are made

to the nearest percentage of the following: 100% indicates total depigmentation; 90% indicates

minor pigmentation; 75% indicates that the depigmented region is more than the pigmented area;

50% indicates that the two are equal; 25% indicates that the pigmented area is greater than the

depigmented area; and 10% indicates the presence of only minor depigmentation. The product

of the area of vitiligo in hand units and the degree of depigmentation within the hand unit yields

the VASI for each body region (Hamzavi et al., 2004). Based on a person’s perception of the

current disease activity throughout time, the Vitiligo Disease Activity Score (VIDA) is a scale

with six points for rating vitiligo activity. Expanding lesions or the emergence of new lesions are

symptoms of active vitiligo. Following are the grades: VIDA score: +4 for activity lasting no

more than six weeks, +3 for activity lasting between three and six weeks, +2 for activity lasting

between three and six months, +1 for activity lasting between six and twelve months, and 0 for

activity lasting for twelve months or longer. -1 for stable with random repigmentation lasting at

least a year. A reduced level of activity is indicated by a smaller VIDA score (Njoo et al., 1999).

A new system called the Vitiligo Extent Tensity Index (VETI) scoring combines the exam-

ination of the level of extensity and severity of vitiligo to determine the depth of the condition

(Feily, 2014). Similar to PASI, the composite score represents a constant replicable number.

The rule of nines is used to quantify the proportion of extended involvement. Five phases of

disease tensity (T) are used to score the five places afflicted, including the trunk (t), upper limbs

(u), head (h), lower limbs (l), and genitalia (g): Stage 0 represents healthy skin; Stage 1 rep-

resents hypopigmentation (which includes trichrome and uniform lighter pigmentation); Stage

2 represents a complete loss of pigment with black hair and perifollicular pigmentation; Stage

3 represents complete loss of pigment with black hair along with no perifollicular pigmentation;

Stage 5: Complete loss of pigment combined with significant hair whitening. Stage 4: Mixture

of white and black hair either with or without perifollicular pigmentation. The following formula

is employed to determine the total body VETI, taking all body regions into account:

(Ph×Th)+(Pt×Tt)·4+(Pl×Tl)·4+(Pu×Tu)·2+(Pg×Tg)·0.1
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P stands for percentage engagement, T for intensity level, h for head involvement, t for trunk

involvement, u for upper limb involvement, l for lower limb involvement, and g for genitalia

involvement. The coefficients listed in the above equation depend on the rule of nines’ percentage

of the skin surface. Accordingly, the coefficient of trunk and lower limb is 4 (36:9=4), upper

limb is 2 (18:9=2), head is 1 (9:9=1) and the genitalia is almost 0.1(1:9= 0.1). If calculated, the

VETI can have a maximum score of 5+20+10+20+1=55.5.

In comparison to the other vitiligo scores mentioned above, the VETI score is more similar

to the PASI score for psoriasis and, in contrast to other vitiligo scores, yields a reliable and

consistent result. Unlike the PASI score, the VETF system is more complicated and has certain

shortcomings with regard to inconsistent outcomes. Since the VIDA score is determined by the

patient, there may eventually be a discrepancy. In clinical research, VASI offers a reasonably

easy-to-use approach that is similar to the PASI.

1.4.2 Available treatments for vitiligo

The existing treatment options for vitiligo can be broadly categorized as medical and surgical

methods. Medical treatment can be further classified into topical, systemic, and phototherapy

approaches. As per the guidelines provided by the European Dermatology Forum, the initial

course of action for segmental vitiligo involves the use of topical treatments. If the desired repig-

mentation is not achieved and the disease stabilizes, surgical options can be considered. Finally,

phototherapy is employed to halt the progression of the condition and stimulate pigmentation.

In contrast, for non-segmental vitiligo affecting extensive areas, phototherapy is administered for

a minimum of three months to establish stability before transitioning to systemic medications

or other immunosuppressants if there is no response (Taieb et al., 2013).

Topical corticosteroids function as both local immunomodulators and melanocyte stimula-

tors. They work by binding to GC receptors, which reduces the production of cytokines like

IL10, IFN-γ, and TNF-α, thereby inhibiting T cell activation (Njoo et al., 1999). Although cor-

ticosteroids are effective in treating non-segmental vitiligo, they come with various side effects.

As a result, they are only suitable for intermittent and limited-duration use in treating areas

beyond the face (Xing and Xu, 2012; Taieb et al., 2013). Topical calcineurin inhibitors, such as

tacrolimus, also possess an immunomodulatory effect on cytotoxic T cells. They inhibit the pro-

duction of IL-2 and IFN-γ while reducing systemic antioxidant stress, which aids in controlling

the disease and promoting repigmentation in vitiligo (Felsten et al., 2011). Compared to corti-

costeroids, topical calcineurin inhibitors are safer, allowing for a longer duration of intermittent

use in sensitive areas like the face and neck (Lubaki et al., 2010). Calcipotriol, a topical analog

of Vitamin D, has not shown satisfactory results in treating vitiligo. However, when combined
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with betamethasone dipropionate, it has demonstrated mild to moderate response (Parsad et al.,

1999). Prostaglandin analogs like latanoprost induce tyrosinase and promote melanocyte prolif-

eration. They have been found to be effective in treating periocular vitiligo, although they may

cause mild irritation and burning as side effects (Kapoor et al., 2009; Anbar et al., 2015). Topical

antioxidants such as catalase and superoxide dismutase are effective in inducing repigmentation

when used in combination with other therapeutic options (Naini et al., 2012).

Phototherapy is considered the primary treatment option for vitiligo when more than 10%

of the body’s surface area is affected. The combination of broad band UVA (320-380nm) and ei-

ther oral or topical psoralen is known to activate follicular melanocytes and release keratinocyte

growth factors that support melanocyte growth (Shenoi and Prabhu, 2014). NB-UVB pho-

totherapy functions by inducing the tyrosinase enzyme and enhancing melanosome expression.

Numerous studies have demonstrated that NB-UVB phototherapy is more effective than PUVA

phototherapy in stabilizing the condition and promoting repigmentation. Side effects of NB-

UVB treatment, such as erythema, itching, and moderate burning, are generally transient and

diminish within a few hours of treatment (Felsten et al., 2011; Bae et al., 2017). Monochro-

matic excimer laser (308 nm) has shown superior clinical outcomes compared to NB-UVB and

can be further enhanced when used in conjunction with topical hydrocortisone and tacrolimus

(Alhowaish et al., 2013). Additionally, heliumneon lasers (632.8 nm) have demonstrated efficacy

in treating segmental vitiligo (Wu et al., 2008).

When topical medications or NB-UVB do not provide adequate relief, systemic corticosteroids

are prescribed. A low oral dose of dexamethasone stabilizes the disease to a certain extent

however relapse is also noticed in some cases (Majid and Imran, 2013). When combined with

PUVA, Azathioprine induces more repigmentation than PUVA alone (Madarkar et al., 2019).

The outer root sheath of the hair follicle serves as a crucial reservoir of melanocytes, which

is vital for the success of medical treatments. Surgical therapies aim to reintroduce harvested

melanocytes into depigmented vitiligo lesions. There are two types of surgical procedures: tissue

grafting and cellular grafting. In tissue grafting, specifically split-thickness skin grafting, a thin

layer of the epidermis is obtained from a suitable donor area and transplanted onto the vitiligo

lesion (Khunger et al., 2009). This method has shown outstanding results in terms of repig-

mentation and achieving a cosmetic match, surpassing other tissue grafting techniques such as

blister roof grafting and mini punch grafts (Majid and Imran, 2013). Cellular grafting involves

harvesting viable tissues from pigmented normal sites through tissue grafting. The individual

cells of the epidermis are then separated to form a suspension, which is subsequently trans-

ferred onto de-epithelialized recipient vitiliginous skin (Felsten et al., 2011). Various techniques

have been developed for cellular grafting, including melanocyte transplantation, keratinocyte
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and melanocyte transplantation, and transplantation of follicular epidermal cells. One major

advantage of cellular grafting over tissue grafting is the ability to treat a significantly larger

surface area in a single procedure (Chen et al., 2004).

1.5 Existing mathematical and systems pharmacology models

related to skin biology

One effective way to investigate the complexity of biological systems is through mathematical

modeling. The study involves representing the biological system as a set of equations or a net-

work of connections and then applying the appropriate mathematical method to answer a specific

question. Several aspects of skin biology have previously been studied using mathematical mod-

els, including melanocyte development, signaling, pigmentation, disease, barrier function, and

immune function.

Melanoblasts are neural crest-derived cells that proliferate and then differentiate into melanocytes

and migrate to the stratum basale of the epidermis. Luciani et al. developed a mathematical

model to study the cellular mechanisms involved in melanoblast expansion, and its prolifera-

tion and migration from the dermis to epidermis (Luciani et al., 2011). Some models simulate

keratinocyte proliferation and differentiation which is necessary to maintain homeostasis of the

human epidermis (Grabe and Neuber, 2005; Klein et al., 2007). Smallwood et al. developed

a multiscale integrated model of a human epidermis that links subcellular mechanisms to the

cellular level which helps in investigating the influence of subcellular factors in epidermal wound

healing (Smallwood et al., 2010).

There are very few models that incorporate intracellular metabolism relevant to skin pig-

mentation in keratinocytes and melanocytes. Rodriguez-Lopez et al. formulated a kinetic

model for the melanin biosynthesis pathway. The pathway included metabolites from tyro-

sine to dopachrome. The model explained lower catalytic efficiency of the enzyme tyrosinase

on monophenols(tyrosine) than on diphenols (Rodríguez-López et al., 1992). Emir and Kurnaz

devised an integrated model for melanocyte-specific gene expression and melanogenesis. The

model successfully showed that upon stimulation/inhibition of certain growth factors in the sys-

tem, the melanin output can be upregulated/downregulated (Emir and Kurnaz, 2003). Thingnes

et al. defined a model for the distribution of melanin in keratocytes during the process of skin

tanning. It predicts the thickness of the epidermal layer and how far the melanocyte dendrite

grows after exposure to UV radiation (Thingnes et al., 2009). A mathematical model developed

by Oyehaug et al. explains how an extracellular signal triggers the switch between eumelanin

and pheomelanin production. They supported Ito’s hypothesis that melanogenic switching is a
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result of covalent binding that occurs between intermediate dopaquinone and glutathione reduc-

tase (Øyehaug et al., 2002).

A mechanistic model for the aging of human skin accounts for the loss of elasticity, resilience

and flexibility of the dermis. It also explains the appearance of wrinkles and the thinning of the

epidermis which is associated with aging (Giacomoni and Rein, 2004). A number of mathematical

models have also been developed which consider epidermal wound healing, dermal extracellular

matrix remodeling, wound contraction, and angiogenesis (Sherratt and Murray, 1991; Sherratt

and Dallon, 2002; Wearing and Sherratt, 2000; Maggelakis, 2003; Mcelwain et al., 2009).

Hair, the visible appendage of the skin, has also been extensively studied. The structure and

mechanical properties of hair are being explored by several groups. Akkermans et al. have carried

out molecular dynamics to study hair mechanics (Akkermans and Warren, 2004). Researchers in

Singapore created a simple physics model for animating human hair by grouping the strands into

stripes (Koh and Huang, 2001). Hair removal and styling are also studied while keeping in mind

the outlook towards these two topics. Kolinko and Littler developed a mathematical model

for laser hair removal that predicts and optimizes the procedure (Kolinko and Littler, 2000).

To predict human skin color, mathematical techniques such as regression analysis (Shimada

et al., 2001), neural networks (Phung et al., 2001), and image analysis (Tsumura et al., 2003;

Coelho et al., 2006) are used. The image analysis technique is used to analyze and determine

areas of skin that have undergone repigmentation in particular, during the treatment of vitiligo

(Nugroho et al., 2007). Signaling and metabolic pathways that mediate human skin pigmentation

are studied using network analysis and boolean modeling techniques.

A comprehensive, systems-level network of skin pigmentation has been rebuilt by Raghunath

et al. The 256-node large network includes the signaling and metabolic processes involved in

the production of melanin, the development of melanosomes, the formation of dendrites, and

the uptake of melanosomes by keratinocytes. The authors used shortest path analysis to locate

new and alternative pigmentation-related signaling pathways (Raghunath et al., 2015). Another

group has created a 62-node network in a similar manner for UV-induced skin pigmentation. The

paracrine factor and MITF-mediated signaling pathways that are essential for skin pigmentation

have been the focus of Lee et al’s research. The output nodes of the reconstructed model are

melanin and BCL2, an inhibitor of apoptotic cell death, and the input node is UVB. Their study’s

goal is to use boolean analysis to find specific treatments that decrease melanin synthesis while

having little impact on the cell’s apoptotic balance (Lee et al., 2015).

Quantitative systems pharmacology (QSP) is a computational framework that supports drug

discovery and development by integrating knowledge from biological, physiological, pharmaco-

logical and clinical systems (Bradshaw et al., 2019). So far, QSP modeling has been utilized
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throughout preclinical drug discovery to examine the therapeutic as well as toxic actions of drugs

across several fields including neurology, metabolism, oncology and autoimmunity. The existing

skin biology models and QSP models mainly focus on proliferative skin disorders like psoriasis,

since preclinical models for such diseases are in high demand in the pharma industry. There is

brief information available regarding the QSP for modeling the etiology of psoriasis and acne.

In the case of acne, a QSP-based strategy was employed to comprehend the interaction between

the pathogenesis-related processes, such as sebum generation, P. acnes growth, and inflamma-

tion (Bansal et al., 2014). A population of virtual patients was simulated to identify a subset

that can benefit the most from the new treatment. The model compared the effectiveness of

three new compounds at lessening the severity of acne to existing therapies and assessed the

effectiveness of three new compounds.Three compartments were incorporated in a QSP model

for psoriasis: the skin, the systemic circulatory system, and the lymph nodes (Bansal et al.,

2015). This model elucidates the mechanisms associated with immune cell recruitment from

lymph nodes and blood to the skin, the production of inflammatory mediators in the skin, and

the activation of keratinocytes. It also establishes the correlation between these processes and

the progression of the disease. The study helped in understanding the pathogenesis of psoriasis

and evaluating the efficacy of drug compounds in disease treatment by identifying novel targets.

As such, there is no QSP model available to understand skin pigmentation and other disorders.

In order to address a variety of vitiligo-related concerns, it was necessary to understand the

biological processes involved in skin pigmentation at various scales. We present three independent

studies in this thesis, in which we developed new and adapted existing models at the molecular,

cellular, and organ levels to provide an integrated perspective on depigmentation of the skin.

1.6 About the thesis

The thesis describes the work on three different topics wherein we investigate skin pigmentation

from the molecular to the organ level. Using data from the available literature, we first create a

deterministic model for each study. Then the model is simulated to reproduce the known exper-

imental or clinical observations. After the model has been validated against the available data,

the model simulations are further utilized to support a theory or predict a possible mechanism

for an unexplained observation.

Melanogenesis is widely studied to identify therapeutic targets for skin pigmentation-related

disorders. It is important to study melanogenesis at the molecular level to identify genes/ pro-

teins that control the level of melanin without affecting cell survival. Natarajan et al. demon-

strated the role of IFN-γ in cellular hypopigmentation (Natarajan et al., 2014). When they
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plated B16 melanoma cells at varied densities, many genes associated with melanin synthesis

and melanosome maturation showed periodic changes. Low density plating of cells resulted in

upregulation of pigmentation whereas downregulation of IFN-γ genes. In a recent experiment

performed by the same group, transcriptomic studies were carried out to understand metabolic

circuit rewiring during melanogenesis. we analyzed the raw data to identify differentially ex-

pressed genes and key pathways linked to melanogenesis.

A small number of models incorporate intracellular signaling and metabolism relevant to

melanogenesis in keratinocytes and melanocytes. Lopez et. al. captured the kinetics of melano-

genesis from L-tyrosine to dopachrome in a model with just 8 nodes (Rodríguez-López et al.,

1992). The model developed by Lee et al. is relatively larger and includes dynamics of response

to varying input levels Lee et al. (2015). It is, however, lacking important enzymes. Raghu-

nath et al. formulated a larger, more detailed model of skin pigmentation (Raghunath et al.,

2015). However, it is a static network model that does not depict the system’s dynamics. We

decided to convert this static network graph into a dynamic boolean model. This would help in

understanding the dynamics of keratinocyte-melanocyte interaction, metabolism and signaling.

The final part of the thesis focuses on the development of the first disease model for vitiligo.

Multiple mechanisms have been proposed for melanocyte destruction in vitiligo, including local

neuronal injury, exposure to harmful chemicals, intrinsic defect of melanocytes, oxidative stress,

genetic pre-disposition and autoimmune responses. It is possible that several processes work

simultaneously to cause progressive loss of melanocytes and they involve immune attack, or cell

damage and detachment. There are theories that explain the overall contribution of each of these

processes but no study to our knowledge has integrated multiple mechanisms. In our disease

model, we have integrated multiple mechanisms along with their correlation to clinical outcomes.

Moreover, we also simulated the effects of drugs through parameter variations.

The thesis is divided into five chapters. This chapter gives an overview of the architecture

and components of the human skin epidermis, signaling pathways regulating melanin synthesis,

human skin pigmentation and related disorders, clinical scoring methods and available treat-

ments for vitiligo and a summary of existing systems pharmacology models and mathematical

studies related to human skin pigmentation. The second chapter is the study to understand

metabolic rewiring during melanogenesis through data analysis. The third chapter presents the

largest boolean model for melanogenesis that describes melanocyte-keratinocyte intercellular

and intracellular signaling. The fourth chapter of the thesis is about the formulation of the first

disease model for vitiligo and simulating the effect of drugs. The final chapter summarizes the

whole thesis and presents insights into potential future directions and perspectives that can be

explored based on the findings presented throughout the thesis.
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2.1 Introduction

2.1.1 Intracellular signaling and metabolism associated with melanogenesis

Melanin, the primary pigment that affects skin tone and shields it from UV ray damage, is synthe-

sized during the process of melanogenesis. In several pigmentation diseases, altered melanogene-

sis is seen. Disorders that cause hyperpigmentation are identified by elevated melanogenesis and

melanin buildup. These include skin conditions like melasma, freckles, age spots, and sunspots,

which are particularly prevalent in clinical dermatology. Furthermore, inflammation brought on

by skin irritants frequently leads to both hyperpigmentation and hypopigmentation, as seen in

vitiligo lesions.

Melanocytes are specialized cells that produce melanin and interact physically and func-

tionally with other skin cells through paracrine and autocrine mechanisms. This includes over

150 genes and a number of signaling pathways that function at both the transcriptional and

post-transcriptional levels (Hushcha et al., 2021). A variety of gene networks related to melano-

genesis, proliferation, and survival are connected by MITF, the main transcription regulator

of the melanocyte lineage. MITF controls the expression of many pigmentation-related genes,

including PMEL17 and MART1, as well as the melanin production enzymes TYR, DCT, and

TYRP1 to promote melanocyte differentiation. The process of UV-mediated activation of pig-

mentation involves the secretion of α-MSH by keratinocytes, which binds to the melanocortin

1 receptor (MC1R) on epidermal melanocytes and causes the synthesis of cAMP and CREB-

mediated MITF transcription. Additionally, MITF is activated by coactivators like SOX10, but

the transcriptional response is suppressed by suppressors such as TCF4 and ATF4. Apart from

these key factors, regulators of bioenergetic pathways also seem to elevate during skin pigmen-

tation. In a recent study, Seo et al. analyzed metabolomics of α-MSH-induced B16F10 cells

at 1, 24, and 48 hours. Treatment with α-MSH showed a minimal increase in citric acid cycle

pathways and some amino acid metabolisms (Seo et al., 2020). Numerous lines of evidence point

to changes in mitochondrial activity during melanogenesis. For instance, after 48 hours of stim-

ulation, activation of melanin formation in B16F10 melanoma cells reduces oxygen consumption

without altering mitochondrial membrane potential (Meira et al., 2017). On the other hand, it

has been suggested that cells with melanogenesis stimulation have larger mitochondrial mass.

Some of these mitochondria have been shown to be in close proximity to melanosomes, where fib-

rillar bridges are thought to enable the exchange of small molecules between the two organelles

(Daniele et al., 2014). Reactive oxygen species (ROS) levels are elevated when mitochondria

are remodeled to accelerate fission; this can have a conflicting influence on melanogenesis (Kim
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et al., 2014; Tanwar et al., 2022). Hyperpigmentation is induced while targeting the F1F0-ATP

synthase, which ought to also cause a buildup of ROS (Jung et al., 2005).

In order to cure pathological disorders and restore homeostasis, it is essential to specifically

inhibit the pathways that dysregulate cellular activities. The function of dynamic metabolic

programming in immune cell plasticity and function has been decoded using transcriptome anal-

ysis. This has aided in the discovery of numerous metabolic pathway inhibitors that can be used

to treat autoimmune disease and inflammation (Berod et al., 2014; Pan et al., 2017; O’Sullivan

et al., 2014). Similarly, it is crucial to investigate the molecular basis of skin pigmentation in

order to pinpoint the potential genes, proteins, and metabolic pathways that can be targeted to

control melanin production while preserving cell viability.

2.1.2 Objective of this study

The objective of this work is to study transcriptomic changes during pigmentation. Our experi-

mental collaborators at CSIR-IGIB, New Delhi, have set up a B16 cell-autonomous pigmentation

model where cells transit from basal depigmented to the pigmented state over a period of 6 days.

To identify the genes and the key pathways that are activated during pigmentation, a transcrip-

tional analysis was carried out. This work focuses on transcriptional analysis to identify the

genes that are differentially expressed during depigmentation.

2.2 Transcriptional analysis to delineate the signaling network

underlying pigmentation

2.2.1 Transcriptome Analysis of B16 cells following Pigmentation

Figure 2.1: B16 cell-autonomous pigmentation model (Natarajan et al., 2014)
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A bicyclic "cell" model was set up at CSIR-IGIB, New Delhi, to better understand the

cellular alterations associated with the pigmentation-depigmentation process (Natarajan et al.,

2014). An in vitro model was established by plating the B16 melanoma cells. By only varying

the plating cell density, and without adding any external factor, the cells showed reversible

pigmentation. When plated at a lower density of 102 cells per cm2, the depigmented cells showed

repigmentation. Replating the cells in a fresh medium at a higher density of 104 cells per cm2

reversed the repigmentation. The reversible pigmentation cycle was established twice, with each

cycle lasting 20 days, in order to lessen the experiment’s stochasticity. The cells were harvested

every four days and replated at a higher density on day 12 of each cycle. Pigmentation peaked

at day 12 and day 36. To identify the genes that are differentially expressed during the bicyclic

in vitro model, transcriptional analysis was performed. Low-density plating of cells resulted in

upregulation of pigmentation whereas downregulation of IFN-γ regulated genes. This is because

IFN-γ causes cellular hypopigmentation by arresting melanosome maturation (Figure 2.1).

Figure 2.2: New setup of B16 cells resulting in the transition of melanocyte from depigmented
(day 0) to pigmented state (day 6) followed by sequencing

In a recent experiment, B16 cells were seeded at a low density of 100 cells/cm2 and allowed

to gradually pigment for 6 days of the model. The experiments were replicated at least twice to

check the reliability and robustness of the findings. To ensure the consistency of experimental

conditions, a correlation analysis was performed between samples. The resulting high correlation

coefficients ranging from 0.98 to 0.99 among biological replicates confirmed the reliability of the

data. Total RNA was isolated on days 3, 4, 5 6. The sample was sequenced using Illumina

NovaSeq 6000 platform. We analyzed the sequenced time-series transcriptome data at CSIR-

NCL, Pune, to identify differentially expressed genes and key pathways linked to pigmentation.
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2.2.2 Pre-processing and assessment of RNA-seq data

The raw fastq files were used for quality assessment. Sequencing quality metrics play a crucial

role in evaluating the accuracy of various steps involved in the sequencing process, such as library

preparation, base calling, read alignment, and variant calling. The accuracy of base calling, which

is the process of determining the sequence of bases in a DNA fragment, is commonly assessed

using the Phred quality score (Q score). The Q score is a measurement of base calling accuracy

and represents the probability of an incorrect base call made by the sequencer. It is defined as a

logarithmic function of the base calling error probabilities (P). The Q score is calculated using

the formula:

Q = -10 log10 P

For instance, a base with a Q score of 30 (Q30) has a 1 in 1000 chance of being called incorrectly.

This translates to a 99.9% base call accuracy. In comparison, a lower Q score of 20 (Q20) indicates

that errors are likely to occur in every sequencing read of 100 base pairs with a base call accuracy

of 99% and an inaccurate base call probability of 1 in every 100 calls. When the sequencing

quality approaches Q30, the reads are almost error- and ambiguity-free and of the highest grade.

The FASTQC tool was used to perform the quality assessment on raw Fastq files, and a

minimum average quality (Q) value of 20 was used. An overall high-quality read mapping set at

70% of 150bp DNA fragment size was also used. The quality stats were obtained and were used

to calculate mean Phred scores. The per base quality values were calculated at each position

from all the reads and their mean values from all samples were plotted.

2.2.3 Alignment

Filtered reads were aligned with HISAT2 alignment tool. GRCm38 was used as a reference

genome. Default settings/parameters were deemed suitable while performing alignment using

HISAT2. HISAT2 software is a highly cited short-read aligner. It scores above the other aligners

like STAR, GSNAP, OLego and TopHat2 in terms of its speed of alignment and memory require-

ment (Kim et al., 2015). The graph-based data framework and alignment method implemented

by HISAT2 allow for quick and accurate alignment of sequencing reads to a genome. Its mapping

workflow involves two steps i.e. mapping unspliced reads to locate exons followed by splitting

and alignment of unmapped reads to identify exon junctions. We also used HISAT2 to perform

reference-based transcriptome mapping.
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2.2.4 Read Quantification

HTSeq was used to quantify the reads for all genes. HTSeq is a Python based tool for pro-

cessing high-throughput sequencing data. Other tools such as GenomicRanges Bioconductor

and featureCount achieves fast runtimes because of being implemented in C but HTSeq is more

accurate (Anders et al., 2015). The utility HTSeq-count was used to quantify the mapping of all

genes in all the samples. The default settings/parameters were used. The tool takes the BAM

files generated earlier and an annotation GTF file, with each model representing the structure

of transcripts produced by a given gene as input and generates a text file that contains the raw

count values.

2.2.5 Differential Analysis

After quantification, DESeq2 was used for differential gene expression analysis. Using negative

binomial generalised linear models, the DESeq2 software offers techniques for detecting differen-

tial expression. The raw counts from HTSeq-count were used as input for DESeq2. The default

settings/parameters were used for DESeq2 for analysis. DESeq2 uses a Guasian Distribution of

the raw counts for each sample to internally normalize the counts and negate outliers. 0.1 was

chosen as the dispersion value. These normalised count values are used to compute differential

expressions. There are different tools available for differential expression analysis such as edgeR,

DESeq, baySeq, or EBSeq. While some of the differential expression tools can only perform

pair-wise comparisons, DESeq2 can perform multiple comparisons and find more differentially

expressed genes (Spies et al., 2017).

The results obtained through DESeq2 were in the form of a matrix that contained a log2

fold change value for each gene. These values were used to identify genes that showed significant

quantitative changes in expression levels over time.

2.2.6 Pathway analysis and GO Enrichment Analysis

The KEGG pathway analysis of all the differentially expressed genes for all three comparisons

(Day 3 and Day 4, Day 3 and Day 5, and Day 3 and Day 6) was performed using the Cluster-

Profiler R package (version 3.10.1) by Mr. Ayush Aggarwal at IGIB. We employed the ’gage’

package in R for gene enrichment analysis to identify pathways. Particularly, the package ad-

dresses the common occurrence of multiple genes being shared across different pathways. To

manage this, it systematically considers the overlap between gene sets. In cases where a gene

is linked to multiple pathways, its contribution to each pathway is taken into account in the

enrichment analysis. Additionally, the Pathview package was utilized for the visualization of
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differential expression data. In this context, it was used for integrating log2 fold change data

onto the pathway diagram.

2.3 Melanogenesis involves the transcriptional activation of metabolic

genes

Figure 2.3: Melanogenesis pathway. Color scale represents a change in the expression value of
genes over time on the scale of -1 to 1 (log2 fold change). Each cell is divided into four parts
where the first part indicates day3 vs day4 expression change, the second part indicates day3 vs
day5 expression change, the third part shows day3 vs day6 change and so on

A time series analysis of transcriptomic data of an independent pigmentation model of B16

cells was conducted to understand the differentiation programming of melanocytes from depig-
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mented to pigmented state. A fine balance between the intrinsic needs of the cells and external

constraints is thought to trigger melanogenesis in this model. A series of coordinated processes

starting from transcriptional activation, melanosome biogenesis and melanin synthesis can be

captured at the phenotypic and molecular levels. The phenotypic changes in the melanin are

best observed and quantitated from days 3 to 6 (figure 2.3). At the molecular level, a higher

MITF protein expression was observed on days 3 and 4. The classical MITF-mediated pigmen-

tation targets show different trajectories of expressions during this period. PMEL17, a marker

of early-stage melanosomes, is found to peak around days 4 and 5, indicating new melanosome

formation as an early event that diminishes by day 6. This is followed by increased expression of

tyrosinase, the rate-limiting enzyme in melanin synthesis, on days 5 and 6. In addition to these

pivotal markers, various genes involved in the melanogenesis pathway demonstrate differential

expression. Noteworthy among them are aMSH, MC1R, gs, AC, PKA, cAMP, CREB, CBP,

MITF, TCF/LEF, DNA, B-catenin, GSK-3b, DVl, Go/Gq, Frizzled, Wnt, ERK1/2, MEK, Raf,

Ras, c-Kit, SCF, Gi/o, PLC, PKC, CAM, CAMK, Melanin, TYR, TYRP1, DCT, and Tyrosine.

Figure 2.4: KEGG pathway enrichment analysis for differentially expressed genes. The size of
the bubble represents the gene ratio and color represents the p-value. Gene ratio is the total
number of DEGs in a given GO term (functionally alike gene group)

Pathway enrichment analysis using the KEGG database, illustrated as Bubble Plot (Figure

2.4), revealed pathways like RNA transport, ribosome biogenesis, and spliceosome enriched on

days 3 and 4, indicative of transcriptional activation during early pigmentation phases. Day

5 showed up-regulation of metabolic pathways like steroid biosynthesis, unsaturated fatty acid
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synthesis, and fatty acid metabolism. Enrichment of fatty acid metabolism along with the

up-regulation of glycolysis and glutathione metabolism could be noted on day 6.

2.4 Conclusion

Numerous studies have stressed the significance of metabolic rewiring as the primary factor in-

fluencing cellular responsiveness. Berod et al. and Jha et al. have emphasized the significance

of metabolism and metabolites as a driving factor and a crucial predictor of the quality and

amount of immune response (Berod et al., 2014; Jha et al., 2015). However, little is known about

metabolic rewiring in parenchymal cells like melanocytes. The majority of melanocytes in the

epidermis of human skin are differentiated non-dividing cells. These cells must react effectively

to physiological cues such as UV rays and/or cytokines to restore physiological equilibrium. Our

collaborators at CSIR-IGIB, Delhi, developed a B16 cell pigmentation model that autonomously

progresses from basic depigmentation to the pigmented state within six days. This study mod-

els various synchronized processes, including signaling, transcriptional activation, melanosome

formation, melanin synthesis, and returns to homeostasis. Previous time-series analysis of this

pigmentation model had resulted in the identification of interferon- signaling in defining the

depigmentation phase of melanogenesis (Natarajan et al., 2014). Here, we analyzed the tran-

scriptomic data of our collaborators to identify the involvement of other molecular pathways

such as fatty acid metabolism in melanogenesis.

As expected, several key pigmentation-related genes like MITF, TYR, PMEL and TYRP1

were differentially expressed. The study also revealed that the high MITF levels act as a

melanogenic trigger for the rapid uptake of glucose. During pigmentation, glucose is channeled

to anabolic pathways that support melanosome biogenesis. Pathway enrichment analysis showed

upregulation of fatty acid synthesis, metabolism and oxidation after day 5. The upregulation

of fatty acids mediated by SREBF1 leads to the accumulation of lipid droplets and an increase

in fatty acid oxidation through mitochondrial respiration. While this heightened bioenergetic

activity supports the process of melanogenesis, it also negatively impacts mitochondria, causing

a shift in metabolism towards glycolysis. As part of this recovery process, NRF2 detoxication

pathways are activated.

In addition to defining a framework for understanding melanogenesis programming, the study

identified the key role of SREBF1-mediated fatty acid metabolism during the melanogenic phase.

Based on the guinea pig tanning model, our collaborators showed that inhibitors of fatty acid

metabolism can resolve hyperpigmentary conditions. Through a topical formulation i.e. Orlistat,

they were able to selectively target melanocyte function to treat hyperpigmentary diseases. To

25



Data analysis to understand metabolic rewiring during melanogenesis

conclude, our study reveals how melanocytes balance energetic and cellular stability by sensing

external stimuli to elicit a physiological response during melanogenesis. This knowledge can help

in determining how cutaneous pigmentary diseases develop as well as how to treat them.
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3.1 Introduction

Biological pathways are frequently represented as networks, with the biomolecules acting as nodes

and connections as edges. Dynamic models can describe how interactions between biomolecules

cause their abundances to change over time. There are two types of dynamic modeling ap-

proaches: continuous and discrete. Sparse data in continuous dynamic models limit the number

of nodes and reactions, which makes it difficult to identify kinetic parameters (Glass and Kauff-

man, 1973; Karlebach and Shamir, 2008; Thomas, 1973). The simplest type of discrete dynamic

modeling is Boolean modeling with abundances represented by 0 (absence/low) and 1 (presence/

high). It does not require knowledge of kinetic details. The only information needed is the logic

of regulatory interactions such as the activating or inhibitory nature of genetic regulations. As

a rule-based binary network, Boolean networks represent the interaction between nodes through

logic rules. By updating node states in synchronized or asynchronous ways, the system dynamics

can be simulated from a given set of initial node states (Wang et al., 2012). Boolean networks

with 10 to 100 or more nodes have been used to study biological systems; a few of these are

discussed here as examples.

A general representation of the mammalian cell cycle was converted into a logical regulatory

graph of 10 nodes by Faure et. al. This model enabled them to evaluate synchronous versus asyn-

chron ous updating schemes in understanding the asymptotic behavior of regulatory networks

(Fauré et al., 2006). Albert and Othmer developed a Boolean model of the embryonic segmenta-

tion gene network in Drosophila with 26 nodes. The model was able to mimic both the ectopic

and wild-type expression patterns that were actually seen in different mutations (Albert and

Othmer, 2003). An ensemble of random network structures known as random Boolean networks

was used by Kauffman to examine the dynamic characteristics of the gene regulation network of

30 nodes in yeast (Kauffman et al., 2004). A T-cell boolean model comprised of 94 nodes was

built by Saez-Rodriguez et. al. By transforming this logical model into an interaction graph,

they were able to identify feedback loops, signaling routes, and network-wide interdependencies

(Saez-Rodriguez et al., 2007). Fumia and Martins developed a Boolean dynamical system of 96

nodes by integrating the various signaling pathways involved in cancer. On a molecular level,

this model reproduced some biologically relevant features of carcinogenesis (Fumiã and Martins,

2013).

3.1.1 Existing mathematical models of melanogenesis

There are currently very few models that take intracellular metabolism relevant to keratinocyte

and melanocyte pigmentation in the skin into account. Each of these models is a unique kind
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that sheds light on the intricate regulatory system that controls melanogenesis at various levels.

Thingnes et. al. formulated a compact model of just 7 species that accurately depicts the

dynamics of human skin tanning. The temporal distribution of melanin in the four epidermal

layers i.e. basale, spinosum, granulosum, and conreum—following a UV pulse was modeled using

differential equations. The degree of dendrification, or how far the melanocyte dendrites develop,

has been discovered as a factor controlling phenotypic variance in skin color and tanning capacity

(Thingnes et al., 2009). Emir and Kurnaz simulated the production of melanin in melanocytes

using an 18 component computer-based model. Through kinetic modeling, they showed that

upon growth factor stimulation, the activated MAPK pathway causes transcription factor ac-

tivation and subsequent expression of melanogenic signal transduction, both of which result in

high quantities of melanin being produced. In a separate module, the melanogenic pathway is

suppressed with a tyrosinase inhibitor, ultimately reducing the system’s output of melanin. The

in-silico effects of various inhibitors or drugs on the entire melanogenic system might be tested

with this module (Emir and Kurnaz, 2003). Another model of the melanin biosynthesis pathway

of 12 nodes includes metabolites for tyrosine to dopachrome. The model characterizes the kinetic

behavior of the monophenolase activity of tyrosinase (Rodríguez-López et al., 1992). To bet-

ter comprehend melanogenic switching i.e. the switching between eumelanin and pheomelanin

synthesis based on the extracellular signaling context, Oyehaung et. al. created a mathemat-

ical model with 28 nodes. Their findings confirmed Ito’s theory that the level of tyrosinase

activity plays a major role in regulating the transition between the two types of melanogenesis.

Dopaquinone, a reactive intermediate in melanogenesis, is quantitatively transformed to glu-

tathionyldopa, which only produces pheomelanin when tyrosinase activity is reduced because of

a high amount of agouti. A surplus of dopaquinone is formed when tyrosinase activity is high,

which is caused by a high amount of αMSH. This excess dopaquinone inactivates glutathione

reductase and γ-glutamyl transpeptidase, two enzymes necessary for pheomelanogenesis. The

result of these metabolic processes is eumelanogenesis (Øyehaug et al., 2002).

Raghunath et. al. constructed a network model for UV-mediated skin pigmentation in the

epidermis, consisting of 265 components (nodes) with 429 directed interactions between them.

This model captures the influence of one component on another and the flow of information

within the network. By conducting graph theoretical analysis, they identified critical nodes in

the network that, when removed, disrupt the signaling between the source (UV and other inputs)

and target (pigmentation and survival) nodes (Raghunath et al., 2015). In a related context,

Subramanian et. al. developed the ’eSkin’ computational platform (Subramanian et al., 2018).

The platform has about 2600 genes and a network of 35 manually defined pathways. The spe-

cialized platform was made to help with skin-centric omics data analysis and interpretation.
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Similar to the Raghunath model, interactions here are characterized qualitatively as connections

and edges, and dynamics are not simulated. Lee et. al. made a key contribution by con-

structing a Boolean model consisting of 62 nodes to represent the signaling network involved in

melanogenesis. Through mathematical simulations, the researchers demonstrated that inhibiting

β-catenin in melanocytes leads to a significant decrease in melanin production, without affecting

the apoptotic equilibrium of the cells (Lee et al., 2015).

3.1.2 Identification of essential nodes in melanogenesis

Finding sensitive nodes in a regulatory network that, when perturbed, cause a significant change

in the network output is frequently of interest. For instance, nodes that disproportionately

impact survival are possible therapeutic targets in models for signaling or metabolic pathways in

pathogens. Finding sensitive nodes in cancer cell pathways has the same rationale. A signaling

network’s robustness (or lack thereof) can be evaluated by identifying and examining all of its

sensitive nodes. Every node or edge is perturbed in order to determine sensitivity and the impact

on a collection of node states that have been predefined as the system output is calculated.

Previous studies on the robustness of Boolean networks have used perturbation methods

that can be classified in three broad classes: state perturbations, function perturbations and

update rule perturbations. A vast majority of studies use state perturbation to explain system

properties including node sensitivity. Shmulevich et. al. explored the effect of random gene

state perturbation on the entire network, i.e. any gene can flip its value for only one-time point

from 0 to 1 or vice versa with probability p (Shmulevich et al., 2002). Lee et. al. performed

node control analysis (constitutive state perturbation) to identify an effective target to reduce

skin pigmentation. In this method, the state value of each internal regulatory node is fixed at

either ‘0’ for inhibition or ‘1’ for constitutive activation and then the activity at steady-state of

output nodes is measured (Lee et al., 2015). Fauré et. al. simulated the effect of loss of function

and gain of function mutation in mammalian cell cycle by constraining selected nodes within

specific value intervals (Fauré et al., 2006). Subramanian and Gadgil showed that transient

state perturbation in the Drosophila Melanogaster segment polarity network leads to an ectopic

expression pattern (Subramanian and Gadgil, 2010). Saadatpour et. al. introduced dynamic

perturbation that entails setting the node status opposite to the existing state (diseased state)

and normally updating other nodes (Saadatpour et al., 2010).

A node or group of nodes’ truth table is altered by function perturbations. Additionally,

sensitivity estimates have been made using function perturbations. According to Garg et. al.,

one gene (or one function) may be defective at any given moment. Another gene (or function)

may be defective at a different point along the same trajectory. The function faults [stochasticity
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in function (SIF)] are further interpreted as employing a different truth table at that time

point; the node faults [stochasticity in nodes (SINs)] are interpreted as a modification of the

current state at that moment. They discovered that the SIN approach predicts biologically

incoherent behavior while the SIF approach predicts robustness that is more biologically relevant

(Garg et al., 2009). The 1 bit function perturbation, which involves flipping the value of a

single row in the truth table of a probabilistic Boolean model, is tested by Qian and Dougherty

(Qian and Dougherty, 2008). Similar methods were employed in a different study by the same

authors, coupled with a change in a probabilistic parameter, namely a change in the likelihood

of choosing each constitutive Boolean network in the probabilistic Boolean model and a change

in the perturbation probabilities (Qian and Dougherty, 2009).

Change in updating scheme as a means of assessing robustness has been used by a few

researchers. Chaves et. al. considered the effect of a perturbation in a synchronous update

scheme on the dynamics of the model for the D. melanogaster segment polarity genes (Chaves

et al., 2005). Perturbation in the time scales or using different kinds of updating schemes in

combination with knockout strategies or state perturbation is also an effective way to identify

sensitive nodes (Chaves et al., 2005; Kwon and Cho, 2008; Li et al., 2006b). Other studies

demonstrate different kinds of perturbations not easily classifiable into these three categories.

Structural perturbation strategies have been developed to identify essential nodes in a static

network whose disruption can reverse the abnormal state of the signaling network (Saadatpour

et al., 2011; Wang and Albert, 2011). Here, the topological intervention involves the ranking

of the nodes by the effects of their loss (knockout) on the connectivity between the network’s

inputs and outputs. There are also many reports studying the effect of function perturbation

on an ensemble of Boolean networks but not on a specific Boolean network (Aldana and Cluzel,

2003; Kauffman et al., 2004).

A few researchers have utilized change in updating schemes as a way to measure robustness.

The dynamics of the model for the D. melanogaster segment polarity genes were examined by

Chaves et. al. in relation to the impact of a perturbation in a synchronous update system.

Another efficient method to find sensitive nodes is to disturb the time scales or use various

updating techniques in conjunction with knockout tactics or state perturbation (Chaves et al.,

2005; Kwon and Cho, 2008; Li et al., 2006b). Other investigations show other disturbances of

diverse types that are difficult to categorize within these three groups. In order to determine

which nodes in a static network are crucial and whose disruption can change the network’s

aberrant state, structural perturbation algorithms have been devised.
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3.2 About this work

The existing dynamic models of melanogenesis do not include the intricate details of the signaling

network. Having such a model would help in the simulation and analysis of the complex interplay

between keratinocytes and melanocytes. Here, we describe the formulation of a Boolean model

based on the nodes included in the Raghunath et al network. The interactions of the 265 nodes in

that network were described using 23 different terms (activation, phosphorylation, etc.). Through

additional manual curation of the reported interactions, we have converted this description into a

set of Boolean rules and formulated the largest Boolean model for melanogenesis reported to our

knowledge. In addition, we also carried out a perturbation analysis of the network through node

deletion and constitutive activation to identify the sensitivity of outcomes such as melanin to

individual nodes and compared the nodes identified as important to previous reports for smaller

melanogenesis networks.

3.3 Methodology

3.3.1 Building the Boolean model

A comprehensive network model of UV-mediated skin pigmentation developed by Raghunath

et. al. (Raghunath et al., 2015) was used as a basis for our boolean model. The system consists

of 265 nodes with 429 directed interactions between them. These 265 nodes represent proteins,

small molecules, complexes, biological processes and environmental factors. Of these nodes,

20 are source/input nodes and 9 are output nodes. Detailed literature references provided by

Raghunath et. al. for individual interactions served as an excellent starting point for converting

this model into a Boolean model. In Raghunath et. al. network, edges are directed based on

the functional nature of their interaction, such as phosphorylation or activation. Likewise, there

are a total of 23 interaction types (Table 3.1).

We have gone back and reviewed each interaction, and we have added more precision by

formulating Boolean rules. Our goal in doing this is to improve the biological relevance of the

model and make it possible to simulate system dynamics, including how the system responds to

different levels of UV. For instance, when multiple nodes positively influence the activity of a

target node, we have created rules that allow either one or all of the inputs to change the activity

level of the target node (using either an OR gate or an AND gate, respectively). However, it

is also possible that some nodes are required, while others are redundant, which would call

for a combination of AND and OR rules. We have carefully examined relevant literature to
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S. No. Expression relation Frequency S. No. Expression relation Frequency
1 Increases level 23 12 Catalysis 7
2 Induces 25 13 Decreases 1
3 Inhibits 24 14 Decreases expression 1
4 Activates 195 15 Dissociates to 7
5 Associates 1 16 Forms complex 18
6 Binds 1 17 Gets converted to 16
7 Increases expression 82 18 Induces complex dissociation 6
8 Increases 3 19 Induces complex formation 3
9 Inhibits expression 1 20 Increases release 6
10 Involved in 1 21 Increases stability 1
11 Regulates 5 22 Phosphorylates/activates /degrades 3

Table 3.1: Types of interactions and their distribution in the network

determine which mode of interaction best represents biology, and we have not made any general

assumptions when formulating our Boolean rules. We have included a few examples of how we

have defined interactions (refer to Tables 3.2–3.4) to develop these rules.

Input node Target node Interaction type
ACTH_kerat_kerat MC1R_melan activates

USF1_melan MC1R_melan increases
MITF_melan MC1R_melan increases expression

α_MSH_kerat MC1R_melan activates

Table 3.2: Individual interactions for MC1R_melan as defined by (Raghunath et al., 2015)

The α_MSH ligand of MC1R is a crucial factor in UV-induced tanning in humans. When

the skin is exposed to UV light, α_MSH expression is strongly induced in keratinocytes, and

its binding to MC1R stimulates the activation of MC1R and downstream signaling proteins

(D’Orazio et al., 2006). α_MSH is a peptide derived from ACTH that is produced in the

pituitary gland and other tissues, including the skin. Wakamatsu et. al. found that ACTH

peptides might also work as natural ligands for MC1R receptors in melanocytes, suggesting

that they might regulate melanocyte activity along with α_MSH (WAKAMATSU et al., 1997).

The transcription factor MITF regulates the expression of genes essential to cell differentiation,

proliferation, and survival. MITF binds specifically to M and E boxes (motifs) found in the

promoters of target genes such as tyrosinase (TYR). Analysis of the MC1R promoter reveals

the presence of an E box immediately upstream of the transcriptional initiation site. This motif

suggests that MC1R gene expression may be regulated by MITF (which can increase MC1R

activity up to five-fold) (Aoki and Moro, 2002). MC1R expression following UV induction is

dependent on the presence of the USF1 transcription factor, whereas constitutive gene expression

is not (Corre et al., 2004). Hence the rule for MC1R_melan is:

MC1R_melan = (ACTH_kerat AND USF1_melan AND MITF_melan) OR α_MSH_kerat
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Input node Target node Interaction type
DNA_Damage_kerat NFKB1_kerat activates

IKBKA_kerat NFKB1_kerat activates
MC1R_kerat NFKB1_kerat inhibits
PKC_kerat NFKB1_kerat activates

PRKCZ_kerat NFKB1_kerat activates

Table 3.3: Individual interactions for NFKB1_kerat as defined by (Raghunath et al., 2015)

Binding of α_MSH to MC1R results in elevated intracellular cAMP levels and reduced

NFKB activity (Garcin et al., 2009). ACTH serves as a precursor for α_MSH and α_MSH

binding stimulates MC1R but it is only MC1R that interacts and inhibits basal NFKB levels in

keratinocytes. IKBKA inhibits/destabilizes NFKB by phosphorylating it at ser-932 (Heissmeyer

et al., 1999). DNA-damaging agents activate NFKB in a canonical IKK complex-dependent

fashion. Upon activation of the IKK complex, the IKKβ subunit directly phosphorylates NFKB-

associated IKBKA, leading to its proteasomal degradation and release of p65/p50 heterodimer.

Free NFKB then translocates into the nucleus and regulates gene transcription (Beals et al., 1997;

Hirotani et al., 2004). phosphorylation of p50 and p65 by the catalytic subunit of protein kinase

a (PRKACA) and PRKCZ is essential for NFKB DNA binding and transactivation activity

(Goon Goh et al., 2008; Perkins, 2007; Guan et al., 2008; Duran et al., 2003).

Taking together all the information, the Boolean rule for NFKB1_kerat can be written as:

NFKB_kerat = IKBKA_kerat AND (NOT MC1R_kerat) AND PKC_kerat

AND PRKCZ_kerat AND DNA_Damage_kerat

Input node Target node Interaction type
AKT1_melan CREB1_melan Activates

MAPK14_melan CREB1_melan Activates
PRKACA_melan CREB1_melan Activates
PRKG1_mlean CREB1_melan Activates

PRS6KA1_melan CREB1_melan Activates

Table 3.4: Individual interactions for CREB1_melan as defined by (Raghunath et al., 2015)

In order to activate the transcription factor CREB1, it is must be phosphorylated. There

are two possible pathways to achieve this: through cAMP/PRKACA signaling or through the

involvement of Akt, MAPK14, PRKG1, and PRS6KA1 (D’Mello et al., 2016; Berthon et al.,

2015; Zhang et al., 2012b; Pugazhenthi et al., 2000; She et al., 2002). CREB1 activation can

be achieved by either cAMP or PRKACA alone. If these are absent, Akt, MAPK14, PRKG1,

and PRS6KA1 are all required for activation via serine-133 phosphorylation. As a result, the

Boolean rule for CREB1 is:
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CREB1_melan = (cAMP_melan OR PRKACA_melan) OR (AKT1_melan AND

MAPK14_melan AND PRKG1_melan AND RPS6KA1_melan)

Likewise, rules were formulated for all 265 nodes through manual curation. The simulations

were performed using MATLAB 9.5 (R2018b, Mathworks) and synchronous updating was used

throughout. The simulations of both the Lee model and the new model were conducted with

varying percentages of UV input, where the percentage of updating steps when the UV node

state is on was fixed to match the UV percentage. For each UV level, the activity at steady-state

of the output node was calculated as a sum of the last 100 of 1000 updating steps for each of

100 random initial conditions. The sequence of zeros and ones representing the on and off states

was randomized using the MATLAB function randperm to ensure that there was no discernible

pattern.

3.3.2 Comparison with existing model

The largest known Boolean model for melanogenesis so far is the one created by Lee et al,

which comprises 62 nodes (Lee et al., 2015). By comparing the networks used by Lee et al

and this work, it was discovered that 56 nodes are common between them. The sensitivity

of these 56 common nodes was compared to the sensitivity reported by both studies. Lee et.

al. used simulations of their Boolean model to predict how individual nodes would respond to

varying levels of UV input. Similarly, we performed simulations with synchronous updating and

calculated the similarity in profiles for the 56 common nodes in terms of the Pearson correlation

coefficient for their UV response. To determine the correlation between a node in the new model

and the corresponding node in the Lee model, we calculated the Pearson correlation coefficient for

steady-state values/output using the equation Ri = correlation(Sl
i, Sn

i ), where R is the Pearson

correlation coefficient, Sl
i is a vector representing activity at steady-state of node i in the Lee

model for all levels of UVB inputs, and Sn
i ) is a vector representing activity at steady-state of the

same node (i) in the new model. It is important to note that the Pearson correlation coefficient

is a rough measure for comparing the results of a qualitative model that has been simulated

with a random input sequence for each UV level. Therefore, its interpretation is intended

to be qualitative in nature (i.e., roughly similar, indicated by a substantially positive value,

or anticorrelated, indicated by a large negative value) rather than as a quantitative similarity

measure.
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3.3.3 Perturbation Analysis

The analysis of Boolean networks involves identifying nodes that have a significant impact on

a specific output when perturbed. Here, we have come up with two novel methods of func-

tion perturbation, which we have utilized to identify sensitive nodes in two specific networks.

Our methods are widely applicable to any Boolean model or probabilistic Boolean model. We

applied these perturbations to the melanogenesis signaling network (Lee et al., 2015) and D.

melanogaster segment polarity network (Albert and Othmer, 2003). The two new function per-

turbation methods to identify sensitive nodes will be described below, followed by the application

of these methods on existing Boolean networks.

3.3.4 Two new function perturbation methods

In a network, each node j is associated with a variable xj(t) that describes its expression level

at time t. In Boolean models with synchronous updating, the future state of node j xj(t + 1),

is determined by a logic rule that uses the current states of its regulators (inputs). This rule is

denoted by i.e., xj(t + 1) = Fj [x(t)], where Fj is a Boolean rule and x is the vector of all node

states.

The natural environment for biological processes is inherently noisy, so we conducted a

simulation to study the effects of two permanent defects in the regulatory network. These defects

occur in nodes when input signals are misinterpreted or output calculations are incorrect, even

when the inputs are received correctly. To capture these perturbations, we used two methods: the

function of not (FoN) and not of function (NoF), as shown in Figure 3.1A. Biological regulatory

networks are similar to electrical circuits, where nodes are components that receive inputs and

produce an output based on the input. The NoF perturbation simulates a defective node that

reads inputs correctly but produces incorrect output. For example, a node that is activated by

the binding of two components would be deactivated in a malfunctioning node with an NoF

perturbation if both inputs are present. The FoN perturbation simulates a node that functions

properly in logic but misreads the inputs, resulting in a node that is active only when both

inputs are absent. We incorporated these perturbations by flipping the output of the function

(NoF) or by flipping all the inputs to the function (FoN), as illustrated in Figure 3.1.

The effect of node perturbation on the output is evaluated by comparing it with the out-

put in the absence of perturbation (WT) using similarity metrics like correlation coefficient and

Euclidean distance. The steady-state values/pattern of output for the WT and perturbed net-

work are calculated before and after function perturbation using equations to determine the

correlation and distance between them.
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Figure 3.1: Methods of function perturbation with an example :(A) FoN and NoF Equations (B)
Example model, (C) Both a and b are required to activate c but ‘NoF’ perturbation (c1) will
result in inhibition of c, i.e. not of output. Similarly, with ‘FoN’ perturbation (c2) only inputs
are flipped

Rk
i ,j = correlation(Sk

i ,j , S0
i )

Dk
i ,j = distance(Sk

i ,j , S0
i )

AvgDk
i ,j = distance(Sk

i ,j , S0
i )/n

Here nature of perturbation is denoted by kϵ{0, 1, 2},iϵ{outputnodes} and jϵ{allnodes} re-

spectively. R is the correlation coefficient, D is Euclidean distance and AvgD is the average dis-

tance across all the n levels of UV or in general over the length of the vector S0
i . Sk

i ,j ,represents

this activity at steady-state vector of output node i for all levels of UVB input when node j is

subjected to a perturbation of type k, where k = 0, 1, 2 represents no perturbation (WT), NoF

perturbation and FoN perturbation, respectively. S0
i denotes the steady-state activity of output

node i for WT condition (k = 0) for all levels of inputs. We apply these perturbations to two

existing Boolean models. The identified sensitive nodes were then compared with those given in

previous studies for constitutive state perturbation.

For the newly developed boolean model, we focused on nodes related to pigmentation and
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cell survival in melanocytes and keratinocytes, which were the same nodes used in a previous

study by Lee et. al. Two types of perturbation methods were used: constitutive activation

and inhibition. The goal was to identify targets in the network that could reduce pigmentation

while ensuring safety. Lee et. al. had previously developed these methods. The researchers

simulated constitutive activation and inhibition of each node by setting the node state to 1

and 0, respectively. The UV input was varied from 0% to 100%. They obtained a "wild-type"

profile of the average state of each node at each UV level in the absence of any perturbation.

The sensitivity of each node was estimated by calculating the post-perturbation change in the

profile of four output nodes: BCL2 in keratinocyte (BCL2K), BCL2 in melanocyte (BCL2M),

eumelanin, and pheomelanin.

3.4 Results

3.4.1 New model for melanogenesis captures the response of the system to
UV

Despite the vast size of the state space in the melanogenesis network, steady-state was observed

within 1000 updating steps after running simulations for 2000 updating steps. We conducted

simulations using 10, 50, 100, and 150 initial conditions and found that mean and standard devi-

ation values remained largely constant when using 100 or more initial conditions. We calculated

the attractor mean value as the average of the last 100 updating steps. The UV input’s likelihood

of being on or off was allocated at random for each simulation run, and the intensity of UVA and

UVB was set to 0%, 25%, 50%, 75%, and 100%. Every iteration included randomization of the

initial states of every node (50% ’0’ and 50% ’1’), and the mean value presented is an average of

100 initial conditions. By monitoring the steady-state activities of the output nodes eumelanin,

pheomelanin, and BCL2-kerat, the pigmentation state and apoptotic balance of the cells were

identified. The findings (Figure 3.2) show that the melanogenesis network model accurately

reflects the qualitative characteristics of the known biochemical processes of the species in the

system. According to studies in the literature, exposure to UV radiation increases skin pigmen-

tation. Our simulations demonstrate that both models anticipate a drop in BCL2-K levels with

UV, which is in line with experimental findings (Tadokoro et al., 2005; Gillardon et al., 1994).

In addition to eumelanin and pheomelanin, there are 7 other terminal nodes in the graphical

network of Raghunath et. al., and our model successfully captured the qualitative response of

these target nodes to changing UV levels (Figure 3.3). A study by Gillardon et. al. showed that

UV irradiation of mammalian skin cells causes growth arrest and cell death followed by hyperpro-
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Figure 3.2: Qualitative, individual input–output relationships in the Boolean model of melano-
genesis network. The nodes for keratinocytes and melanocytes are denoted by ’kerat/K’ and
’melan/M’, respectively. The activity at steady-state of each output node is represented by a
single point, which reflects the average value. The standard deviation is represented by error
bars, while the correlation coefficient is denoted by R. Error bars represent the dispersion of
results obtained from 100 distinct initial conditions. Row (A) shows the comparison between
melanin from the Lee model and eumelanin and pheomelanin from the new model. (B) Com-
parison of BCL2 activity between both models.

liferation of epidermal cells (Gillardon et al., 1994). According to Scott and Cassidy’s research,

hormones and exposure to ultraviolet light can stimulate dendrite formation in melanocytes

(Scott and Cassidy, 1998). Bessou et al discovered during their investigation of pigmentation

physiology that UV irradiation speeds up melanosome transfer from dendritic melanocytes to

keratinocytes (Bessou et al., 1995). Another study by Bivik et. al. demonstrated that UV radi-

ation causes anti-apoptotic factors such as BCL2 to be transported to the mitochondria, where

they prevent the release of cytochrome C in the cytoplasm, ultimately safeguarding the cell from

apoptosis (Bivik et al., 2006). Despite the construction of Boolean rules for each node in the

extensive network, the model’s predictions for the output response to varying UV exposure are

consistent with these experimental findings.

3.4.2 Comparison with the Lee model

We compared our results with the output of the Lee model by quantifying the similarity between

the nodes using the correlation coefficient. To do this, we calculated the correlation between a
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Figure 3.3: The qualitative relationships between individual inputs-outputs in the melanogen-
esis network. The term ’kerat’ refers to the nodes of keratinocytes, while ’melan’ refers to the
nodes of melanocytes. Each data point represents the average activity at steady-state of the out-
put node at five different UV exposure levels (0%, 25%, 50%, 75%, and 100%). The error bars
represent the standard deviation. The following relationships were observed:(A) A positive cor-
relation was found between UV exposure and cell-cycle-arrest-melan. (B) A positive correlation
was found between UV exposure and cell-survival-melan. (C) A positive correlation was found
between UV exposure and cell-proliferation-melan. (D) A positive correlation was found between
UV exposure and dendrite-formation-melan. (E) A positive correlation was found between UV
exposure and melanosome-biogenesis activation. (F) A positive correlation was found between
UV exposure and melanosome-phagocytosis. (G) A negative correlation was found between UV
exposure and apoptosis-melan.

node in our model and its corresponding node in the Lee model, specifically for steady-state val-

ues/output, using the equation described in the methods section. Figure 3.4 displays a selection

of nodes and their corresponding correlation coefficients.

Of the 56 common nodes between the models, 46 were positively correlated (Ri 0.3, see

Figure 3.5). These nodes included critical nodes, such as eumelanin, pheomelanin, and BCL2 in

keratinocytes and melanocytes, as defined by Lee et. al. On the other hand, the list of negatively
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Figure 3.4: Comparing the effect of UV radiation on the few selected nodes in the existing
model and the newly developed Boolean model. The activity at steady-state of the output node
was measured at five different UVB levels (0%, 25%, 50%, 75%, and 100%). The standard
deviation was represented by error bars, and the correlation coefficient was denoted by R. In
the new model, the keratinocyte and melanocyte modules were equivalent to K and M in the
Lee et al model.

correlated nodes included kinases, as well as a few other nodes like adenylate cyclase and CREB.

A comparison of the Boolean rule between the two models revealed that while some nodes

had identical rules and regulating nodes, several others had different participating nodes. This

outcome was expected due to the presence of additional nodes in the new network.

3.4.3 Identification of sensitive nodes in the new model

We determined the impact of perturbation in the melanogenesis network by comparing the activ-

ity profiles of output nodes, including eumelanin, pheomelanin, BCL2_melan, and BCL2_kerat,

with their unperturbed profiles under 0%, 25%, 50%, 75%, and 100% levels of UVB exposure.

The perturbations were designed to mimic knockouts and continuous activation of certain nodes,
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Figure 3.5: Comparing the effect of UV radiation on the few negatively correlated nodes in
the existing model and the newly developed Boolean model. The activity at steady-state of the
output node was measured at five different UVB levels (0%, 25%, 50%, 75%, and 100%). The
standard deviation was represented by error bars, and the correlation coefficient was denoted by
R. In the new model, the keratinocyte and melanocyte modules were equivalent to K and M in
the Lee et al model.

and nodes that caused constant activation or inactivation of output nodes were deemed "sensitive"

and marked as such in Table 3.5. Nodes were considered sensitive if their activation/inactivation

represented a qualitative departure from the unperturbed system dynamics. The comparison

between the new and previous models revealed that the new model had a greater number of

sensitive nodes, as expected given its larger size and complexity. Fewer sensitive nodes were

consistently identified in both models, including MITF and CREB, the key transcription factors

involved in melanogenesis regulation.

The new model identifies nodes that are not part of the Lee et. al. model as sensitive,

including dopachrome and tyrosinase, both of which have experimental support for their impor-

tance in the melanogenesis process. Dopaquinone reacts with cysteine or glutathione to produce
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the benzothiazine derivatives of pheomelanin, while tyrosinase catalyzes the tautomerization of

dopachrome to 5, 6-dihydroxyindole-2-carboxylic acid (DHICA), which is later oxidized to eu-

melanin (Ebanks et al., 2009). By inhibiting lipid peroxidation, protocatechuic acid decreases

melanin production in α_MSH induced B16 cells (Chou et al., 2010). 4-HNE is a highly reactive

molecule made from lipid peroxidation reactions caused by ultraviolet radiation exposure. PLC

is responsible for producing secondary messengers called IP3 and DAG. DAG activates PKC,

which then activates other proteins in the cytosol like NFKB (HUANG et al., 2011; Adams et al.,

2007). KIT is a growth factor produced by keratinocytes that stimulates Ras phosphorylation by

activating a signaling pathway composed of KIT receptor, SHC protein, GRB2 and SOS. As a re-

sult, Raf1 and MAPK pathways are activated (Imokawa and Ishida, 2014). This chain reaction of

activation results in MITF phosphorylation, which allows the transcriptional coactivator CREB

to be recruited. This, in turn, leads to the transcription of melanogenic enzymes TYR, TYRP1,

and TYRP2 (Hemesath et al., 1998; Rönnstrand, 2004; Buscà et al., 2000). The new model has

429 connections between 265 nodes making it difficult to apply function perturbations. However,

we applied our newly developed function perturbation methods to existing smaller models and

found that it is successful in identifying previously unreported sensitive nodes.

Figure 3.6: Distribution of coefficient correlation (R) values in the new model.R values are
obtained by comparing the response of common node to varying UV levels
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Sensitive nodes Insensitive nodes

(Lee model) (Lee model)

Sensitive MITF_melan, FourHNE_kerat, ADCY4_melan, α_MSH_kerat,

Nodes CREB1_melan, Calcium_cyt_kerat, CASP3_kerat, Ceramide_kerat,

(new model) cAMP_melan, DFFB_DFFA_kerat, DFFB_kerat, DNA_Damage_kerat,

RAF1_melan DOPA_melan, dopachrome_melan, Dopaquinone_melan,

IKBKA_kerat, IP3_kerat, Lipid_Peroxidation_kerat,

MITF_EP300_melan, NFKB1_kerat, PKC_kerat,

PLC_kerat, PRKCB_melan, PRKCZ_kerat, RYR1_kerat,

TNF_kerat, TYR_melan, HRAS_melan,

SOS1_GRB2_SHC1_melan, ACTH_kerat,

Indole_5_6_quinone_carboxylic_acid_melan,

Indole_5_6_quinone_melan, PRKACA_melan, TP53_kerat,

MAP2K1_melan, MAP2K2_melan, MAPK1_melan,

MAPK3_melan, RPS6KA1_melan, Cysteinyl_DOPA_melan,

Glutathionyl_DOPA_melan, NGF_kerat

Insensitive ASK1M, MKK6M, p38M,

Nodes GSK3bM, ERKM, AktM, 30 common insensitive nodes in both models

(new model) PI3KM, PDK1M, MEKM,

bcateninM, ASK1K,

MKK6K, p38K, AktK,

EGFRK, PI3KK, PDK1K,

BCL2K, MITFproteinM,

MKK4M, JNKM, p53M

Table 3.5: Sensitive nodes identified in both models. A sensitive node is one that is identified as

sensitive when constitutively activated or inhibited, but does not belong to the other model

3.4.4 Effect of function perturbations in the Lee model

By comparing the activity profiles of the output nodes melanin, BCL2M, and BCL2K to their

respective unperturbed output profiles for the inputs of 0%, 25%, 50%, 75%, and 100% UVB,

the effect of function perturbations in the melanogenesis network was calculated. The change

in the output’s activity profile was determined using the metrics mentioned in the methodology
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section. Nodes with correlation coefficient values less than 0.8 or the top five Euclidean distance

scores were chosen as sensitive nodes (Table 3.6). Figure 3.7 shows sensitive nodes with a

correlation coefficient of 0.8. The network’s nodes were also subjected to constitutive activation

and inhibition perturbations, as described by Lee et. al., and their effects on the outputs were

evaluated using the same metrics. The sensitive nodes were subjected to function perturbation,

which produced a Euclidean distance score for melanin between 126 and 180. This is the same

as AvgD >= 25. Likewise, the AvgD scores for BCL2M and BCL2K were in the range of 21–24

and 20–30, respectively. For constitutive activation and inhibition, the average D values for

melanin, BCL2M, and BCL2K are respectively 30-36 and 7-9, 30-32 and 12-20. With a few

exceptions, the comparison revealed that the majority of the nodes classified as sensitive by

function perturbations coincide with the findings of state perturbation analysis (non-underlined

nodes in Table 3.6). There are reports in the literature that point to the significance of these

nodes. For instance, an experimental work by Jost et. al. demonstrated that down-regulation

of BCL2 expression and higher vulnerability to cell death induction are both related to the

suppression of MAPK/ERK kinase (MEK) enzymatic activity in keratinocytes (Jost et al.,

2001). Moreover, nodes identified as sensitive by the new techniques and perturbations caused

by constitutive activation/inhibition are supported by published data. For instance, it is known

that activation of the MITF promoter, which encourages melanogenesis, activates the cAMP

response element-binding protein (CREB) (Saha et al., 2006).

3.4.5 Effect of function perturbations in D. melanogaster segment polarity
network

The way in which the D. melanogaster segment polarity gene is expressed and maintained in-

volves interactions between different gene products such as secreted proteins, receptors, and

transcription factors that are expressed by cells in a particular area. Von Dassow developed

a continuous state model for predicting patterning and concluded that it was robust to the

choice of reaction rate constants. (von Dassow et al., 2000). Albert and Othmer took this

idea further by creating a Boolean model of the regulatory network, which did not require

any rate parameter (Albert and Othmer, 2003). This model consisted of 14 cells across four

parasegments, with each cell having 15 nodes. Simulations were performed using Boolean up-

dating rules and initial conditions specified by Albert and Othmer (Albert and Othmer, 2003).

The simulations were carried out until the system reached an attractor state and then per-

turbations were applied to individual nodes by subjecting them to constitutive activation or

inhibition. The sensitivity of nodes was identified by a qualitative difference in the attrac-

tor state or by a 20% difference in node states compared to the wild-type. The simulations
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were conducted using MATLAB 2015b. For each node in all the cells in all the parasegments,

the Boolean function was perturbed in order to find sensitive nodes in the segment polarity

network. For a selected few nodes, it was found that when the logic function was disturbed,

the system tended to move closer to a cyclic attractor. This circumstance greatly contrasts

with the WT pattern, in which the system approaches a point attractor. It suggests a dy-

namic behaviour in the system, possibly indicating a periodic or oscillatory response under cer-

tain conditions of perturbation. As a result, these nodes were considered sensitive (Table 3.7).

The Euclidean distance was determined for the remaining nodes (node perturbations resulting

in point attractors), and if the distance was more than 3.35, the node was classified as sensitive.

This is comparable to the requirement that when a given node is perturbed, the expression

value for at least 20% other nodes (11 out of 56) should change. Previous constitutive inhibition

investigation has demonstrated that null mutations of specific genes in the segment polarity net-

work produce various steady-state patterns, such as "no segmentation pattern" and "wide stripes

pattern" (Albert and Othmer, 2003). Similar to how critical and benign nodes are recognized

by transient perturbation, these are nodes where a disturbance results in an alternate steady

state or the "wide stripes pattern" (Subramanian and Gadgil, 2010). Using the new function

perturbation techniques, we were able to successfully identify the majority of the nodes that

had been previously classified as sensitive. There are also some rare cases in which previously

recognized sensitive nodes are not revealed to be so by FoN or NoF perturbations, and new

nodes are discovered to be sensitive (Table 3.7). Our data show that patterning is responsive

to cubitus interruptus disruption. The findings of Albert and Othmer are in contrast with this.

Curiously, the experimental literature also appears to be mixed, with one report claiming that

cubitus interruptus (CI) is not necessary before embryonic stage 11 (Gallet et al., 2000) and

another claiming that CI is "absolutely required" for hedgehog signaling (Méthot and Basler,

2001). Several perturbation approaches can be used to evaluate sensitivity because it appears

likely that the node sensitivity varies under various circumstances.
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Constitutive
activation

Inhibition NoF FoN

Melanin

MITFproteinM,

PKCM, RasM,

ET1K, ETRM,

SGM, IL1K

ERKM, AktM,

PI3KM, RafM,

PDK1M, MEKM,

MITFproteinM,

bcateninM, CREBM,

IL1K, ASK1M,

MITFmRNAM,

p38M,

MKK6M

MITFproteinM, SGM,

IL1K, RasM, ET1K,

ETRM, PKCM

RasM, ET1K,

MITFproteinM,

ETRM, PKCM

BCL2M

AktM, PI3KM,

PDK1M, PKCM,

ET1K, ETRM,

RasM, SGM,

IL1K

ASK1M, p38M,

MKK6M, AktM,

PI3KM, PDK1M,

CREBM

SGM, IL1K, AktM,

RasM, ET1K, ETRM,

PDK1M, PI3KM

RasM, ET1K,

ETRM, PKCM,

PDK1M, AktM

BCL2K

ASK1K, MKK6K,

p38K, MKK4K,

JNKK, p53K,

RasK, ERKK,

RafK,

SGK

PDK1K, PI3KK,

EGFRK,

AktK, ASK1K

MKK6K, p38K, ASK1K,

JNKK, MKK4K, RasK,

SGK

MKK6K, p38K,

JNKK,

MEKK, RasK

Table 3.6: The table displays the nodes that have a significant impact on melanin, BCL2M

and BCL2K activities when subjected to different methods of perturbation such as activation,

inhibition, NoF and FoN. The nodes with the highest Euclidean distance scores and correlation

coefficient values less than negative 0.8 are presented for each perturbation method. Nodes that

are sensitive to at least one method of function perturbation and one of constitutive activation

or inhibition are underlined
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Figure 3.7: Effect of function perturbation (left column – NoF and right column – FoN) of

selected nodes on UVB-induced skin pigmentation and BCL-2 expressions. Each data point rep-

resents the average steady-state activity of the output node at 0, 25, 50, 75 and 100% of UVB.

The error bar represents the standard deviation. Steady-state value of WT and Lee et. al. WT

fall under each other’s standard deviation. (a) A positive relationship between UVB and melanin

synthesis (WT) is seen for k=0. A negative relationship is observed when function perturbations

are applied to certain nodes, implying a large average distance and negative correlation. Effect

of perturbing PKCM, ETRM and ET1K on melanin are quantitatively identical, (b) Nodes that

greatly affect WT activity of BCL2M on ‘NoF’ perturbations. Lee et. al. WT values are not

available for BCL2M, (c) A negative relation between UVB and BCL2K activations. Perturba-

tion in the GRB) and SOS complex, SG, and RAS in keratinocytes result in a quantitatively

overlapping positive relationship. 48
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NoF FoN Transient
perturbation

Gene mutation
(knockout)

Nodes with
cyclic attractor

en(1), en(2),
EN(1), EN(2),
wg(2), wg(3),
wg(4), WG(3),

WG(4), PTC(1),
hh(1), hh(2),
HH(1), SMO(4)

EN(1), EN(2),
wg(3), wg(4),

WG(3), WG(4),
hh(1), HH(1)

wg(1), wg(3),
wg(2), WG(1),
WG(3), en(2),

en(4),EN(2),
EN(4), hh(2),

hh(4), HH(2),
HH(4), ptc(1),
PTC(1),

PTC(3), SMO(3)

wg(1), wg(2),
wg(3), wg(4),
en(1), en(4),

en(2), en(3),
hh(1), hh(2),
hh(3), hh(4),
ptc(1), ptc(2),
ptc(3),

ptc(4)

Nodes with
point attractor

en(4), EN(4),
wg(1), WG(1),
PTC(3), CI(1),
hh(4), HH(2),
HH(4), CIR(1),
CIR(4), SMO(3)

en(1), en(4),
EN(4), WG(1),
PTC(3), CI(1),
HH(2), HH(4),
SMO(3)

Table 3.7: Comparison of nodes identified as sensitive using the "NoF" and "FoN" methods with
those identified as critical using transient perturbation and gene mutation methods. The cells
they belong to in relation to the parasegment are indicated by numbers in parenthesis (1-4).
Both the function perturbation method and the transient perturbation/gene mutation method
identify the underlined nodes as sensitive.

3.5 Discussion

We developed a new 265-node Boolean model for melanogenesis, compared it to the existing

model, and found the network’s sensitive nodes. The interaction network created by Raghunath

et. al. and the Boolean model created by Lee et. al. are two solid foundations around which the

model is built. The pioneering 62-node Lee et. al. model for skin pigmentation is the dynamic

model that comes closest to this research. It is the only publicly accessible Boolean model of

melanogenesis. The model is, however, more simplified and does not depict minute aspects of the

melanogenesis procedure. Tyrosine, L-DOPA, cysteinyl L-DOPA, Dopaquinone, and TYRP1, for

instance, are intermediate components that link MITF to the formation of melanin but are not

included in the Lee model (Fang and Setaluri, 1999; Simon et al., 2009). The transfer of melanin

to the upper layer of skin is explained by biological processes like melanosome biogenesis, dendrite

formation, and melanosome phagocytosis, and information about these processes is included in

the network built by Raghunath et. al., which serves as the foundation for the nodes in this

model.

We discover that the majority of common nodes respond to UV stimulation in a manner that

is consistent with Lee et al’s descriptions. MITF, BCL2, β-catenin, and melanin are examples
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of output nodes that exhibit a correlation value of > 0.5 despite the presence of numerous more

intermediary nodes between the UV input and the output nodes. As a result, we can show that

the extension of the network has no significant impact on the predictions of the smaller Lee

model. We believe that our study is an improvement over the Lee model because it contains

more information about molecular interactions than the Lee model and because it allows one to

examine the impacts of numerous components that are lumped together in the Lee model.

In the two models, a few nodes react to rising UV levels differently. We have done a thorough

analysis of all 11 anti-correlated nodes, including their UV response in both the Lee model and

this model. The new larger model is more in line with the experimental literature, despite the fact

that some nodes exhibit clearly distinct behavior (increasing with UV in one model and reducing

in the other). This is evident from our review of the literature. There are other responses

that appear to be non-monotonic, including (α_MSH_kerat, MC1R_melan, TP53_kerat, and

TP53_melan). In the Lee et. al. model, these compounds exhibit an early rise in expression

followed by a slow decline, whereas, in the new model, their expression rises steadily with

increasing UV exposure. Also, we have found experimental research that confirms the hypothesis

that UV stimulation does boost the expression of these substances. While investigating the

pigmentary responses in mouse melanoma cells, Chakraborty et. al. discovered that epidermal

melanocytes and keratinocytes respond to UVR by boosting their expression of α_MSH and

ACTH, which up-regulate the expression of MC1R (Chakraborty et al., 1995).

After subjecting the system to constitutive activation and inhibition, we found numerous

sensitive nodes that significantly alter the activity of the output nodes eumelanin, pheomelanin,

and BCL2. Among the few nodes that are frequently designated as sensitive in both models

are MITF, cAMP, and CREB (Table 3.5). According to various studies, MITF is a crucial

regulator of melanogenesis, and its blockage results in the process’ cessation (Park et al., 2004;

Chung et al., 2009). Moreover, it is known that tyrosinase and MITF are situated upstream

of cAMP and CREB in the pathway (Lee et al., 2015; Kim et al., 2008). So, a change in

their activity will undoubtedly have an impact on the amount of melanin in the skin (Lehraiki

et al., 2014). A few nodes are identified as being crucial for the BCL2 activity in keratinocytes

and melanocytes despite not being sensitive in the Lee model. A few of these include NFKB1,

ADCY4, TP53, PKC, and PRKCZ. The experimental data and their outcomes agree. For

instance, while examining the function of NFKB in skin biology, Fullard et. al. discovered

that knocking down NFKB or activating it constitutively causes epidermal hyperplasia in mice

(Fullard et al., 2013). According to the study, NFKB is the principal regulator of epidermal

homeostasis. In keratinocyte-melanocyte signaling, TP53 is crucial. Wei et. al. demonstrated

through a binding site analysis of TP53 that the majority of the key paracrine factors released
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from keratinocytes after UV exposure are possibly regulated by p53 and that p53 disruption

may lead to the dysregulation of cytokine signaling in keratinocytes (Wei et al., 2006). Li et. al.

examined the function of PKC and its isoforms in another study. Their findings suggested that

overexpression of PKC and its isoform modulates cell survival pathways in response to external

stimuli and negatively regulates Akt phosphorylation and kinase activity in mouse keratinocytes

Li et al. (2006a).

To thoroughly map the number of attractors and their basins of attraction, it would be

interesting to conduct a comparative investigation of the dynamics of both the Lee model and

this model. In all scenarios, the system reaches a number of cyclic attractors for 100% UV. Just

a small percentage of these states have melanin-related nodes that are active. This is the cause of

the simulation results for both models showing that melanin does not reach 100% when the UV

is always on (UV = 100%). In the 100 initial states sampled for our model, we find 16 distinct

cyclic attractors ranging in size from fixed points to 16 nodes. Eumelanin and/or pheomelanin

is active in about 8 of the 16 states comprising each of the large attractors.

The model presented here is the largest Boolean model for melanogenesis reported to date,

with about four-fold more nodes compared to Lee model. We believe it will provide a tool for the

simulation and analysis of the complex interplay between keratinocytes and melanocytes that

results in melanogenesis.

We used the existing smaller melanogenesis signaling network and the segment polarity net-

work models to test our newly developed dynamic function perturbation methods, namely FoN

and NoF. To our knowledge, the SIF and SIN perturbation methods formulated by Garg et. al.

are the closest to FoN and NoF. However, there are significant differences between these two

methods. NoF changes the state of the output node when it is implemented, and when that

node has a flaw, it is comparable to SIN for a specific update period. As opposed to SIN, which

allows different nodes to be defective at various points throughout a single simulation instance,

the NoF method has a "permanent" flaw that lasts the duration of the simulation. We also find

that predictions using NoF are consistent with other perturbation studies in contrast to the ‘im-

plausible’ results obtained using SIN (Garg et al., 2009). SIF perturbations take the unlikelihood

of transcription without activation as an example and make the assumption that defects only

occur in active nodes. Nevertheless, switch-on defects and leaky transcription are also known to

occur. Switch-on and switch-off defects are both a part of our FoN disturbance. Conceptually,

we view such a disturbance as a defect in our ability to correctly interpret each input signal.

Consideration of a fault in how a multi-input node interprets one of its inputs might make for an

intriguing follow-up study. Unfortunately, this would make it more difficult to compare nodes

with different numbers of inputs. Each of the two perturbations has been applied to two different

51



Boolean modeling of melanogenesis pathway

models, varying in size and complexity (the segment polarity network with 13 nodes each in 4

cells and the melanogenesis network with 64 nodes in two cell types). Implementation was not

straightforward, as neither method calls for new node inputs and only modifies the ones that

already exist in the truth tables. Also, we have confirmed that it is feasible to perturb a bigger

network (about 100 nodes; results are not shown) using these methods. We have just examined

the perturbed networks in terms of identifying vulnerable nodes. A better understanding of

the stability of the phenotype can result from the impact of minor perturbations on attractor

states and trajectories (Yao et al., 2017). Further analysis of the effects of such perturbations

on the attractors and their basins of attraction would be desirable but very challenging for large

networks. It would be useful to conduct more investigation of how such perturbations affect

the attractors and their basins of attraction, but doing so would be extremely difficult for large

networks, even ones of the size of the network involved in melanogenesis. Signaling pathways and

cancer pathways have been studied using larger Boolean networks (Fumiã and Martins, 2013;

Ryll et al., 2011). But it might be difficult, particularly for networks with asynchronous updat-

ing, to analyze the attractor states of vast unperturbed networks (Saadatpour et al., 2010). We

have focused on the identification of node sensitivity and have not conducted an examination of

the state space of the perturbed networks in this work, despite the existence of methods (Neff

et al., 2013; Choo and Cho, 2016) for identifying attractors for large networks, such as the cancer

pathways network. The approaches are equally relevant to asynchronous updating even if we

have only employed synchronous updating because they both entail a time-invariant change to

the truth table. The adjusted truth table corresponding to NoF and FoN perturbations can be

updated in the order and frequency specified by a specific asynchronous updating technique.

We compared the outcomes of our methods with those of other approaches in order to

determine if FoN and NoF perturbations could successfully locate sensitive nodes in the network.

Sensitivity is anticipated to depend on the type of perturbation introduced into the network.

The melanin activity was discovered to be sensitive to MITFproteinM, while PDK1M and AktM

were revealed to be crucial for sustaining BCL2M level. However, in the case of melanogenesis,

a few nodes were robustly identified as sensitive regardless of the perturbation method applied

to them. According to a published experimental finding, MEKK is identified as a sensitive node

that is crucial for BCL2K activity as a result of FoN perturbation. In the segment polarity

network, nodes were labelled as "sensitive" if a perturbation caused a deviation from the WT

pattern. We were able to pinpoint a few new nodes that are crucial for maintaining the WT

steady-state pattern, such as the posterior cells of the parasegment, where an imbalance between

the cubitus interruptus transcriptional activator (CIA) and cubitus interruptus transcriptional

repressor (CIR) results in the mutant state (Chaves et al., 2005). We were able to recognize CI as
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a sensitive node, which is consistent with some experimental reports (but not all of them). The

data suggest that several perturbation methods may capture different biological conditions since

conflicting reports are likely to indicate that the sensitivity varies depending on the experimental

environment investigated. Hence applying several perturbation techniques to the network may

be necessary for a thorough determination of node sensitivity.

The majority of the nodes identified by our methods as sensitive are likewise characterized

by constitutive activation/inhibition as sensitive. This implies that our approach is stricter than

constitutive activation/repression and that lowering the Euclidean distance cut-off criteria will

enable the identification of more sensitive nodes (inclusion of non-underlined nodes in Tables

3.6 and 3.7). To our knowledge, there is no theoretical conclusion that suggests an optimal

perturbation method. Individual cells and growing organisms do experience many stochastic

disturbances that come from both internal and external sources. Hence, based on the question

that needs to be answered, either a specific perturbation corresponding to a specific experiment

(for example, gene knockout) is applied to evaluate the effect on the network output, or a variety

of perturbation methods are applied to study node and network robustness. Two methods that

we think might be good additions to this group of perturbation methods for Boolean networks

are provided in this thesis. The nodes that were previously identified as sensitive by other

perturbation methods are further supported by these methods. More intriguingly, though, they

also result in the discovery of sensitive nodes that previous perturbation methods evaluated here

had missed. This implies that these novel methods query into system dynamics and responses

in a manner distinct from those of earlier methods. The collection of perturbations used to

evaluate the sensitivity of nodes and networks should therefore benefit from the addition of

these methods.

3.6 Conclusion

In our investigation of melanogenesis, the newly developed model, with its expansive network cap-

turing the intricacies of UV-induced responses, has exhibited substantial qualitative agreement

with known biological activities. Despite the considerable complexity of the system, simulations

revealed that steady states were reached within 1000 updating steps, validating the efficiency.

The model successfully replicated the impact of UV radiation on melanin levels, aligning with ex-

perimental findings that indicate increased skin pigmentation upon UV exposure. Furthermore,

the model captured the qualitative responses of various target nodes, including those associated

with cell cycle, survival, apoptosis, dendrite formation, and melanosome processes, corroborating

existing physiological knowledge.
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A direct comparison with the Lee et al. model demonstrated a noteworthy positive correlation

between the nodes, particularly in crucial elements such as eumelanin, pheomelanin, and Bcl-2.

While some differences in Boolean rules and regulating nodes were expected due to the increased

complexity of the new network, the overarching agreement supports the consistency of our model

with established melanogenesis dynamics.

Exploring the sensitivity of the new model, we identified a significant number of sensitive

nodes, reflecting its larger size and complexity. Notably, some nodes crucial for melanin produc-

tion, such as DOPAchrome and tyrosinase, were identified as sensitive in our model, demonstrat-

ing experimental validation for their importance. The nuanced understanding of melanogenesis

provided by this comprehensive model serves as a valuable resource for unraveling the intricate

regulatory mechanisms governing skin pigmentation.
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C H A P T E R 4

A systems model for vitiligo
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4.1 Introduction

4.1.1 About vitiligo

Vitiligo is a skin disorder characterized by the formation of amelanotic, non-scaley, chalky-white

macules with a clear border. These discolored areas of skin typically grow over time. The

prevalence of vitiligo is estimated to be between 0.08 and 2%, with higher rates (about 8.8%)

reported in India (Sehgal and Srivastava, 2007). Despite its classification as a cosmetic issue,

the consequences of vitiligo can be mentally distressing and can have a significant impact on

daily life (Grimes and Miller, 2018; Joge et al., 2022). Different cultural attitudes towards skin

integrity affect how the disease is perceived by patients and society. The extent and location of

skin affected by vitiligo can determine its impact on quality of life, with white patches on the face

and hands being particularly distressing. Additionally, vitiligo can be particularly prominent in

individuals with dark skin, while it may go unnoticed and undiagnosed in fair-skinned individuals.

Vitiligo typically appears as a number of skin spots, most frequently in a symmetric pattern,

on both sides of the body. So, if a spot is present on one side of the face, it is frequently matched

by a spot on the opposite side. A spot will spread across the center and involve the other

side if it is discovered close to the body’s center. When the patches are limited to mucosal body

regions such as the lips, inner nose, or genital regions, the condition is known as mucosal vitiligo.

Acrofacial vitiligo is the term used when the hands and/or feet are involved along with the lips

or other facial features. When the lips and fingertips are affected, it is called lip-tip vitiligo.

When the spots are confined to a small area, it is referred to as focal vitiligo. However, if the

patches of discoloration spread to involve larger areas of the body, it is known as generalized

vitiligo. In cases where most of the body is affected, typically more than 80%, it is classified as

universal vitiligo (noa, 2020). The age at which individuals present with this condition varies

from country to country. However, it is observed that most patients develop this condition before

they turn 40 years old. This means that individuals who are below 40 years of age are more

likely to develop vitiligo than those who are older. Another important risk factor for developing

vitiligo is a family history of the disorder. Individuals who have one or more family members

with vitiligo are at a higher risk of developing the condition than those without a family history.

This suggests that there may be a genetic component to the development of vitiligo. It is also

worth noting that vitiligo affects both men and women equally. There is no significant difference

in the prevalence of vitiligo between the two genders (Picardo et al., 2015; Mahajan et al., 2019).
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4.1.2 Theories of vitiligo pathogenesis

The etiopathogenesis of vitiligo is not entirely known, despite its old history and clinical impor-

tance. The majority of the currently available data is in favor of individual phenomena such as

autoimmunity, oxidative stress, local neural injury, chemical exposure, and or genetic predispo-

sition. Nonetheless, with further study and progress, newer insights into its etiopathogenesis are

still developing. An in-depth description of how each of these factors contributes to melanocyte

loss in vitiligo is given below.

The biochemical theory

The earliest circumstances that can cause vitiligo are not fully understood. Yet, multiple studies

suggest that exposure to specific environmental factors and a combination of intrinsic melanocyte

abnormalities may play a significant role in the development of the disease. One such important

environmental factor was identified back in 1939 when a group of factory workers developed

vitiligo. These factory workers made leather and wore rubber gloves to protect their hands from

the chemicals used in the process. It was discovered that the rubber gloves contained a chemical

called monobenzyl ether of hydroquinone (or monobenzone), which induced vitiligo. This same

phenomenon was observed in other industries, such as tanneries, plating works, and electrical

apparatus manufactories that used the same type of gloves (Oliver et al., 1939). These incidents

strongly suggested that chemicals can cause vitiligo and raised concerns about other potentially

harmful chemicals in everyday products. After this incidence, a number of products—the ma-

jority of which contain phenols—have been claimed to cause vitiligo. The cause of vitiligo has

also been linked to other chemicals, including 4-tertiary-butyl phenol (4-TBP), which is present

in adhesives, and 4-tertiary-butyl catechol (4-TBC), which is present in rubber and other items.

In India in 2009, a variety of commercial products that have been claimed to cause vitiligo were

identified by Ghosh and Mukhopadhyay. This includes cosmetic dyes that are occasionally ap-

plied to the skin, detergents, and permanent hair dyes (Ghosh and Mukhopadhyay, 2009). These

chemicals are similar in structure to the amino acid tyrosine, which melanocytes use to produce

the pigment melanin. When these chemicals enter the body, they are mistaken for tyrosine and

taken up by melanocytes, which can lead to inflammation and autoimmunity that can result in

vitiligo (Figure 4.1).

A recent example of this occurred in Japan in 2013, where a highly effective skin-lightening

cream containing rhododendrol, a phenol that resembles tyrosine, induced vitiligo in over 18,000

consumers who had used the product. Rhododendrol is found to compete with tyrosine for

hydroxylation by tyrosinase and interfere with melanin synthesis as do derivatives of phenols and
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Figure 4.1: Illustration of the development of chemical-induced vitiligo. Rhododendrol interferes
with tyrosinase. Consequently, this disruption triggers the cellular stress response, resulting in
inflammation and autoimmunity, leading to melanocyte destruction (Harris, 2017)

catechols, resulting in the effective prevention of melanin biosynthesis (Tokura et al., 2015). In

another study, Van den Boorn et al. found that when exposed to a monobenzone, the tyrosinase

enzyme undergoes a modification process known as quinone haptenation. This process involves

the formation of a new protein by covalently linking the enzyme and the chemical, which then

acts as a foreign antigen that could trigger an immune response. The modified protein is then

packaged into small particles called exosomes and secreted from the cells. These exosomes are

then absorbed by dendritic cells, which present the modified protein to autoreactive T cells

(van den Boorn et al., 2011).

The neuronal theory

The neural theory, initially introduced by Lerner in 1959, suggests that neuropeptides are re-

leased by nerve endings in response to local neuronal injury. In individuals with a genetic

susceptibility, the release of these peptides can initiate a series of events that ultimately result
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in the immune system attacking and destroying melanocytes (Figure 4.2). The theoretical claim

and several clinical observations served as the major foundation for the theory. On rare occa-

sions, vitiligo has been documented in a specific dermatomal region, such as the distribution of

the trigeminal nerve i.e. the nerve that provides sensory information and motor functions to

the face. An important proof of neuronal involvement is provided by the symmetrical distribu-

tion of the lesions (Al’Abadie et al., 1994). A case study described a patient with transverse

Figure 4.2: Neuronal hypothesis for segmental vitiligo (van Geel et al., 2012)

myelitis who experienced paralysis from the waist down. Interestingly, this patient only devel-

oped vitiligo lesions on specific areas of the body, including the face, upper body (neck, axillae,

arms, and hands) (Abadie et al., 2019). Such distribution of vitiligo lesions is uncommon in

patients with generalized vitiligo. Furthermore, there have been reports linking vitiligo to viral

encephalitis in toddler and multiple sclerosis patients who had Horner’s syndrome (Stolar, 1963;

BREATHNACH and WYLLIE, 1965). A diabetic patient who experienced severe diabetic neu-

ropathy experienced spontaneous re-pigmentation of their significant vitiligo (Breathnach et al.,

1966). A patient who experienced severe damage to the right brachial plexus, a collection of

nerves that govern the arm and hand, as well as the development of white patches of skin on

the same side of their body, is another case that supports this claim. Their upper arm, chest,

buttock, lower back, and scrotum all had these white patches (Chanco-Turner and Lerner, 1965).

The neurological explanation of vitiligo has gained support from studies on surgical transplants.

Haxthausen transplanted skin from a pigmented area to a non-pigmented area and vice versa.

He showed that, once the local signaling has been reestablished, transplant skin always takes on
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the characteristics of the area into which the graft is implanted (Chu et al., 2006). Melanocytes

are thought to move in the third trimester towards the epidermis, according to Hsin-Su Yu. The

neural crest is the source of both melanocytes and nerve cells (Yu, 2002). Melanoblast migrates

from the dorsal portion of the neural tube to the basal layer of the epidermis, the hair bulb,

the inner ear, and the meninges. According to a study, segmental vitiligo and malfunction of

the sympathetic nervous system, which controls "fight-or-flight" reactions, may be related. Ac-

cording to research on vitiligo lesions, sympathetic adrenergic innervation is more active than

normal. This may have an impact on the production of melanin and the growth of melanocytic

cells (Kaur and Sarin, 1988). More recently, it was shown that nerve growth factors and neu-

ropeptides are essential as emotional response regulators in the development of vitiligo in some

vulnerable people. Neurogenic factors include substances like neuropeptide Y (NPY), CGRP

(Calcitonin Gene-Related Peptide), catecholamines, NGFs (Nerve Growth Factors), and NGF

receptors that can directly harm melanocytes as well as trigger and spread local and widespread

immune or inflammatory responses. These neurogenic stimuli can also cause melanocytes to be

killed by a particular adaptive immune response (S Al Abadie, 2021).

The impaired redox status theory

In healthy skin, energy is efficiently produced by mitochondria, and metabolic pathways, includ-

ing those for biopterin metabolism, are balanced and controlled in response to demand. Reactive

oxygen species (ROS) are formed in a closely controlled manner after external stress, such as

UV radiation exposure or chemical damage, and they are valuable intracellular messengers.

Melanocytes respond to these challenges by triggering physiological changes such as melanin

synthesis or kinase activation; they do not activate immune cells, and their survival is unaf-

fected. One of the potential pathogenic mechanisms responsible for the loss of melanocytes

is oxidative stress. Melanocytes in vitiligo exhibit metabolic defects that disrupt the steady-

state equilibrium and make it challenging to handle further stress. Elevated ROS levels damage

essential enzymes and further jeopardize crucial metabolic processes, such as those in the mi-

tochondrion, which are a marker of the dysregulation of energy pathways. Further oxidative

stress and cell damage result from the synthesis and recycling of biopterin. Also, increased

levels of catecholamines inhibit the uptake of calcium by mitochondria, while UV radiation

triggers the production of quinones in melanocytes, both of which result in the generation of

free radicals. The accumulation of free radicals causes oxidative stress due to an imbalance in

the antioxidant system and ROS production (Laddha et al., 2013; Picardo et al., 2015). These

changes in the context of susceptible genetic background activate the unfolded protein response

(which recognizes and reacts to the accumulation of unfolded or misfolded proteins), causing
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DNA damage, and membrane disintegration. Membrane debris and damage-associated molecu-

lar patterns (DAMPs) are produced, activating macrophages and dendritic cells. Thereafter, T

Figure 4.3: Different pathways triggered by oxidative stress in vitiligo

helper 17 (Th17) cells are activated by cytokines and chemokines, and T regulatory (Treg) cells

become dysfunctional. Furthermore, elevated ROS levels in melanocytes may result in defective

apoptosis, which produces aberrated proteins that could act as autoantigens and trigger autoim-

munity (Figure 4.3) (Kuhtreiber et al., 2003). Additionally, in response to cytokines like TNFα

(tumor necrosis factor-alpha) and TGFb1 (transforming growth factor b1), which are powerful

inhibitors of melanogenesis, the intracellular levels of H2O2 and ROS rise. The expression of the

anti-apoptotic protein Bcl-2 (B-cell lymphoma-2) is upregulated in response to high amounts

of cytokines, such as IL-2 (interleukin-2), making T cells resistant to apoptosis (Laddha et al.,

2013; ?; Clemens et al., 2000).
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The autoimmune theory

Early clinicians observed that vitiligo frequently affected people and members of their families

who had other autoimmune disorders, including thyroid disease and juvenile diabetes, indicating

that it was also an autoimmune disease (Kemp et al., 2001). The patient’s blood was found to

have antibodies to melanocytes, which appeared to confirm this theory. When damaged skin was

examined under a microscope, it was discovered that T cells were present immediately next to

dying melanocytes (Wańkowicz-Kalińska et al., 2003), further indicating that immune cells were

important in the development of the illness. Others discovered that vitiligo patients’ blood and

skin included more melanocyte-specific CD8+ T cells, which can directly destroy melanocytes,

than did healthy controls (Lang et al., 2001; Andersen et al., 2006). An experiment revealed that

immune T cells could be isolated from white skin and combined with unaffected, pigmented skin

from the same patient. The T cells then crawled into this skin and killed melanocytes, proving

that T cells were both necessary and sufficient to cause vitiligo in the patient (Palermo et al.,

2001). This suggested that abnormal melanocytes cause skin inflammation, which leads to T

cells mediated destruction of melanocytes.

Figure 4.4: Autoimmune theory of vitiligo showing both cell-mediated and humoral autoimmune
responses Laddha et al. (2013)

Genetic studies have identified numerous innate immune genes associated with an increased
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risk for vitiligo, suggesting a critical role for this pathway in the development of the condition.

Innate immunity involves various cell types that use pattern recognition receptors (PRRs) to

identify foreign patterns and respond to tissue damage. In vitiligo, melanocytes may be initially

abnormal and release damage-associated molecular patterns (DAMPs) that activate innate im-

munity. One recent review examines the potential involvement of innate immunity in vitiligo

(Richmond et al., 2013).

Immune effector cells, including cytotoxic T cells, T helper cells, and B cells, may recognize

melanocyte-produced antigens, which can be released from injured melanocytes or cross-react

with other cell types or pathogens. In cell-mediated immunity, antigenic peptides are presented

to cytotoxic T lymphocytes (CTLs) by antigen-presenting cells in the context of major histo-

compatibility complex (MHC) class I molecules. Antigen-specific T helper cells cooperate by

producing cytokines, displayed on MHC class II molecules, to sustain a cytotoxic T-cell re-

sponse against melanocytes, resulting in their destruction. During humoral immunity, B cells

use antigen-specific membrane immunoglobulins to bind to antigens and produce antigen-specific

antibodies. However, B cells require support from antigen-specific T helper cells through cy-

tokine synthesis to secrete these antibodies. Anti-melanocyte antibodies can then kill pigment

cells through antibody-dependent cell-mediated cytotoxicity or antibody-dependent complement-

mediated damage (Figure 4.4) (Kemp et al., 2001).

4.2 About this study

We have integrated multiple mechanisms responsible for melanocyte death in our model. Many

patients find the treatment choices for vitiligo to be unsatisfying since they are costly, time-

consuming, and not effective. In order to develop optimal treatment protocols, an integrated

understanding of drug distribution kinetics and disease kinetics is required. Despite the clin-

ical significance of vitiligo, there is currently no systems model available to understand skin

pigmentation-related disorders. There are many theories that have been put out to explain the

loss of melanocytes in vitiligo, including local neuronal injury, exposure to toxic substances,

intrinsic melanocyte abnormalities, oxidative stress, and immunological responses. The grad-

ual loss of melanocytes may be caused by a number of processes, some of which may entail

immunological attack, cell deterioration and detachment. There are theories that explain the

overall contribution of each of these processes but no study to our knowledge has considered

multiple mechanisms. Here, we report the formulation of the first systems model for vitiligo.

We developed a model that incorporates multiple mechanisms responsible for melanocyte death

in vitiligo, along with their correlation to clinical outcomes. Moreover, we also simulated drug
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effects through parameter variations.

4.3 The first disease model for vitiligo

We assume that melanocytes exist in two states, stressed and unstressed, with the intercon-

version depending on the level of cellular stress (Figure 4.5). When the skin comes in contact

with environmental stressors such as reactive oxygen species (ROS), UV radiation, or chemicals

(phenolic and catecholic compounds - found in dyes), keratinocytes and melanocytes become

stressed (Kstr and Mstr), which then releases inflammatory cytokines (IL1β, CXCL9) and anti-

gens. These cytokines activate the dendritic cells (DCs) which leads to the priming of naïve

T cells (Tnaive). The activated Tnaive cells are differentiated into Th1, Th17, Treg and CD8.

Activated T cells are recruited by chemokines and further activate keratinocytes (K) by pro-

ducing inflammatory cytokines. The CD8 and Effector Memory (TEM ) T cells eventually kill

melanocytes and cause skin depigmentation.

4.3.1 Model construction and simulation

We have modeled each step of vitiligo pathogenesis as a chemical reaction and constructed mass

balance equations for each species involved. For instance, the equation for stressed keratinocytes

(Kstr) is expressed as follows:

dKstr

dt
= ROSn

ROSn + Kan
· k1K · K(t) − dKs · Kstr(t)

Here, ROS represents a stress/input that triggers the conversion of normal keratinocytes (K)

to stressed keratinocytes at a rate of k1K . The hill coefficient n and association constant Ka

govern the strength of the stressor. Meanwhile, dKs denotes the death rate of Kstr. Ordinary

Differential Equations (ODEs) given below from 4.1 to 4.11 are for skin cells and immune cells,

and from 4.12 to 4.16 for cytokines. Some of the rate parameters used in this model are derived

from the literature (see Table 4.1), while the rest were fixed based on the steady-state concen-

trations of species found in the literature (Table 4.2). The ODE solver (ode23s) in MATLAB

was used to simulate the system. Initially, we exposed the system to 0.1 ROS for 10,000 hours,

and we used these variable concentrations as the initial conditions to vary ROS again from 0.1

to 10 for 2 to 300 hours with an interval of 24 hours. Additionally, we adapted the Vitiligo Area

Severity Index (VASI) to evaluate the impact of stress on clinical outcomes (4.17).
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Figure 4.5: A systems model for vitiligo

4.3.2 Equations for cells and cytokines

dKstr

dt
= ROSn

ROSn + Kan
· k1K · K(t) − dKs · Kstr(t) (4.1)
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dK

dt
= kK − dk · K(t) − ROSn

ROSn + Kan
· k1K · K(t) (4.2)

dMstr

dt
= ROSn

ROSn + Kan
· k2K · K(t) − dMs · Mstr(t) (4.3)

dDC

dt
= kDC · (1 + k3dc

· IL1β(t) + k4dc
· Mstr(t)) − ddc · DC(t) (4.4)

dTn

dt
= kTn · (1 + k5Tn

· Mstr(t) + k6Tn
· DC(t) − ktn1 · Tn(t) + ktn2 · Tn(t) (4.5)

+ktn3 · Tn(t) + ktn4 · Tn(t)

dTh1
dt

= ktn1 · Tn (t) (1 + K3th1 · IL1B (t)) + (kpth1 · Th1 (t)) − dth1 · Th1(t) (4.6)

dTh17
dt

= ktn2 · Tn(t) + (1 + k3th17 · IL1β(t)) − dth1 · Th1(t) · (1 + dtregth17
· Treg(t)) (4.7)

dTreg

dt
= ktn3 · Tn (t) − dtreg · Treg (t) (4.8)

dCD8
dt

= ktn4 · Tn (t) · (1 + k3cd8 · IL1β (t) + k7cd8 · CXCL10 (t)) + kpcd8 · CD8 (t) (4.9)

−dcd8 · CD8 (t) · (1 + dtregcd8 · Treg (t)) − kTEM
· CD8 (t)

dTEM

dt
= kTEM

· CD8 (t) − dtem · TEM (t) (4.10)

dM

dt
= kM − dm · k8M · FAS (t) · M (t) − ROSn

ROSn + Kan · k2K · M (t) (4.11)

dIL1β

dt
= k1 · K (t) · (1 + k1il17 · IL17 (t)) − d1 · IL1β(t) (4.12)

dCXCL10
dt

= k2 · K (t) · IFNγ (t) · (1 + k2tem · TEM (t)) − d2 · CXCL10(t) (4.13)
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Species Steady State Conc. Source
Kstr 10E+3 cells/mm2 -

K 60E+03 cells/mm2
1 melanocyte contacts up to 40 keratinocytes
(Fitzpatrick and Breathnach, 1963)
hence, K=1500*40 cell/mm2

Mstr 1 cells/mm2 -
DC 40E+03 cells /ml (Kim et al., 2007)
Tnaive 400E+04 cells/ml -
Th1 100E+04 cells/ml (Kim et al., 2007)
Th17 100E+04 cells/ml (Kim et al., 2007)
Treg 500E+03 cells/ml -
CD8 600E+03 cells/ml (Kim et al., 2007)
TEM 150E+03 cells/ml -
M 1500 cells/mm2 (Sun et al., 2021)
IL1β 0.5 pg/ml (Raam et al., 2018)
CXCL10 50 pg/ml (Raam et al., 2018)
IFNγ 6 pg/ml (Tembhre et al., 2013)
IL17 5 pg/ml (Tembhre et al., 2013)
FAS 70 pg/ml (Yazicioglu et al., 2020)

Table 4.1: Steady state level of species at healthy state

dIFNγ

dt
= k3 · Th1 (t) · k3cd8 · CD8 (t) · (1 + k3tem · TEM (t)) − d3 · IFNγ(t) (4.14)

dIL17
dt

= k4 · Th17 (t) − d4 · IL17(t) (4.15)

dFAS

dt
= k5cd8 · CD8 (t) · k5tem · TEM (t) − d5 · FAS(t) (4.16)

V ASI =
Mstr

M+Mstr(
Mstr

M+Mstr
+ 0.1

)
·
(
1 + M

1500

) (4.17)

Parameter Description Value

d5 Elimination rate of FAS 0.15/hr

k4 Secretion rate of IL17 1.6E-06 pg/cell/hr

d3 Elimination rate of IFNγ 0.03/hr

k2 Secretion rate of CXCL10 by K 9.0E-07 pg/cell/hr

k1 Secretion rate of IL1β by K 1.4E-06 pg/cell/hr

k8M Enhancement in elimination of melanocytes by FAS 0.4
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k1K Rate of conversion of K to Kstr 0.02

kK Formation rate of K 115.68 cells/mm2/hr

k2K Rate of conversion of M to Mstr 3E-3 /hr

dtem Elimination rate of TEM 6.9E-3/hr

dtregcd8 Inhibition rate of CD8 by Treg 1.20E-05

dtreg Elimination rate of Treg 0.05/hr

dtregth17 Inhibition rate of Th17 by Treg 1.30E-05

dth1 Elimination rate of Th1 1.7E-2/hr

kTn Formation rate of Tnaive 0.08 cells/ml/hr

kDC Formation rate of DC 3.28 cells/ml/hr

k5tem Secretion rate of FAS by TEM 1.4e-5 pg/cell/hr

k5cd8 Secretion rate of FAS by CD8 1.4e-5 pg/cell/hr

d4 Elimination rate of FAS 0.33/hr

k3tem Enhancement in the secretion of IFNγ by TEM 1.10E-07

k3cd8 Secretion rate of IFNγ by CD8 1.1E-07 pg/cell/hr

k3 Secretion rate of IFNγ by Th1 1.1E-07 pg/cell/hr

k2tem Enhancement in the secretion of CXCL10 by TEM 1.00E-04

d2 Elimination rate of CXCL10 0.1/hr

k1il17 Enhancement in the secretion of IL1β by IL17 1.00E-04

d1 Elimination rate of IL1β 0.17/hr

dm Elimination rate of M 4.7E-05/hr

kM Formation rate of M 22 cells/mm2/hr

dms Elimination rate of Mstr 0.2/hr

dk Elimination rate of K 4.2E-4/hr

dks Elimination rate of Kstr 9E-3/hr

ROS Stress 0.001:0.001:0.1

Ka Association constant 0.01

n Hill coefficient 2

kTEM
Formation rate of TEM 1.7E-3cells/ml/hr

dcd8 Elimination rate of CD8 6.6E-3/hr

kpcd8 Proliferation rate of CD8 1E-04 ml/cells

k7cd8 Activation of CD8 by CXCL10 1.00E-03

k3cd8 Activation of CD8 by IL1β 1.00E-03

k3th17 Activation of Th17 by IL1β 1.00E-03
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dth17 Elimination rate of Th17 1.9E-3/hr

kpth1 Proliferation rate of Th1 2E-04 ml/cells

k3th1 Activation of Th1 by IL1β 5.00E-05

ktn1 Differentiation rate of Tnaive to Th1 4.2E-3 ml/cells

k5Tn
Activation of Tnaive by Mstr 25

k6Tn
Activation of Tnaive by DC 25

ddc Elimination rate of DC 4.2E-3 /hr

k3dc
Activation of DC by IL1β 0.5

k4dc
Activation rate of DC by Mstr 0.5

ktn2 Differentiation rate of Tnaive to Th17 3.7E-3 ml/cells

ktn3

Differentiation rate of Tnaive to

Treg

6.4E-3 ml/cells

ktn4 Differentiation rate of Tnaive to CD8 6.9E-3 ml/cells

Table 4.2: Parameter description and values

4.4 Results

4.4.1 Vitiligo model captures the system response to varying levels of stress

The VASI scoring system is used to evaluate the severity of vitiligo by taking into account

the percentage of the body surface area affected by vitiligo and the degree of depigmentation

in those areas. However, we adapted this score to align the output with clinically observed

trends. On the other hand, ROS is a stress input that can harm cells and tissues and initiate

a downstream pathogenesis response. Preliminary findings indicate that low ROS exposure for

prolonged periods does not affect VASI scores (Figure 4.6). VASI remains minimal or close to

zero when ROS is below 0.5, but it begins to increase as ROS increases. The score reaches a

maximum of 5% when exposed to 0.5 ROS for 12 days. For the same level of exposure, VASI

reaches 15% at ROS 1 and 30% at ROS 2. This suggests that as ROS levels increase, the severity

of vitiligo (as measured by VASI) also increases.

However, the precise shape and trend of the plot depend on various other factors. Few stud-

ies qualitatively support this finding. Zhang et al. discovered that when vitiligo melanocytes

were exposed to oxidative stress, the total CRT levels went up in a time-dependent manner.

They carried out this study to determine the function of calreticulin (CRT) in hydrogen perox-

ide (H2O2)-induced apoptosis in melanocytes. Additionally, CRT levels were favorably linked
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(R=0.7) with lesion extent and duration of vitiligo in patients in an in vivo model (Zhang et al.,

2014). Malondialdehyde (MDA), a sign of oxidative damage, as well as superoxide dismutase

(SOD) and reduced glutathione (rGSH), both antioxidants, were examined by Mathachan et al.

in vitiligo patients. These three parameters pertain to the oxidative stress pathway. SOD and

rGSH are antioxidants, but MDA is a sign of oxidative damage. In comparison to the control

group, the patient group showed significantly higher levels of MDA and significantly lower levels

of SOD and rGSH (Mathachan et al., 2021). By analyzing the levels of the antioxidant enzymes

SOD and CAT, some studies have demonstrated that active vitiligo cases had higher levels of

antioxidant activity than stable vitiligo cases and healthy controls (Pv et al., 2009; Chang and

Ko, 2023). The serum oxidative stress markers total antioxidant capacity (TAC), MDA, and

8-hydroxy-2-deoxyguanosine (8-OHdG) have been shown by Li et al. to be able to predict the

severity and activity in individuals with non-segmental vitiligo (Li et al., 2021).

Figure 4.6: Change in Vitiligo Area Severity Index (VASI) in response to increasing ROS for
different days of exposure

4.4.2 Effect of stress on skin cells, immune cells and cytokines

The gradual increase in ROS has a negative effect on keratinocyte levels, while stressed ker-

atinocytes (Kstr) demonstrate the opposite trend. In contrast, normal melanocytes (M) and

stressed melanocytes (Mstr) exhibit a similar relationship as Kstr, but Mstr levels decrease ear-

lier than Kstr due to the reduction in M levels (Figure 4.7). The levels of DC increase until day
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4 and then start to decline because of a drop in Mstr and IL1β level. Tnaive, Th1, and Treg show

a similar pattern as DC. Inhibition by Treg causes a further decrease in Th17 and CD8 levels.

The cytokine levels display similar behavior to the cells that produce them. Low-stress exposure

for a more extended period leads to a steep increase in CXCL10 due to additional activation

through TEM and IFNγ. FAS, which is a death signal produced by CD8 and TEM , decreases

after day 4 because of the reduction in CD8 levels (Figure 4.8).

Figure 4.7: Change in the level of skin cells in response to increasing ROS for different days of
exposure

According to the theory that autoreactive T cells infiltrate the skin and cause vitiligo, a

team used flow cytometry to count the T cells in a mouse model’s ear skin. They discovered

that accumulation of these cells starts between the first and third week after transfer, peaks

at the fifth week, when depigmentation becomes apparent, and then starts to diminish (Harris

et al., 2012). A melanoma mouse model with CD4+ T cell depletion similarly produced hair

coat depigmentation (Byrne and Turk, 2011; Zhang et al., 2007). To our knowledge, there is no

literature that measured the levels of stressed melanocytes and keratinocytes in vitiligo. However,

HMGB1 levels were shown to increase up to 3 fold within 48 hours under oxidative stress in a

study conducted by Cui et al (Cui et al., 2019). HMGB1 is a Damage-associated molecular

pattern molecule released by ferroptotic cells (in this case Mstr and Kstr) in an autophagy-

dependent manner. Similarly, other skin cell-secreted cytokines such as CXCL10, and IL1β

show an increase in vitiligo (Cui et al., 2019; Rashighi et al., 2014). Another significant cytokine

released by T cells during an immunogenic response is IFNγ. Its expression was shown to be
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Figure 4.8: Change in the level of immune cells and cytokines in response to increasing ROS for
different days of exposure

higher in the depigmenting skin of vitiligo mice. This expression dramatically increased two

weeks after transfer and remained high throughout the disease (Harris et al., 2012).

4.4.3 Simulating the drug effect

As shown in Figure 4.5, normal melanocytes, DC and Treg are some of the known therapeutic

targets in vitiligo. Topical application of an active form of vitamin D increases Treg in the skin,
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resulting in suppressed immunity and particularly reduced contact hypersensitivity responses

(AlGhamdi et al., 2013). Afamelanotide is an analog of α-MSH that stimulates melanocytes.

Combination therapy with afamelanotide showed improved repigmentation on the face and upper

extremities relative to narrow-band UVB alone (Lim et al., 2015). We simulated the effect of

these drugs in 2 different ways: 1) by increasing the formation rate of melanocytes (Km), 2) by

increasing the rate of differentiation of Tnaive to Treg (ktn3). In both cases, we increased the

rate up to ten fold. When the system was pre-exposed to maximum ROS for a short duration,

increasing Km up to ten-fold for 2 days did not reduce VASI. However, when VASI was max.,

increasing Km up to five-folds for 12 days reduced the score to 20; when Km increased ten-fold,

the score continued to decline. As for ktn3 , a fold increase in the rate for 12 days could only

lower the score by one unit (Figure 4.9). This suggests that melanocyte-specific drugs might be

Figure 4.9: Changes in VASI during drug treatment (A) change in VASI in response to kmfold
increase (afamelanotide treatment) (B) change in VASI in response ktn3 fold increase (Vitamin
D, helin treatment)

more effective than immune cell modulators in treating vitiligo. Here, we focused on simulating

the effect of drugs by specifically examining changes in target activity, without incorporating the

pharmacokinetics and pharmacodynamic properties of the drugs. It is important to note that

during the treatment of vitiligo, multiple drugs are often given, which can potentially interact

with one another, resulting in adverse reactions. While we have not directly investigated drug-

drug interactions (DDIs) in the context of vitiligo, we have developed a separate model that

comprehensively considers all possible DDIs when two drugs are administered simultaneously.

Details of which can be found in the Appendix.
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4.5 Discussion

In summary, the model presented here is the first disease model for vitiligo. The model provides

insights into the response of the system to varying levels of stress. The particulars of all the

molecular changes occurring in the vitiligo skin compared to healthy exposure are well docu-

mented. However, the time-dependent change in the cellular dynamics upon stress is hardly

documented. Here, by using a systems biology approach, we showed that as ROS levels increase,

the severity of vitiligo also increases gradually over time. This result is in line with other re-

search that showed oxidative stress to be a factor in the aetiology of vitiligo. In addition, we

have also managed to connect the output of the model to a modified clinical score which enables

the measurement of disease severity for different levels of stress, which has never been achieved

before.

Moreover, we examined the impact of stress on skin cells, immune cells, and cytokines.

Our findings indicate that gradual increases in ROS have a negative effect on keratinocyte and

melanocyte levels. However, Kstr and Mstr show an opposite trend, with Mstr levels decreasing

earlier than Kstr due to a reduction in M levels. Research shows that the levels of DC initially

increase but then decline due to a drop in Mstr and IL1β levels. Tnaive, Th1, and Treg exhibit

a similar pattern as DC. Qing Nie’s group conducted a study that revealed the enrichment of

stressed keratinocytes and immune cells in vitiligo skin. Stressed keratinocytes increased from

6% to 13%, while immune cells increased from 2 to 4% (Shiu et al.). This indicates that a subset

of keratinocytes is involved in establishing and maintaining vitiligo lesions in the skin. Previous

studies acknowledge the role of stressed melanocytes in initiating pathogenesis (Cui et al., 2019;

Richmond et al., 2013). However, changes in their dynamics have not yet been studied. Dwivedi

et al. discovered a significant increase in CD8+ T-cell number and a decrease in CD4+ T-cell

number in the circulation of vitiligo patients. This suggests that reduced numbers and impaired

function of T cells such as Treg fail to control the widespread activation of CD8+ T-cells, which

may lead to the destruction of melanocytes (Dwivedi et al., 2013). The population of dendritic

cells, other T cells, and cytokines were also reported to be enhanced during vitiligo (Wang et al.,

2011). However, there is no evidence that suggests their decline after prolonged exposure to

stress. In our model, the normal melanocyte serves as the source of antigen/signal that initiates

vitiligo. Therefore, when its population declines after prolonged exposure to stress, other cells

and cytokines also tend to decrease.

The sensitivity of the predictions to the parameters (in Table 4.2) was systematically explored

by perturbing the level of ROS. Specifically, variations were tested by adjusting ROS levels from

0.005 to 0.01 and subsequently from 1 to 3. The observed outcomes indicated that with a

74



4.6 Conclusion

ROS level of 0.005, there was a gradual increase in VASI until day 6, followed by a plateau or

saturation of VASI levels. On the other hand, for ROS levels of 0.02 and 0.01, the behaviour of

the system remained unaltered. Additionally, changes in the time duration of the simulation by

a few steps did not introduce any visible impact on the predictions.

In Figure 4.5, we have shown known therapeutic targets for treating vitiligo, including normal

melanocytes, DC, and Treg. Vitamin D is a topical drug while afamelanotide is a systemic drug

that is known to target these cells. Here, we have simulated the effect of these drugs in two

ways: increasing the formation rate of melanocytes and increasing the rate of differentiation of

Tnaive to Treg. The simulations showed that increasing the rate of melanocyte formation was

more effective in reducing VASI than increasing the rate of Treg differentiation.This suggests that

melanocyte-specific drugs may be more effective in treating vitiligo than immune cell modulators.

However, the effectiveness of these drugs is dependent on the degree of pre-exposure to maximum

ROS and the duration and intensity of treatment. Further research is needed to explore the full

potential of these therapeutic targets for treating vitiligo.

Overall, the disease model presented in this study provides a framework for understanding

the pathogenesis of vitiligo and may help in developing effective treatment strategies. The study

highlights the importance of oxidative stress in the development and progression of vitiligo and

provides a deeper understanding of the cellular and molecular mechanisms underlying the disease.

Future studies can build on this model to identify new therapeutic targets and develop more

effective treatments for vitiligo.

4.6 Conclusion

Our comprehensive systems modeling exploration of vitiligo has highlighted the intricate dy-

namics underlying this skin disorder, unraveling the complex interplay between stress, immune

response, and therapeutic interventions. The adapted Vitiligo Area Severity Index (VASI) scor-

ing system, aligning with clinical trends, serves as a relevant metric in our model. The positive

correlation between increased levels of reactive oxygen species (ROS) and heightened vitiligo

severity, substantiated by existing studies, reinforces the model’s accuracy in capturing oxida-

tive stress effects. Validation from literature, notably Zhang et al. and Mathachan et al., further

supports the fidelity of our model in replicating oxidative stress impacts on vitiligo. The model

extends its reach to elucidate the repercussions of stress on skin and immune cells, unraveling a

nuanced relationship that mirrors experimental findings.

Within this framework, the simulation of drug effects provides crucial insights. Identified

therapeutic targets, including normal melanocytes, dendritic cells (DC), and regulatory T cells
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(Treg), resonates with established treatments like vitamin D and afamelanotide. Simulation

outcomes hint at the potential efficacy of melanocyte-specific drugs in significantly reducing

VASI compared to immune cell modulators. This study, while emphasizing the importance

of further investigations into the pharmacokinetics and pharmacodynamics of vitiligo drugs,

has opened the door to a more targeted and effective approach to vitiligo treatment. As we

progress, understanding the intricate details of drug interactions becomes important for precise

therapeutic predictions. In summary, our systems model not only enriches our comprehension

of vitiligo dynamics but also lays a robust foundation for refining therapeutic strategies tailored

to the complexities of this skin disorder.
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Summary and Future Perspective
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The epidermis is the human skin’s outermost, stratified lining. It is mostly made up of

keratinocytes and pigment-producing melanocytes. Keratinocytes divide at the basal epidermal

layer and differentiate further as they move up toward the skin’s surface. The outermost epider-

mal layer, which contains a dense network of keratin filaments and melanin globules, sheds off

from the skin’s surface every 28 days. Keratinocytes, Melanocytes, and other immune cells work

together in a highly coordinated manner to maintain skin pigmentation. Any disturbance in this

regulatory mechanism can lead to skin depigmentation disorders such as vitiligo. In this thesis,

we have developed models and adapted existing models to study skin pigmentation at multiple

biological scales as well as how the disturbance could lead to pigmentation-related disorders.

The first work in this thesis sheds light on the importance of metabolic rewiring in melanocytes

during the process of pigmentation. By analyzing transcriptomic data of a B16 cell pigmentation

model, we identified the involvement of SREBF1-mediated fatty acid metabolism in melano-

genesis. The study also highlighted the key role of MITF in triggering the uptake of glucose

and channeling it toward anabolic pathways that support melanosome biogenesis. However,

this heightened bioenergetic activity impairs mitochondria, shifting metabolism to glycolysis,

which is recovered through NRF2 detoxication pathways. The study’s findings have implica-

tions for understanding cutaneous pigmentary diseases and developing effective treatments for

them. The use of topical formulations targeting fatty acid metabolism, such as Orlistat, has

shown promise in resolving hyperpigmentary conditions. Overall, this study provides a valuable

framework for understanding melanogenesis programming and cellular responses to external

stimuli in melanocytes.

The second study of this thesis focuses on understanding the keratinocyte-melanocyte inter-

action, metabolism and signaling. There are existing models that include intracellular interaction

in melanocytes as well as intercellular interaction among skin cells. However, these models are

either too small and do not include important elements or are presented in the form of a static

network graph. In order to gain a detailed understanding of systems dynamics to different lev-

els of input/UV, we converted this static network graph into a dynamic Boolean model and

compared it to the existing Lee et al. model. The new model contains more information about

molecular interactions and components that were lumped together in the Lee model. The major-

ity of common nodes in both models respond to UV stimulation consistently, and the extension

of the network has no significant impact on the predictions of the smaller Lee model. However,

some nodes react to rising UV levels differently in both models. The study found numerous

sensitive nodes that significantly alter the activity of the output nodes eumelanin, pheomelanin,

and Bcl-2 after subjecting the system to constitutive activation and inhibition. Some nodes were

identified as being crucial for the Bcl-2 activity in keratinocytes and melanocytes despite not
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being sensitive in the Lee model. The experimental data and outcomes agree with the study’s

findings.

In the next section (of the second study), we explain the formulation of two new methods

of dynamic function perturbation, FoN and NoF, and their application to two existing Boolean

models, the melanogenesis signaling network and segment polarity network. The results showed

that both methods were able to identify sensitive nodes in the network and that the nodes

identified as sensitive by the new methods were consistent with those identified by constitutive

activation/inhibition. Furthermore, it was found that multiple perturbation methods may cap-

ture differing biological situations, and hence a comprehensive determination of node sensitivity

may require different perturbation methods to be applied to the network. We suggest that these

two methods are useful additions to the suite of perturbation methods for Boolean networks.

The final study in this thesis presents the first disease model for skin depigmentation disorder

i.e. vitiligo. Many theories have been proposed to cause melanocyte destruction in vitiligo

including autoimmunity, oxidative stress, chemical exposure, and local neural injury. However,

no one has considered the combined effect of these factors. We formulated the first disease

model for vitiligo that simulate the combined effect of all the proposed theories and connected

it to the clinical score VASI. Results show that gradual increases in ROS have a negative effect

on keratinocyte and melanocyte levels and that the severity of vitiligo increases gradually over

time as ROS levels increase. We also examined the impact of stress on skin cells, immune

cells, and cytokines and showed that stressed keratinocytes and immune cells are enriched in

vitiligo skin, suggesting their role in establishing and maintaining vitiligo lesions in the skin. Our

study identifies known therapeutic targets for treating vitiligo, including normal melanocytes,

DC, and Treg and shows that increasing the rate of melanocyte formation is more effective

in reducing VASI than increasing the rate of Treg differentiation. Our study highlights the

importance of oxidative stress in the development and progression of vitiligo and provides a

deeper understanding of the cellular and molecular mechanisms underlying the disease.

The third study (Chapter 4) is a systems pharmacology model without a detailed pharma-

cokinetic model. Though there are several PK models, they for the most part ignore drug-

drug-interactions beyond the effect on efficacy. However, it is known that drugs compete for

metabolizing enzymes in the liver, and in general may influence the uptake and distribution

through such effects. The next section (Appendix A) presents a model for such interactions

and simulations that suggest that in some circumstances, this effect may be nonintuitive and

severe. While it is impossible to exhaustively list all possible interactions, studies have developed

mathematical models to analyze specific drug combinations. In this work, we adopted a more

general approach to modeling DDIs and focused on pharmacokinetic interactions, specifically
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Summary and Future Perspective

the alteration in the clearance of a drug due to an effect exerted by another or the same drug.

We model the potential interactions of drugs with each other and themselves as different motifs.

Through mathematical simulation, we found that the infusion rates of two drugs are important

in dictating the system’s behavior, and certain infusion rates can lead to undesirable characteris-

tics in a clinical setting, such as periodic oscillations or bistability. The system displays dynamic

behavior dependent on the intrinsic properties of the drug-drug pair as well as on external factors

such as the infusion rate of one drug relative to the other.

The second work in this thesis can be furthered by adding an immune cell module in a

melanogenesis network. This way we will have a boolean model for vitiligo with three types of

cell modules i.e. 2 for skin cells and 1 for immune cells. We can simulate the intrinsic defect in

melanocytes by perturbing key genes/nodes associated with melanin formation. Spritz and co-

workers identified variants of FOXD3 in vitiligo patients that reduce melanoblast differentiation.

Melanoblasts are neural crest–derived specific precursors of melanocytes that are unable to

synthesize melanin because of the absence of tyrosinase (TYR)-related protein. We can mimic

the effect of reduced melanoblast differentiation in the existing model by flipping the output

(NoF) or input (FoN) of the tyrosinase (TYR)-related protein. Apart from FOXD3, CTLA4 and

PTPN22 variants have been identified in vitiligo. CTLA4 encodes a T-cell co-receptor involved

in the regulation of T-cell activation (Spritz and Andersen, 2017). Perturbations in these and

other immune components can help to transform the normal melanogenesis model into a vitiligo

disease model. Overall, the inclusion of an immune cell module in the melanogenesis network

can enhance the model’s relevance by accounting for immune-mediated mechanisms in vitiligo.

By investigating these mechanisms, we can gain insights into the disease’s pathophysiology and

potentially identify new therapeutic targets.

To gain a more comprehensive understanding of the pathogenesis of vitiligo, the last chapter

can be further extended by integrating components from the molecular and cellular models into

the disease model. By doing so, a multiscale understanding of the disease process can be achieved.

Furthermore, the disease model can be extended into a QSP model by incorporating a physiology-

based pharmacokinetic (PBPK) model. This model would account for skin, lymph, and blood

compartments based on the availability of parameters (Figure 5.1). The PBPK model would

be useful in simulating the transport and metabolism of drugs between these compartments

using mass balance equations. These equations describe organ and tissue-specific blood flow

into and out of each compartment. The combination of the skin disease model and the PBPK

model will provide a unique framework for evaluating the effectiveness of multiple drugs used to

treat vitiligo and optimizing treatment protocols. By using this model, the impact of different

drug doses, administration routes, and schedules on the outcome of treatment can be assessed.
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Overall, this model has the potential to provide valuable insights into the pharmacodynamics

and pharmacokinetics of drugs used to treat vitiligo and other skin diseases.

Figure 5.1: Concept diagram of Physiology Based Pharmacokinetic Model for Vitiligo
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Appendix A

Drug-Drug Interaction

1

A.1 Understanding drug-drug interactions: mechanisms, risk
factors, and existing models

DDIs occur when one drug affects the effectiveness of another concurrently administered drug,
often resulting in unwelcome side effects (Hines and Murphy, 2011). Combination therapy, com-
monly used in conditions like vitiligo (Travis and Silverberg, 2004), HIV treatment (de Maat
et al., 2003), and cancer (van Leeuwen et al., 2013), contributes to the rise in DDIs. Concurrent
use of psoralen-containing topical treatments and NSAIDs, such as methoxsalen and ibuprofen,
respectively, may increase the risk of phototoxicity and skin irritation due to their photosensitiv-
ity properties. Risk factors for DDIs include age (very young and advanced age), polypharmacy,
multiple prescribers, changed hepatic/renal activity, altered metabolism/endocrine problems,
and coexisting illnesses (Dechanont et al., 2014; Grattagliano et al., 2010).

DDIs are categorized into two groups: pharmacodynamic and pharmacokinetic interactions.
Pharmacodynamic interactions alter the physiological effect of a drug, such as the additive effects
of nonsteroidal anti-inflammatory drugs and phenprocoumon, or the synergistic or antagonistic
effects of aspirin and ibuprofen (van Leeuwen et al., 2014; Cascorbi, 2012). Pharmacokinetic
interactions occur when one drug affects the absorption, distribution, metabolism, or excretion
of another drug taken simultaneously (van Leeuwen et al., 2014).

Metabolic enzymes in the liver can be activated or inhibited by drugs, leading to clinically
severe DDIs and unexpected adverse drug reactions (ADRs). Around 20% of ADRs are associ-
ated with DDIs (van Leeuwen et al., 2013; Magro et al., 2012). Certain drugs, like mibefradil,
terfenadine, astemizole, and cisapride, were withdrawn from the market due to their potential
to cause harmful levels of other drugs or deadly arrhythmias through metabolic inhibition by
other pharmaceuticals (Mullins, 1998). The use of statins and CYP3A4 inhibitors carry a risk
of rhabdomyolysis (Dresser et al., 2000).

1This is a joint work with Aparna Ramachandran (manuscript under preparation)
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Mathematical models have been developed to understand enzyme-mediated DDIs. For ex-
ample, the enzyme turnover model explains rifampicin autoinduction, where increased rifampin
plasma concentration nonlinearly raises enzyme levels and increases rifampin clearance (Smythe
et al., 2012). Models simulating the DDIs of lopinavir, ritonavir, and rifampicin in HIV-infected
individuals showed that ritonavir hindered lopinavir clearance, while rifampicin increased clear-
ance of both drugs (Zhang et al., 2012a). Another model studied the DDI between clopidogrel
and omeprazole, where omeprazole’s inhibitory effect on CYPC19 led to increased plasma con-
centrations of clopidogrel (Tangamornsuksan et al., 2017). The Loewe additivity model and Bliss
independence model use pharmacodynamic interactions to theoretically describe DDIs (Vakil and
Trappe, 2019). While there is currently no dedicated research investigating DDIs in vitiligo, we
have developed a comprehensive model that primarily examines the impact of co-administered
drugs on drug clearance. Our model explores pharmacokinetic interactions as network motifs,
specifically emphasizing alterations in drug clearance caused by the presence of other drugs.

A.2 Model for drug-drug interaction

Figure A.1: Schematic presentation of drug-drug interaction model

The model depicted in Figure A.1 describes drug-drug interactions in our studies. It contains
two drugs, D1 and D2, as well as their intermediary factors/enzymes, I1 and I2. The drug
concentration is represented by a one-compartment pharmacokinetic model with constant drug
infusion and elimination. D1 and D2 induce the production of intermediate components I1 and I2.
The intermediary factors then influence the other drug’s metabolism by altering its elimination.
Hill kinetics is used to describe the activation/repression of elimination by intermediates, as well
as the induction of intermediates by drug concentrations. The following equations are used to
calculate time-dependent drug and intermediate concentrations:

dD̂i

dt̂
= k̂in − D̂i ·

(
1 + Îj

nji · kji

K̂ji
nji + Îj

nji
+ Îi

nii · kii

K̂ii
nii + Îi

nii

)
(A.1)

dÎj

dt̂
= α̂j ·

(
D̂j

nj

D̂j
nj + K̂j

nj

)
− β̂j · Îj (A.2)

When kji is negative, the regulatory term changes, elimination decreases, and D levels rise.
Similarly, as kji increases, D decreases. kji=0 denotes that there is no regulation.
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A.2 Model for drug-drug interaction

Symbol Parameter Values

k̂in

Infusion rates of the drugs are given as the ratio
kin1
kin2

where kin1 and kin2 are the infusion rates of
drug 1 and 2 respectively

kin1 = 0.4, kin2 = 1

k̂eli Basal elimination rates of the drugs kel1 = 1, kel2 = 1

α̂i

Synthesis of intermediates, given as α1
kin2

and α2
kin2

for
I1 and I2 respectively, where α1 and α1 are the synthesis rates of

I1 and I2 respectively
α1 = 1, α2 = 1

β̂i

Decay of intermediate factors, given as ratios β1
kel1

and β2
kel1

for I1 and I2 respectively, where α1 and α1 are the
decay rates of I1 and I2 respectively

β1 = 1, β2 = 1

nij Hill coefficient nij = 8

kji
Magnitude of influence of Ij on
elimination of Di

−1 ≤ kji < 0
when Di inhibits
clearance of Dj ,
0 < kji ≤ 10
when Diinduces
clearance of Dj

(Values in Table A.2)

K̂ji

Concentrations of the intermediates I1 and I2 respectively,
producing 50% of the maximum effect (induction or inhibition)
on drugs clearance is given as a ratio
Kji · kel1

kin2

Kji = 0.5

K̂j

Concentrations of drugs D1 and D2
resulting in 50% of the maximum yield of intermediates

I1 and I2 resp. given as a ratio
Kj · kel1

kin2

Kj = 0.5

Table A.1: Parameter definitions and values

Motifs k21 k12 k11 k22 k̂in

1 -1 to 10 -1 to 10 0 0 0.1 to 5

2 -1 to 10 -1 to 10 -1 to 10 0 0.4

3 -1 to 10 -1 to 10 0 -1 to 10 0.4

4 -1 to 10 -1 to 10 -1 to 10 -1 to 10 0.1 to 0.8

Table A.2: Various interaction scenarios and their corresponding regulatory parameter values
used during simulation
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A.2.1 Simulation Methodology

The goal of this study is to investigate the scenarios in which continuous drug infusion may result
in unanticipated systemic concentrations. We performed simulations on 48 drug-drug interaction
motifs that involved incoherent and coherent (particularly double negative) regulation since
these types of regulation frequently contribute to abnormal behavior in biological systems. The
numbers n, Kji, and Kj were obtained through a literature review (Ferrell et al., 2011). The
remaining constants were picked at random (Table A.1 and A.2). Using ode23s, time-dependent
concentrations were calculated in MATLAB 2020b.

By determining stability borders as functions of a system parameter, bifurcation analysis aids
in calculating regions of stable and unstable solutions. We used bifurcation analysis to deter-
mine value ranges for important parameters where the system (particularly, drug concentrations)
exhibits periodic behavior or bistability rather than the expected monostability. XPPAUT (Er-
mentrout and Mahajan, 2003) was used for the analysis.

A.3 Continual drug infusions may alter the system’s behavior

A.3.1 Incoherent regulation may lead to oscillations

We simulated the administration of two drugs, D1 and D2, which can influence each other’s
or their own elimination via intermediates I1 and I2. Continuous infusion of drugs may result
in the oscillation of their systemic concentrations for positive-negative regulation (Figure A.2).
This periodic activity, however, is limited to a specific range of parameter values. We varied k12
and k21 at different values of k̂in to determine these parameter ranges.

Figure A.2: Left: Bifurcation diagram for oscillatory behavior with respect to the parameters
k12 , k21 and kin. Parameter values are the same as described in Table A.2, except k̂in which is
varied as shown. Right: For the same values of k12, k21, change in k̂in from 0.1 to 0.2 results in
oscillations
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A.4 Codimension-two bifurcation analysis of motif 2 and 3

A.3.2 Double negative regulation may lead to bistability

In the case of coherent regulation, a change in the initial condition may result in a difference in
the steady-state systemic drug concentration. At k̂in = 0.5,the system exhibits oscillations as
well as bistability. An increase in k̂in = 0.5 broadens the set of parameter values that result in
bistability. However, this region appears to be migrating to the left. Gradual increases in k̂in

= 0.5 from 0.5 to 1 are also observed. When k̂in = 1, the region begins to shrink rapidly in an
upward direction, which continues until k̂in = 0.5. Figure A.3 depicts this behavior. This could
affect the order of drug administration based on pre-existing amounts of metabolizing enzymes.

Figure A.3: Left: Bifurcation diagram for bistability with respect to the parameters k12 , k21
and k̂in. Parameter values are the same as described in Table A.2, except k̂in which is varied as
shown. Right: For the same values of k12, k21, change in k̂in from 0.5 to 0.6 results in bistability

A.4 Codimension-two bifurcation analysis of motif 2 and 3

To acquire a more thorough understanding of the system dynamics regulated by k11 and k22 in
motifs 2 and 3 in Table A.2, codimension-two bifurcation analysis of these two parameters is
performed in Figure A.4 for different values of k12 and k21, respectively. When k12 is less than
equal to 1 for motif 2, we observed only bistability, as illustrated in Figure A.4A. Then, when the
k12 values increase, periodic behavior is introduced. This separates the parameter plane (k11, k21)
into different regions with differing dynamics, as seen in Figure A.4(B-D): either one stable steady
state, two stable steady states, or periodic behavior. Unstable steady states are neglected since
they have no biological relevance in this context. As illustrated in Figure A.5, Motif 3 has a
periodic character for certain parameter values. The parameter plane (k12, k22)depicts the k12
and k22ranges (values under the curve) for which the systemic concentrations oscillate. The
system exhibits this behavior for specified values of k21. The area bound appears to decrease as
k12 grows.
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Figure A.4: Codimension-two bifurcation plots with respect to parameters k11 , k21 , for various
values of k12 . A) Only bistability is observed. B-D) Bistability and periodicity are observed.
The following labels are used to demarcate the behaviors. 1: One stable steady state; 2: Stable
oscillations; 3: Two stable steady states

A.5 Codimension-two bifurcation analysis of motif 4

Bifurcation analysis of motif 4 is performed to acquire a better understanding of the systemic
dynamics driven by cross-regulation (k12 and k21) and self-regulation (k11 and k22). We then
adjusted the values of k12 and k21 while keeping k11 and k22 constant (Figure A.6A). In this
scenario, increasing the drug infusion rate resulted in the extension of the oscillatory zone. This
design is monotonous and distinct from motif 1 (Figure A.2). The bistability area on the left for
incoherent cross-regulation increased as the drug infusion rate rose (Figure A.6B). Furthermore,
there is a minor upward shift. This design is comparable to motif 1. Then we changed the values
of k11 and k22 while keeping k12 and k21 constant. It is observed that when the drug infusion
rate is below 0.5, the system exhibits oscillations for both positive and negative self-regulation
(Figure A.6C). Additionally, if the infusion rate is higher than 0.5, the system exhibits bistability
for both negative and positive self-regulation (Figure A.6D)

88



A.6 Conclusion

Figure A.5: Codimension-two bifurcation plots with respect to parameters k11 , k21 , for various
values of k12 . Oscillating concentrations are seen when parameter values lie within the curve
region

A.6 Conclusion

Drug-drug interactions (DDIs) are a common problem when multiple drugs are administered
simultaneously to a patient, affecting a drug’s therapeutic efficacy and often causing adverse
drug reactions (ADRs). While it is impossible to exhaustively list all possible interactions, there
is a need to improve the prediction of potential DDIs. In our study, we focus on pharmacokinetic
interactions, specifically changes in drug clearance caused by the impact of another drug. We
use ordinary differential equations (ODEs) to represent the system of interactions, analyzing the
continuous infusion of two drugs that act through intermediates.

Previous research has mathematically analyzed DDIs for specific drug combinations, such
as cyclophosphamide and saquinavir with itraconazole (Hassan et al., 1999; Lohitnavy et al.,
2015). However, our approach is broader, simulating interactions between drugs and themselves
as different motifs. We investigated feedback effects caused by metabolic enzymes, which can
either reduce or increase drug clearance, leading to abnormal drug concentrations. Through
our simulations, we identified circumstances where the system exhibits bistability or periodic
oscillations instead of converging to a single steady state.

We observed in motif 1 that the infusion rates of the two drugs play a critical role in deter-
mining the system’s behavior. Changes in the ratio of infusion rates result in oscillating systemic
concentrations and two stable steady-state equilibriums. Incoherent regulation, where the drugs
antagonize each other’s effects, leads to periodic behavior, while coherent regulatory motifs re-
sult in two stable steady states. Both of these characteristics are undesirable in a clinical setting
as they can hinder effective therapy, highlighting the need to avoid infusion rates that lead to
such behaviors.

By introducing more interactivity, model complexity increases, and periodicity and bistability
coexist in motifs 2 and 3. These motifs depict interactions between two drugs, with one drug
influencing its own clearance. Varying interaction factors and infusion rate values lead to different
system behaviors. The dynamic behavior of the system depends on the intrinsic qualities of the
drug-drug pair and external influences such as the infusion rate.

In natural systems, nonlinear feedback is associated with emergent dynamics, as seen in gene
regulatory networks. Biological systems exhibit oscillatory behavior due to negative feedback
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Figure A.6: Codimension-two bifurcation plots with respect to parameters k11 , k21 , k11 , k22
and k̂in. Oscillations are seen in A and D, while the parameter plane exhibits bistable behavior
in B and C.

and self-regulation (Goldbeter, 2018; Gérard and Goldbeter, 2009). Bistable behavior has also
been observed in various biological systems, including disease models (Goldbeter et al., 2007; Ha
et al., 2016; Rapin et al., 2011). Understanding these dynamics can help predict and mitigate
potential DDIs.

It is important to acknowledge that not all potential DDIs are known, and they can signif-
icantly impact a drug’s therapeutic value and patient safety. Developing methods to identify
probable DDIs can aid in treatment decision-making. Our research aims to identify one possi-
ble cause of drug interactions—decreased drug clearance—and anticipate potential interactions.
The ultimate goal is to reduce the potency of such interactions by modifying external parameters
such as drug combinations or doses.
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The human skin is a complex organ made up of many different cell types which proliferate, differ-
entiate, get eliminated, and interact with each other in a highly coordinated manner to maintain
homeostasis of skin thickness, composition, and pigmentation. Any disturbance in the molecular
events that regulate the molecular pathway that governs this interaction could result in pigmen-
tation disorders such as Vitiligo. According to recent data, the worldwide occurrence of vitiligo
is estimated to be between 1-2 %. The disorder can be psychologically and emotionally damag-
ing. Unfortunately, it is incurable and the underlying pathogenies mechanism is still unclear. The
available therapeutic options for vitiligo are unsatisfactory for many patients as they are complex,
time-consuming, and ineffective. In order to develop optimal treatment protocols, an integrated un-
derstanding of drug distribution kinetics and disease kinetics is required. This implies understanding
the molecular network underlying melanogenesis and the effects leading to loss of pigmentation. To
this end, I developed models, and adapted existing models, at molecular, cellular, and organ level to
achieve an integrated perspective on skin depigmentation and treatment.

We began by understanding melanogenesis at the molecular level using transcriptomic data. B16
melanoma pigment cells were plated at low density for 6 days. The total RNA was isolated on days 3-
6 and sequenced using Illumina Novaseq. I analyzed the sequenced raw data to identify differentially
expressed genes and key pathways linked to melanogenesis. The study unraveled metabolic rewiring
during pigmentation. It was found that fatty acid metabolism and glycolysis/gluconeogenesis are
enhanced to maintain the bioenergetic requirements of cells during the pigmentation state.

I developed a Boolean model based on the nodes included in the Raghunath et al network. The
interactions of the 265 nodes in that network were described using 23 different terms (activation,
phosphorylation etc). Through additional manual curation of the reported interactions, I converted
this description/network graph into a set of Boolean rules. This will provide a tool for simulation and
analysis of the complex interplay between keratinocytes and melanocytes that results in skin pigmen-
tation. In addition, I also carried out a perturbation analysis of the network through node deletion
and constitutive activation to identify the sensitivity of outcomes such as melanin to individual nodes
and compared the nodes identified as important to previous reports for smaller melanogenesis net-
works. Multiple theories have been proposed for melanocyte destruction in vitiligo. It is possible
that several processes work simultaneously to cause progressive loss of melanocytes and they either
involve immune attack, or cell degradation and detachment. I built a model that incorporates mul-
tiple mechanisms responsible for melanocyte death in vitiligo, along with their correlation to clinical
outcomes. The model captured the dynamic responses of skin cells, immune cells and cytokines to
varying levels of stress. Moreover, I also simulated drug effects through parameter variations.

There are very few models even at one scale, and none to our knowledge spanning scales in the
public domain. Through this work, I have tried to provide a qualitative interpretation of disease
dynamics at various levels. As a step further, the disease model can be extended to a quantitative
system pharmacology (QSP) model by including a physiology-based pharmacokinetic (PBPK) model.
I believe that this combination of the skin disease model and the PBPK model will serve as a unique
framework for checking the effect of multiple drugs used in treating vitiligo and optimizing treatment
protocols.
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Abstract: Vitiligo is an acquired, chronic skin depigmentation disorder that affects 0.5 to
2% of the world population. The disorder can be psychologically devastating and stigma-
tizing. In order to develop an optimal treatment protocol, an integrated understanding of
disease kinetics and drug distribution kinetics is required, which can be achieved using a
quantitative system pharmacology (QSP) model. To our knowledge, there is no QSP model
available to understand skin pigmentation related disorders. Here, we report the formula-
tion of the first disease model for vitiligo. Multiple mechanisms responsible for melanocyte
destruction in vitiligo are integrated in our model. It includes processes related to ex-
posure of skin to stress, production of cytokines by skin cells upon stress, elimination of
melanocytes by immune cells as well as correlation of these processes to clinical outcomes.
Preliminary simulations show that the predicted response to varying stress levels for most
of the cells is similar to the outcomes of the existing experiments. The pharmacology
aspect of this QSP model is being developed to target various components of the system.
It would be helpful in determining the plasma concentration of drug.
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2021 - June 17th. 2021), Network motifs in drug-drug interaction, Society for mathematical
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Abstract: Combination therapy/multiple drug treatment is useful in some cases and
necessary for the successful treatment of diseases such as leprosy, HIV/AIDS, tuberculosis
and various cancers. During the treatment, drugs interact with each other and alter the
medication’s effect on body. The effect could be less or more potent than intended. Drugs
could also have potential antagonistic effect on each other’s systemic properties. When
two drugs for different diseases are administered simultaneously, it is possible that one
of them could decrease the concentration of other by increasing its elimination. This
could lead to increased disease severity. There are models that study autoinduction where
the drug upregulates enzyme that promote its own clearance. But very few models to our
knowledge include drug–drug interaction wherein they modulate each other’s concentration
by regulating absorption and elimination rate. We present 4 network motifs that explains
the positive and negative effect a drug could have on its own elimination, or on elimination
of other drug administered simultaneously. We define 32 structures that represents these
network motifs. Finally, we study the sensitivity of maximum drug concentration and
variation in drug concentration to different parameters. This would help in optimizing the
dosing protocol that involves multiple drugs.
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Abstract: Melanogenesis is a highly regulated process through which the pigment melanin
is produced in the skin cells. Irregularities in the molecular events that govern the process
of skin pigmentation can cause disorders like vitiligo. In order to understand the biology
of disease progression, it is important to have an in depth understanding of intracellular
events. There are very few models to date that incorporate intracellular processes relevant
to melanogenesis and only one to our knowledge that simulates the dynamics of response to
varying levels of input. Here, we report the formulation of the largest Boolean model (265
nodes) for melanogenesis to date. The model was built on the basis of a detailed interaction
network graph published by Raghunath et al. Through additional manual curation of the
reported interactions, we converted the graph into a set of Boolean rules, following the
procedure of the first Boolean model (61 nodes) for melanogenesis published by Lee et al.
Simulations show that the predicted response to varying UV levels for most of the nodes
is similar to the predictions of the existing model.
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Abstract: Biological systems are often represented as networks, nodes being the molecules
and edges being the connections. They are analyzed to identify the sensitive nodes which
upon perturbation disproportionately change a predefined output. Nodes may have defects
in reading the input from other nodes and calculation of the node output. To simulate
these defects and assess their effect on the system output, two new function perturbations,
referred to as ’not of function’ and ’function of not’, are introduced. These and previ-
ously used perturbation methods were applied to two existing Boolean models, namely the
human melanogenesis signaling network and the fly segment polarity network. Through
mathematical simulations, it was found that these methods successfully identified nodes
earlier found to be sensitive using other methods, and were also able to identify sensitive
nodes which were previously unreported.
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Abstract

Therapeutic methods to modulate skin pigmentation has important implications for skin can-

cer prevention and for treating cutaneous hyperpigmentary conditions. Towards defining

new potential targets, we followed temporal dynamics of melanogenesis using a cell-auton-

omous pigmentation model. Our study elucidates 3 dominant phases of synchronized meta-

bolic and transcriptional reprogramming. The melanogenic trigger is associated with high

MITF levels along with rapid uptake of glucose. The transition to pigmented state is accom-

panied by increased glucose channelisation to anabolic pathways that support melanosome

biogenesis. SREBF1-mediated up-regulation of fatty acid synthesis results in a transient

accumulation of lipid droplets and enhancement of fatty acids oxidation through mitochon-

drial respiration. While this heightened bioenergetic activity is important to sustain melano-

genesis, it impairs mitochondria lately, shifting the metabolism towards glycolysis. This

recovery phase is accompanied by activation of the NRF2 detoxication pathway. Finally, we

show that inhibitors of lipid metabolism can resolve hyperpigmentary conditions in a guinea

pig UV-tanning model. Our study reveals rewiring of the metabolic circuit during melanogen-

esis, and fatty acid metabolism as a potential therapeutic target in a variety of cutaneous dis-

eases manifesting hyperpigmentary phenotype.

Introduction

Despite significant progress in understanding the physiology and biochemistry of human skin

pigmentation, the strategies to manipulate this phenomenon for clinical benefit has met with
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minimal success. To counter the deleterious effects of UV radiations, human skin activates

melanisation that protects skin from cancer and photoaging [1]. On the other hand, pathologi-

cal hyperpigmentation response of skin occurs due to inflammatory conditions [2]. Patchy

cutaneous hyperpigmentation is an associated comorbidity in more than 30% of patients with

diabetes and obesity [3]. Skin pigmentation is due to the presence of melanocyte cells in the

epidermis, which possesses biosynthetic machinery to produce melanin within melanosomes

[4]. These specialized membrane-bound organelles are then transferred to neighbouring kera-

tinocytes imparting photoprotection [5,6]. Melanogenesis thus can be considered to be a con-

glomeration of many interacting components wherein individual components, as well as the

interaction networks, manifest spatiotemporal coherence. Perturbations within any of these

events result in homeostatic imbalance leading to a disease phenotype. The challenge is to elu-

cidate dynamic temporal interactions between constituent molecules of various cellular

processes.

MITF, the central transcription regulator of melanocyte lineage, connect array of gene net-

works pertaining to melanogenesis, proliferation, and survival [7]. MITF regulates the expres-

sion of numerous pigmentation-associated genes such as PMEL17 and MART1 and melanin

synthesis enzymes TYR, DCT, and TYRP1 to promote melanocyte differentiation [8–10]. UV-

mediated activation of pigmentation proceeds through secretion of α-MSH by keratinocytes,

which binds to epidermal melanocytes receptor, the melanocortin 1 receptor (MC1R), trigger-

ing cAMP production and CREB-mediated MITF transcription [11–13]. Further, coactivators

like SOX10 activate MITF, while suppressors like TCF4 and ATF4 down-regulate MITF tran-

scriptional response [14–16]. Melanocytes thus possess the ability to respond to environmental

signals and assume a wide variety of distinct functional fates. These specialized cells of the epi-

dermis return to a resting state, where they are known to persist, potentially prepared for

another round of activation. These distinct phases of melanocytes can be anticipated to be

dependent on dynamic changes in cellular metabolism to cater cellular energy demands and

biomolecule requirements.

Several lines of evidence suggest the alteration of mitochondrial function during melano-

genesis, some of which are rather paradoxical. For example, induction of melanin synthesis in

B16F10 melanoma cells reduces the oxygen consumption after 48 hours of stimulation, with-

out changes in mitochondrial membrane potential [17]. However, mitochondrial mass is

reported to be higher in cells with melanogenesis stimulation [17]. A fraction of these mito-

chondria is shown to be in direct contact with melanosomes, where the interorganelle connec-

tions mediated by fibrillar bridges are proposed to facilitate the exchange of small molecules

between the 2 organelles [18]. Remodelling mitochondria towards increased fission enhances

reactive oxygen species (ROS) levels that can have contradictory effect on melanogenesis

[19,20]. While targeting F1F0-ATP synthase that should also result in ROS accumulation,

induces hyperpigmentation [21]. In a recent study, untargeted metabolomics of α-MSH-

induced B16F10 cells analysed at 1, 24, and 48 hours showed minimal changes in the metabo-

lite profile, when compared with their respective controls [22]. While it is surprising, a possi-

bility is that the time points used in this study do not capture the dynamics of metabolite

concentrations and metabolic fluxes. Another distinct possibility is the heterogeneity within

cellular populations and cell surface receptors, which could obscure the interpretation of the

results. Cellular heterogeneity has been reported for primary melanocyte cultures, where the

cells could be transiting between precursor cells and their descendants at different stages of

pigmentation [23]. For the identification of transient regulatory events during melanogenesis,

it is pertinent to resolve melanocyte function over time in a synchronized model system that

can capture a full array of events.
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As metabolic reprogramming is emerging as a hallmark of cellular effector functions, it is

important to leverage metabolic dependencies as a possible target for modulating skin pigmen-

tation. In this study, we have employed a previously developed B16 cell-autonomous pigmen-

tation model where cells transit from basal depigmented to the pigmented state over a period

of 6 days [24]. Transcriptomic and metabolomic studies allowed us to identify dynamically

changing key transcriptional network modules and corresponding metabolic configuration in

a time-dependent manner. Along with defining a framework for understanding melanogenesis

programming, our studies identify the transient, yet the key role of SREBF1-mediated fatty

acid metabolism during the melanogenic phase. Based on the guinea pig tanning model, we

show that inhibitors of fatty acid metabolism can resolve hyperpigmentary conditions, thus

revealing new targets for modulating skin pigmentation.

Results

Melanogenesis is coupled to transcriptional activation of metabolic genes

To understand the differentiation programming of melanocytes from depigmented to pig-

mented state, we perform a global transcriptomic analysis of B16 cell-autonomous pigmenta-

tion model [24]. B16 pigmentation model is a density-dependent model, wherein cells are

seeded at a very low density of 100 cells/cm2 and transition from basal depigmented to the pig-

mented state of cells occurs over a period of 6 days as shown in the schematic (Fig 1A). In this

model, melanogenesis is probably triggered by the fine balance between the intrinsic needs of

the cells and the constraints imposed by the extrinsic conditions. A series of coordinated pro-

cesses encompassing transcriptional activation, melanosome biogenesis and melanin synthesis

can be captured at the phenotypic and molecular level. The phenotypic changes in the melanin

are best observed and quantitated from days 3 to 6 (Fig 1A) [25]. At the molecular level, we

observe a higher MITF protein expression on days 3 and 4. The classical MITF-mediated pig-

mentation targets show different trajectories of expressions during this period. PMEL17, a

marker of early-stage melanosomes, is found to peak around days 4 and 5, indicating new

melanosomes formation as an early event that diminishes by day 6. This is followed by

increased expression of tyrosinase, the rate-limiting enzyme in melanin synthesis, on days 5

and 6 (Fig 1B and 1C).

To study temporal events during melanogenesis, genome-wide transcriptome analysis was

performed from days 3 to 6. Principal component analysis (PCA) of the transcriptome data

showed separation of different samples on the major PC axis (PC1) (S1A Fig). The correlation

coefficient “r” between the biological replicates of the same sample were in the range of 0.98 to

0.99 (S1B Fig), suggesting overall high concordance between the 2 replicates. Time-course

analysis was performed using the LRT (likelihood-ratio test), and genes with adjusted p-

value < 0.001 were taken as significant differentially expressed genes (DEGs) from days 3 to 6

using DESeq2. Heatmap was plotted for these 1,493 DEGs obtained in time-course analysis

(Fig 1D). As expected, several key pigmentation-related genes likeMitf, Pmel, and Tyr could

be observed among the DEGs. Hierarchical clustering was performed on the expression data

of 1,493 DEGs, and the data were divided into 7 clusters. In general, genes on days 3 and 4

show substantially similar gene expression values as compared to days 5 and 6. Pathway

enrichment analysis using the KEGG database, illustrated as Bubble Plot (Fig 1E), for these

gene clusters revealed pathways like RNA transport, ribosome biogenesis, and spliceosome

enriched on days 3 and 4, indicative of transcriptional activation during early pigmentation

phases. Day 5 showed up-regulation of metabolic pathways like steroid biosynthesis, unsatu-

rated fatty acid synthesis, and fatty acid metabolism. Enrichment of fatty acid metabolism
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Fig 1. Melanogenesis is coupled to transcriptional activation of metabolic genes. (A) Schematic diagram illustrating the assay setup where culturing

B16 cells at low density of 100 cells/cm2 (Top) results in the transition of melanocyte from depigmented (day 0) to pigmented state (day 6) as shown in

the pellet images (N = 3) (Bottom). Quantitative analysis of melanin intensity of the pellets is shown in the line graph (Between). Mean ± SEM is

plotted for 3 biological replicates. One-way ANOVA is applied, F(3,8) = 18.28. p-Value = 0.0006. Turkey’s test is performed for pairwise comparison.

(B) Representative western blot of key pigmentation proteins, MITF, PMEL, TYR, and DCT on days 3 to 6 (D3 to D6) (N = 3). Arrows mark the sizes

of molecular weight markers written in kDa. Numerical values show average fold change for 3 biological replicates. (C) Heatmap depicting relative

mean expression levels of pigmentation proteins wrt D3 for 3 independent experiments. Scale from red to green represents the z-scores of fold change

(below). (D) Heatmap represents 1,493 DEGs with an adjusted p-value< 0.001 obtained from time-course analysis performed using the LRT test for 2

independent biological replicates. Scale from blue to red represents z-score from –1 to +1. Hierarchical clustering was performed on the expression

data of 1,493 DEGs into 7 clusters. (E) KEGG pathway enrichment analysis was done for DEGs with adjusted p-value< 0.001 up-regulated on days 3,

4, 5, and 6. Bubble plot depicts the enrichment of pathways on different days, where the size of bubble represents the gene ratio and colour represents

the p-value. (F) Representative confocal microscopy images show lipid droplet accumulation in B16 cells during pigmentation. Images were taken at
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along with the up-regulation of glycolysis and glutathione metabolism could be noted on day

6.

An important facet of lipid metabolism is the assimilation of free fatty acids in the form of

neutral lipids (triacylglycerols (TAGs)) within lipid droplets, which are otherwise toxic to cells.

We analysed the expression of fatty acid synthesis genes and TAG synthesis genes from RNA

sequencing data (S1C and S1D Fig). Analysis showed a concordant increased expression of

several of the genes in both fatty acid and TAG synthesis pathways with pigmentation. This

may result in increased lipid droplets formation during pigmentation. We, therefore, traced

lipid droplets during pigmentation using BODIPY dye (Fig 1F). Quantitative analysis of the

volume of lipid droplets per cell and volume of individual lipid droplets revealed the formation

of these lipid aggregates significantly increases on D5 (Fig 1G and 1H). Further, a significant

and rapid depletion in the volume of lipid droplets per cell was observed on D6. These results

suggest that B16 cells assimilate and utilise fatty acids synthesized by cells as lipid droplets.

To demonstrate that these metabolic changes are a consequence of pigmentation, we

treated the B16 cells grown at low density with 1-phenyl-2-thiourea (PTU), which inhibits the

formation of melanin pigment. PTU-treated cells show depigmented phenotype and, in fact,

exhibit enhanced proliferation, when compared with pigmented day 6 cells (S1E and S1F Fig).

Examination of FASN in PTU-treated cells showed a significant decrease in protein expres-

sion, contrary to the increase observed for pigmenting B16 cells (S1G–S1J Fig). These studies

provide credence to the hypothesis that the synchronized modulation of metabolic pathways

identified during transcriptome studies is associated with cellular pigmentation.

Differential transcriptionally regulated metabolic networks emerge at

different stages of melanogenesis

To identify prominent transcriptional networks on days 3 to 6, we performed transcription

factor (TF) enrichment analysis for differentially regulated genes using the TRRUST database.

We constructed TF-target gene (TG) network maps for the top 7 TFs identified on each day.

This was overlaid with transcript expression changes observed for the TGs (Fig 2). Such a tem-

poral representation of the TF-TG network maps revealed an interesting insight into the tran-

scriptional programming during the course of pigmentation. On day 3, pigmentation

regulatorsMitf and Egr1 networks are functional, both of which are known to induce pigmen-

tation response in melanocytes [26,27]. Another melanogenesis-associated gene Tcf4 could

also be noted in the days 3 and 4 regulons, which is known to suppressMitf levels [15]. The

expression ofMyc network, which is involved in proliferation [28], decreases with each day

and this is congruent with our experimental observations. On day 5, completely new sets of

TF-TG networks emerge, prominent of them are the Srebf1 and Srebf2 clusters, which are

known to regulate lipid metabolism across different cell types [29]. Another significant cluster

that becomes evident is the Nfe2l2 (Nrf2) regulon. This TF is involved in the phase II detoxifi-

cation pathway, and previous studies have shown that melanocytes resist oxidative detoxifica-

tion through a robust expression of this pathway during pigmentation [30]. While the

transcriptional analysis provides interesting insights into the temporal regulation of TF-TG

63×. Scale is 5 μm. (G) Violin plot depicting the quantitation of total volume of lipid droplets per cell using VOLOCITY software. Approximately 25 to

30 cells are taken in each replicate. Mean ± SEM is plotted in 3 independent biological replicates. One-way ANOVA is applied, F(2,52) = 11.45. p-

Value< 0.0001. Turkey’s test is performed for pairwise comparison. ���p-Value = 0.0001, ��p-value = 0.034. ns is not significant. (H) Dot plot

depicting the quantitation of size of individual lipid droplets (as volume spread of lipid droplets) using VOLOCITY software. Approximately 25 to 30

cells are taken in each replicate. Mean ± SEM is plotted in 3 independent biological replicates. One-way ANOVA is applied, F(2,262) = 3.54. p-

Value = 0.0303. Turkey’s test is performed for pairwise comparison. Quantitative data are provided in S1 Data for Panels A, C, G, and H. Quantitative

data for Panels D and E are provided in S3 Data. DEG, differentially expressed gene; LRT, likelihood-ratio test.

https://doi.org/10.1371/journal.pbio.3001634.g001
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Fig 2. Transcriptionally regulated metabolic networks map for different stages of melanogenesis. DEGs were analysed for the TG

enrichment of TF using the TRRUST database on metascape (metascape.org). TF-TG network analysis shows top 7 up-regulated TFs

obtained in DEGs analysis on days 3 to 6, along with the expression profile of their TGs. TFs are enclosed in white box and the lines

connect each TF to the set of genes regulated by them during pigmentation. TGs are enclosed in circle and colour gradient represents

the scaled (row-wise) expression values from the RNA Seq data. Quantitative data are provided in S3 Data. DEG, differentially

expressed gene; TF, transcription factor; TG, target gene.

https://doi.org/10.1371/journal.pbio.3001634.g002
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networks, we mainly focus on the metabolic programming of these cells during different

phases of melanogenesis.

To validate key transcriptional networks that emerged on different days in TF-TG analysis, we

analysed mRNA expression ofMitf, Srebf1,Nrf2, and their downstream TGs. Consistent with the

TF-TG analysis,Mitf showed significant up-regulation on days 3 and 4, (S2A Fig), and Tyr, a rate-

limiting enzyme in melanin synthesis, showed significantly higher expression on days 5 and 6

(S2B Fig). Srebf1 emerges as a prominent metabolic network on day 5. Srebf1 showed maximum

up-regulation on day 5, followed by day 6 at mRNA level (S2C Fig). This is congruent with the

observed induction up to 1.5- to 2-fold for key fatty acid synthesis genes, Fasn,Acaca, Acacb, and

Acly on days 5 and 6, as analysed by quantitative real-time polymerase chain reaction (qRT-PCR)

(S2D Fig). Another important network that emerged on day 6 isNrf2. Examination of mRNA

expression ofNrf2 and its TGs,Gsr andGst, showed a consistent up-regulation on day 6 (S2E and

S2F Fig). Together, TF-TG analysis delineates diverse transcriptional networks regulating metabo-

lism, mediating an important role during the transition from depigmented to pigmented state.

Steady-state analysis of polar metabolites using mass spectrometry during

pigmentation

To understand how metabolic changes are linked with the process of melanogenesis, we mea-

sured the levels of polar metabolites from days 3 to 6 cells using liquid chromatography-coupled

tandem mass spectrometry. A total of 306 peaks were obtained, out of which 175 were mapped

to different metabolites with high confidence. The relatedness between all the data sets was

compared using PCA. All replicates showed good clustering and clear day-wise segregation was

observed (S3A Fig). Hierarchical clustering analysis based on the top 50 regulated metabolites

showed an increased level of metabolites corresponding to nucleotide and amino acid metabo-

lism during days 3 and 4. On days 5 and 6, a substantial number of cofactors and Kreb’s cycle

metabolites were seen to be up-regulated (S3B Fig). To understand the pathway-based connec-

tivity, we overlaid the data on 4 major central carbon metabolic pathways—glycolysis, tricarbox-

ylic acid cycle (TCA), pentose phosphate pathway (PPP), and hexosamine biosynthesis pathway

(HBP) (Fig 3A). Analysis of glycolytic intermediates showed 2 distinct patterns of regulation.

Metabolites in the upper half of the glycolysis (6-carbon metabolites) showed limited variations

across all 4 days. The upper half of glycolysis is known to branch into the PPP and HBP. Indeed,

analysis of metabolites from PPP and HBP indicated an increased accumulation on days 5 and

6. PPP generates NADPH to maintain a redox environment and provides intermediates for

fatty acid and nucleotide synthesis. HBP forms uridine diphosphate-β-N-acetylglucosamine

(UDP-GlcNAc) moiety required for O-linked β-N-acetylglucosamine (O-GlcNAc) posttransla-

tional modification of melanogenic proteins [31,32]. The metabolites in the lower half of glycol-

ysis (3-carbon metabolites) increased approximately 4-fold during the pigmentation phase. The

lower half of the glycolysis produces lactate and feeds into the TCA cycle. Interestingly, the lev-

els of both lactate and TCA metabolites show an increase with time. Melanogenesis trigger aug-

ments distribution of glucose into all the branches of central carbon metabolism during

pigmentation, providing necessary metabolic pools, probably required for melanosome forma-

tion and maturation within melanocytes. Furthermore, increased HBP and PPP metabolic path-

ways suggest a supporting role for the synthesis of a variety of biomolecules.

[U-13C]-Palmitate incorporation in TCA metabolites during pigmentation

phase

To understand how the glucose uptake during the pigmentation phase (days 5 and 6) is quanti-

tatively apportioned between the lactate and TCA metabolites, we performed stable isotope
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Fig 3. Partial uncoupling of glycolysis and TCA supports biosynthesis pathways (PPP, HBP) while FAO increases to sustain

TCA. (A) Liquid chromatography-coupled tandem mass spectrometry-based metabolomic analysis is performed for polar

metabolites extracted from D3 to D6 for 4 independent replicates. Metabolic network is drawn for glycolysis, Kreb’s cycle, PPP, and

HBP by comparing their metabolite levels across D3 to D6. Fold changes are plotted as heatmaps along each metabolite in the

pathway with respect to D3. Scale bar ranges from blue to red corresponding to metabolite change from –5 to +5 fold. (B) Schematic
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tracing using labelled [U-13C]-Glucose. These pulse-labelling experiments were analyzed after

4 hours of addition of 10 mM [U-13C]-Glucose in the glucose-free medium (Fig 3B). The

incorporation of 13C isotope in different metabolites was followed by nuclear magnetic reso-

nance (NMR)-based measurements and several metabolites could be identified with high con-

fidence. We observed a 2-fold increase in the 13C labelling of glycolytic metabolites on day 5

when compared with depigmented cells (Fig 3C). In contrast, the TCA metabolites—citrate,

succinate, and malate showed a substantial decrease in the 13C incorporation. This configura-

tion of increased glycolytic metabolites and decrease in TCA metabolites is also observed for

day 6, suggesting that the pigmentation phase is associated with decreased channelisation of

pyruvate to acetyl CoA. Interestingly, incorporation of 13C labelling on day 6 in glycolytic

metabolites is lower than day 5, while relatively little variation is observed for TCA metabolites

and lactate levels. This suggested an increased uncoupling of glycolysis and TCA. The

enhancement in glycolytic flux on days 5 and 6 is majorly contributed by increased utilization

of glucose from media (S3C Fig).

Earlier studies have shown the role of pyruvate dehydrogenase kinase (PDK1) in reducing

the activity of pyruvate dehydrogenase (PDH), which is responsible for converting pyruvate to

acetyl-CoA [33,34]. We observed increased expression of Pdk1 during the late phase of pig-

mentation, which substantiates the quantitative increase in the level of lactate formed at day 6

(S3D–S3F Fig). Overall, this indicates the uncoupling of glycolysis and TCA in the late recov-

ery phase of pigmentation. Incidentally, steady-state analysis had suggested an increase in the

accumulation of TCA metabolites during day 6. We, therefore, reasoned that other pathways

may be directly feeding into TCA metabolites.

Since up-regulation of fatty acid synthesis and metabolism was observed in transcriptional

analysis, we evaluated the role of fatty acid oxidation in generating acetyl-CoA pools by follow-

ing incorporation of [U-13C]-Palmitate into TCA metabolites during the pigmentation phase

(Fig 3D). NMR measurements of 13C label revealed a more than 2-fold increase in the incorpo-

ration on day 5 when compared with depigmented cells (Fig 3E). A subsequent decrease was

observed on day 6, suggesting a restricted requirement of oxidative phosphorylation in main-

taining the energy demands of the cells in the late phase of pigmentation. Such a dynamical

metabolic adaptation during the pigmentation phase may be a crucial metabolic switch that

shunts fatty acids to mitochondria to maintain ATP production and sustain PPP via glycolytic

shunting to keep a balance between available nutrients and energy.

Fatty acid availability increases mitochondrial respiration during

pigmentation

To determine how cellular bioenergetics is affected by the availability of carbon source, we

measured oxygen consumption rate in either glucose- or oleate-supplemented media using the

Seahorse Mito Stress Test assay (Fig 4A). We observed that the basal respiration rate, which

depicting study design for pulse-chase labelling of uniformly 13C labeled glucose in glycolysis and TCA metabolites at D0, D5, and D6

using NMR. (C) NMR-based quantitation of [U-13C]-glucose incorporation in glycolysis and TCA metabolites at D5 and D6 with

respect to D0. Mean ± SEM is plotted for 3 independent replicates. Two-way ANOVA is applied, time factor, F(1.667,33.33) = 33.95,

p-value< 0.0001. Dunnett’s test is performed for pairwise analysis. ���p-Value< 0.005, ��p-value< 0.01, �p-value< 0.05. ns is not

significant. (D) Schematic depicting study design for pulse-chase labelling of uniformly 13C labeled palmitate in TCA metabolites at

D5 and D6 with respect to D0 using NMR. (E) NMR-based quantitation of [U-13C]-palmitate incorporation in TCA metabolites at

D5 and D6. Mean ± SEM is plotted for 3 independent replicates. Two-way ANOVA is applied, time factor, F(2,12) = 19.91, p-

value< 0.0002. Dunnett’s test is performed for pairwise analysis. ���p-Value< 0.005, ��p-value< 0.01, �p-value< 0.05. ns is not

significant. Quantitative data are provided in S1 Data for Panels C and E. Quantitative data for Panel A are provided in S4 Data. FAO,

fatty acid oxidation; HBP, hexosamine biosynthesis pathway; NMR, nuclear magnetic resonance; PPP, pentose phosphate pathway;

TCA, tricarboxylic acid cycle.

https://doi.org/10.1371/journal.pbio.3001634.g003
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Fig 4. Fatty acids are preferred carbon source for mitochondrial respiration during pigmentation. (A)

Comparative analysis of oxygen consumption rate in glucose or fatty acid supplemented media on D5 and D6 using

Seahorse Mito Stress Test assay. Represented plot depicts Mean ± SEM for 2 independent biological replicates with 3

technical replicates in each set. Two-way ANOVA is applied. Sidak’s multiple comparison test is performed for

pairwise analysis. p-Value. ����p-value< 0.001, ���p-value< 0.005, ��p-value< 0.01, �p-value< 0.05. ns is not

significant. (B) Quantitative analysis of basal respiration in glucose or fatty acid supplemented media on D5 and D6.

Mean ± SEM is plotted for 2 biological replicates with 3 technical replicates for each set. One-way ANOVA is applied F

(3,4) = 9.337, p-value = 0.028. (C) Quantitative analysis of spare respiratory capacity in glucose or fatty acid

supplemented media on D5 and D6. Mean ± SEM is plotted for 2 biological replicates with 3 technical replicates for

each set. One-way ANOVA is applied F (3,4) = 8.915, p-value = 0.0303. (D) Representative TEM-based analysis

showing mitochondrial cristae morphology change during pigmentation from D3 to D6 (Number of cells, n = 8).

Images were taken at 3500× magnification. Scale is 0.2 μm (Bottom left). (E) Box plot depicting quantitative analysis of

stage III/IV melanosomes on different days (Number of cells, n = 8). Whiskers represent min and max range with
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accounts for total oxygen consumption by the cells, is higher on day 5 than on day 6 (Fig 4B).

However, in the presence of oleate, cells show higher basal respiration on day 5 in comparison

to glucose. Availability of oleate in the media also results in higher spare respiration capacity of

mean as centre line. One-way ANOVA is applied F(3,28) = 19.60, p-value< 0.0001. Tukey’s test is performed for

pairwise comparison. ����p-Value< 0.0001, ���p-value = 0.007. ns is not significant. (F) Box plot depicting

quantitative analysis of unhealthy mitochondria on different days (Number of cells, n = 8). Whiskers represent min

and max range with mean as centre line. One-way ANOVA is applied F(3,28) = 47.08, p-value< 0.0001. Tukey’s test is

performed for pairwise comparison. ����p-Value< 0.0001, �p-value = 0.027. ns is not significant. Quantitative data are

provided in S1 Data for Panels A, B, C, E, and F. TEM, transmission electron microscopy.

https://doi.org/10.1371/journal.pbio.3001634.g004

Fig 5. Melanogenesis induction causes activation of SREBF1. (A) Representative western blot showing SREBF1 N-terminal levels on

different days of pigmentation, normalized to tubulin (N = 4). Numerical values show average fold change for 4 biological replicates. (B) Bar

graph depicting quantitative fold change of Srebf1 N-terminal expression with respect to D4. Mean ± SEM is plotted for 4 biological

replicates. One-way ANOVA is applied, F (2,9) = 12.71, p-value = 0.0024. (C) Schematic design for studying SREBF1 activation using traffic

light mCherry-Srebf1-eGFP vector and analyzing localization in different cellular compartments. Full-length protein localized in ER and

gives yellow signal due to colocalization of mCherry and eGFP fluorescence. Cleaved SREBF1 N-terminal is transported to the nucleus along

with mCherry tag, thus, accumulation of mCherry signal in the nucleus is indicative of SREBF1 activation. (D) Representative fluorescence

images showing mCherry, eGFP, and merge signal. Magnified nuclear images were shown to focus on SREBF1 nuclear translocation after 4

hours of MSH treatment. DMSO is taken as vehicle control. (E) Dot plot depicts colocalization rate between mCherry and Hoechst signal

analyzed for each cell at 1 to 4 hours, for control and MSH treatment. Around 20 to 30 cells were analyzed in each of the 3 biological

replicates. One-way ANOVA is applied. For DMSO, F(2.512,99.63) = 0.9264, p-value = 0.4175, for MSH F(2,668,39.36) = 15.14, p-

value< 0.0001. Dunnett’s multiple comparison test is performed for pairwise analysis. ����p-Value< 0.0001, ���p-value< 0.0009. ns is

nonsignificant. (F) Bar graph depicting the quantitation of number of cells showing positive phenotype after MSH treatment, determined by

increased colocalization rate of mCherry and Hoechst signal from 1 to 4 hours. Mean ± SEM is plotted for combined analysis. Two-tailed

Student t test is performed, t = 4.267, df = 4 p-value = 0.0130. Quantitative data are provided in S1 Data for Panels B, E, and F.

https://doi.org/10.1371/journal.pbio.3001634.g005
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cells on both days, days 5 and 6 (Fig 4C). This indicates that fatty acids rapidly undergo β-oxi-

dation resulting in increased electron flow through mitochondrial complexes on day 5.

Together, these studies provide support to the hypothesis that glucose is partially uncoupled

from TCA while fatty acid oxidation is the preferred pathway during the intermediate phase of

pigmentation.

In order to understand whether decreased mitochondrial respiration is associated with

altered mitochondrial morphology, which is essential to maintain an efficient electron trans-

port chain (ETC) [35], we performed transmission electron microscopy (TEM)-based ultra-

structural analysis of mitochondria during melanogenesis (Fig 4D). Our data showed the

presence of a few stage III/IV (electron-dense) melanosomes on days 3 and 4, which dramati-

cally increases up to 6 to 8 times on days 5 and 6, respectively (Fig 4E). At the same time, we

also observed an increase in the number of unhealthy mitochondria during the late pigmenta-

tion phase, as determined by cristae stacking and the presence of vacuoles around mitochon-

dria. The number of unhealthy mitochondria observed is about 40% on day 6, and thus

substantially impact mitochondrial respiration (Fig 4F). To determine that the observed mito-

chondrial changes are attributed to pigmentation and not senescence, we analyze the mito-

chondrial fragmentation in D6 pigmented cells and PTU-treated D6 depigmented cells using

Mitotracker RED dye (S4A Fig). Analysis of individual mitochondria using Image J macro tool

for Mitochondrial Network Analysis (MiNA) [36] showed a significantly high round and

punctate individual mitochondria in pigmented D6 cells (S4B Fig).

Altogether, from transcriptomic and metabolomics analysis, we propose that melanogene-

sis can be divided into 3 broad phases—preparatory, melanogenic, and recovery phase. Days 3

and 4 capture the preparatory phase where the MITF-mediated signalling networks are

induced and anabolic pathways are activated. Following this, the melanogenic phase on day 5

has heightened pigmentation activity and associated metabolic changes with increased fatty

acid utilization. Day 6 profile captures the recovery phase, where pigment inhibitory functions

and recovery pathways are up-regulated.

Epidermal melanogenesis mediator α-MSH activates SREBF1

As fatty acid metabolism is important during pigmentation and the SREBF1 network was

among the prominently regulated network in TF-TG analysis, we interrogated the role of

SREBF1 during melanogenesis. SREBF1 is an endoplasmic reticulum (ER)-resident protein

that is activated upon the cleavage and nuclear translocation of its N-terminal domain. To

examine SREBF1 activation, we performed western blot analysis with SREBF1 N-terminal

antibody (Fig 5A). Quantitation of cleaved SREBF1 N-terminal band showed increased levels

on days 4 and 5, which then slowly declined on day 6 (Fig 5B). Next, we explored whether the

classical inducer of melanogenesis, α-MSH, could activate SREBF1. To study this, we designed

an activation assay for SREBF1 using a “traffic light construct,” wherein the mCherry tag was

fused with the N-terminal of SREBF1 and eGFP was fused with C-terminal (S5 Fig). Upon

SREBF1 activation, mCherry along with the N-terminal SREBF1 fragment would get translo-

cated to the nucleus while the eGFP remains localized in ER (Fig 5C). Functional validation of

this assay was assessed with insulin, which is a known activator of SREBF1 in hepatocytes [37]

(S6A Fig). Insulin indeed activated SREBF1 in melanocytes within hours in about 65% of the

cells (S6B and S6C Fig). We then carried out live-cell imaging for 4 to 6 hours after α-MSH

treatment using confocal microscopy. Representative images show mCherry and eGFP signals

in different channels after 4 hours of treatment (Fig 5D). Careful analysis for red signal in the

nuclear region shows that the presence of mCherry increases after α-MSH treatment. Time-

dependent changes in the colocalization rate of mCherry and Hoechst dye was analyzed after 1
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to 4 hours to follow kinetic activation (Fig 5E). In control cells (DMSO-treated), the colocaliza-

tion rate of mCherry and Hoechst dye did not increase in a time-dependent manner, suggest-

ing no activation of SREBF1. For α-MSH, we observed that the colocalization rate of mCherry

and Hoechst significantly increases in 2 hours. Further, the number of cells showing positive

phenotype considerably increases to 60% after α-MSH treatment (Fig 5F). These data suggest

that α-MSH induces nuclear translocation of SREBF1 N-terminal in B16 cells. We thus pro-

pose the role of the activation of SREBF1 upon pigmentation induction for ensuring efficient

fatty acid synthesis.

Fig 6. SREBF1 regulates pigmentation by altering fatty acid metabolism. (A) Representative B16 cell pellet images showing the

phenotypic difference in melanin accumulation on day 6 upon inhibiting SREBF1 activation with 25-HC treatment. (B) Representative

western blot showing TYR protein expression, normalized to tubulin, upon 25-HC treatment (N = 4). Numerical values show average

fold change for 4 biological replicates. (C) Bar graph depicting quantitative fold change of TYR expression with respect to control.

Mean ± SEM is plotted for 4 independent biological replicates. Two-tailed unpaired t test is performed, t = 8.663, df = 6. ���p-

value = 0.0001. (D) Bar graph representing qRT-PCR-based quantitation of Srebf1, Fasn, and Tyrp1 genes on D5 upon silencing of Srebf1
using smart pool siRNA. Mean ± SEM is plotted for 3 biological replicates. One-way ANOVA is applied, F(3,8) = 61.03, p-value< 0.0001.

Tukey’s test is performed for pairwise analysis. ����p-Value< 0.001 ���p-value< 0.005, ��p-value< 0.01, �p-value< 0.05. (E)

Representative primary melanocytes cell pellet images showing the phenotypic difference in melanin accumulation upon PTU treatment.

(F) Representative primary melanocytes cell pellet images showing the phenotypic difference in melanin accumulation upon 25-HC

treatment. (G) Representative western blot showing TYR protein expression, normalized to tubulin, upon PTU and 25-HC treatment in

primary melanocytes (N = 3). Numerical values show average fold change for 3 biological replicates. (H) Bar graph depicting quantitative

fold change of TYR expression with respect to control. Mean ± SEM is plotted for 3 independent biological replicates. One-way ANOVA

is applied, F(2,6) = 37.61, p-value = 0.0004. Dunnett’s multiple comparison test is performed for pairwise analysis. ���p-Value< 0.0003,
��p-value< 0.0038. (I) Representative primary melanocytes cell pellet images showing the phenotypic difference in melanin

accumulation upon down-regulating Srebf1 with siRNA. (J) Bar graph representing qRT-PCR-based quantitation of Srebf1, Fasn, and

Tyrp1 genes upon down-regulating of Srebf1 using smart pool siRNA. Mean ± SEM is plotted for 3 biological replicates. Two-tailed

unpaired t test is performed. For Srebf1 ����p-value< 0.0001, for Fasn ���p-value = 0.0006, for Tyrp1 ���p-value< 0.0001. Quantitative

data are provided in S1 Data for Panels C, D, H, and J. PTU, 1-phenyl-2-thiourea; qRT-PCR, quantitative real-time polymerase chain

reaction; siRNA, small interfering RNA; 25-HC, 25-hydroxycholesterol.

https://doi.org/10.1371/journal.pbio.3001634.g006
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SREBF1 regulates pigmentation by altering fatty acid metabolism

After establishing the activation of SREBF1 during pigmentation, we argued whether SREBF1

activation is essential for pigmentation. Towards this, we utilised 25-hydroxycholesterol

(25-HC), a pharmacological inhibitor of SREBF1 activation, and evaluated its effect on pig-

mentation. The inhibitor was added on day 3, and analysis was performed on day 6. Along

with the phenotypic change in pigmentation (Fig 6A), quantitative analysis showed a 50%

decrease in tyrosinase expression upon 25-HC treatment (Fig 6B and 6C). 25-HC shows broad

specificity for both SREBF1 and SREBF2 [38,39]. Thus, we studied the effect of small interfer-

ing RNA (siRNA)-based down-regulation of Srebf1 on pigmentation genes (Fig 6D). Transfec-

tions were carried out with Smart pool Srebf1 siRNA on day 3 and transcriptional changes in

pigmentation genes were monitored on day 5. qRT-PCR analysis revealed about 40% to 50%

decrease in the Srebf1 levels (Fig 6D). Srebf1 down-regulation results in reduced expression of

its target Fasn on day 5 (Fig 6D). Further, a significant decrease in expression of Tyrp1 was

seen, a gene involved in melanin synthesis, upon Srebf1 down-regulation (Fig 6D). Next, we

examine the effect of PPAR-α/β/γ involvement in melanogenesis. PPARs inhibitors (GW9662

for PPAR-γ, GW6471 for PPAR-α, and GSK3787 for PPAR-β) did not show significant

changes in melanin content (S7A Fig). In our RNA-seq analysis, we could only capture expres-

sion for PPAR-α and PPAR-γ, but not PPAR-β. Thus, we performed siRNA-mediated down-

regulation of PPAR-α and PPAR-γ during pigmentation. Here also, we could not observe a

significant effect on pigmentation genes (S7B and S7C Fig). Thus, Srebf1 could be the major

transcriptional regulator of lipid metabolism during pigmentation in the B16 cells.

To further substantiate the effect of pharmacological inhibitor and siRNA-mediated down-

regulation of Srebf1 on pigmentation, we performed similar studies with pigmented primary

human melanocytes. We treated primary human melanocytes with 25-HC and PTU for 96

hours and observed a phenotypic decrease in pigmentation in the pellet images of 25-HC and

PTU as compared to control (Fig 6E and 6F). These changes are consistent with molecular

changes observed in tyrosinase protein expression (Fig 6G and 6H). Next, we studied the effect

of siRNA-based down-regulation of Srebf1 in primary human melanocytes and observed a

phenotypic decrease in pigmentation (Fig 6I). We noticed around 70% to 80% decrease in the

Srebf1 levels along with down-regulation of its TG, Fasn. Further, Srebf1 down-regulation

induced a significant decrease in the expression of Tyrp1, a gene involved in melanin synthesis

(Fig 6J). Despite primary melanocytes being pigmented, modest decrease in the expression of

pigmentation genes upon Srebf1 down-regulation indicates that SREBF1 could be a potential

target for regulating melanogenesis.

Fatty acid metabolism is the critical pathway in mediating pigment

production

To evaluate the pertinent role of fatty acid metabolism for pigmentation, we performed an

inhibitor screen for specific enzymes involved in de novo fatty acid synthesis, TAG synthesis,

and lipolysis. We standardised the inhibitor dose using MTT assay and further observed that

these standardised doses for different inhibitors do not significantly affect cell count or induce

cells death in pigmentating B16 cells (S8A–S8C Fig). B16 cells were treated with FASN inhibi-

tor (C75-20 μM), DGAT inhibitor (T863-10 μM), and lipase inhibitor/FASN inhibitor (Orli-

stat-50 μM) on day 3 and analysed for pigmentation differences on day 6 (Fig 7A). As

expected, C75 and T863 decrease lipid droplet content of the cells on day 5, while Orlistat

results in increased accumulation of lipid droplets suggesting that it acts as a lipase inhibitor

(S8D Fig). We noted a substantial decrease in the melanin content for all 3 inhibitors, with

60% on Orlistat treatment, 40% on T863 treatment, and 50% on C75 treatment (Fig 7B and
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Fig 7. Fatty acid metabolism is a critical pathway in mediating pigment production. (A) Schematic showing experimental timeline for

inhibitor addition and analysis of pigmentation in B16 cells. (B) Representative image showing phenotypic differences in melanin accumulation

upon inhibitors treatment in 2 technical replicates of D6 cells. Two technical replicates are taken for 3 independent biological sets. (C) Bar

graph depicting melanin estimation after different inhibitor treatments. Mean ± SEM is plotted for 3 biological replicates. One-way ANOVA is

applied, F(3,8) = 43.13. p-Value< 0.0001. Dunnett’s test for pairwise. (D) Representative western blot for TYR expression, wrt to Actin, on D6

upon Orlistat, C75 and T863 treatment. Numerical values show average fold change for 3 biological replicates. (E) Bar graph depicting

quantitative analysis of tyrosinase expression upon Orlistat, C75, and T863 treatment with respect to Actin. Fold change is calculated relative to

DMSO. Mean ± SEM is plotted for 3 independent replicates. One-way ANOVA is applied, F(3,8) = 8.438, p-value = 0.0074.Dunnett’s multiple

comparison test is performed for pairwise analysis. ���p-Value< 0.005, ��p-value< 0.01, �p-value< 0.05. ns is not significant. (F)

Experimental timeline showing UV-mediated pigmentation induction in guinea pigs. Three doses of UVA+B were given on days 1, 3, and 5

(shown by the blue arrow). Six doses of inhibitor were applied for the first 6 days. Animals were euthanized on D7and D30 (shown by the red

arrow). (G) Representative photographs showing phenotypic differences in guinea pig skin pigmentation on D0 and D21. Four segments were

marked based on different treatments and are followed temporally on the same animals in the groups of 3. Arrows represent the region showing

maximum changes. (H) Line plot showing fold change of mean pixel intensity of images on D21 normalized to D0. Fold change was calculated

by comparing each segment across days on the same animal. Mean ± SEM is plotted for 3 independent biological replicates. Two-way ANOVA

is applied. Sidak’s multiple comparison test is performed for pairwise analysis. p-Value for Control D0–D21 = 0.1882, p-value for Control

+ Orlistat D0–D21 = 0.1104, p-value for UV + Orlistat D0–D21 = 0.0554, p-value for Control D0–D21 = 0.0055. (I) Bar graph depicting

qRT-PCR-based analysis ofMitf and Tyr expression from epidermal cells on day 7. Mean ± SEM is plotted for 3 individual guinea pigs. One-

way ANOVA is applied, F(3,8) = 36.64, p-value< 0.0001. Tukey’s test is performed for pairwise analysis. ���p-Value< 0.005, ��p-value< 0.01,
�p-value< 0.05. (J) Bar graph depicting qRT-PCR-based analysis ofMitf and Tyr expression from epidermal cells on day 30. Mean ± SEM is

plotted for 3 individual guinea pigs. One-way ANOVA is applied, F(3,8) = 12.87, p-value = 0.002. Tukey’s test is performed for pairwise analysis.
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7C). The melanin estimation data were recapitulated at the molecular level, as measured by

tyrosinase protein levels (Fig 7D and 7E). As inhibition of lipases with Orlistat showed a

decrease in pigmentation, we further analyzed the expression of lipase during pigmentation.

We observed that the expression of one of the lipases, hormone-sensitive lipase (HSL),

increases with pigmentation (S8E Fig). Moreover, a 60% to 70% knockdown ofHsl with

siRNA showed a significant decrease in Tyrp1 expression by 25% to 30% (S8F Fig). Altogether,

inhibitor data suggest that both fatty acid synthesis and lipolysis arm are important during pig-

mentation for increasing availability of free fatty acids for further utilization.

To validate the formation of TAGs in pigmented primary human melanocytes, we inhibit

DGAT1 enzyme that catalyses the rate-limiting step of diacylglycerol (DAG) to TAG forma-

tion using T863 (S8G Fig). To our surprise, pigmented primary human melanocytes have

abundant lipid droplets. Treatment with T863 for 8 hours resulted in the complete disappear-

ance of the lipid droplets indicating a high turnover of lipids in pigmented melanocytes (S8H

Fig). The above studies highlight the importance of de novo lipogenesis, the storage of lipid

droplets and lipolysis as an integral feature of melanogenesis.

Cells can de novo synthesize fatty acid from acetyl CoA or uptake fatty acid from media to

accumulate as lipid droplets and utilise for β-oxidation. Thus, we measured the fatty acid

uptake ability of cells during pigmentation using C12-Bodipy-labelled fluorescent fatty acids.

We observed that in comparison to day 6 cells, days 4 and 5 showed significantly higher uptake

(S9A Fig). We further examined the expression of FA transporters in RNA-seq data and found

very few of them showing expression values. With qRT-PCR analysis, we observed that Fabp5,

one of the regulated fatty acid transporter genes in RNA expression analysis showed marginal

up-regulation on days 4 and 5 (S9B Fig) and may contribute to fatty acid uptake. Together, our

data suggest that both the pathways, FA uptake and de novo fatty acid synthesis are likely to

provide fatty acids for β-oxidation. Since fatty acid uptake is dependent on the availability of

exogenous fatty acids, our focus was more on de novo fatty acid synthesis.

Orlistat prevents induction of UV-mediated pigmentation in a guinea pig

model

Having established the important role of lipid metabolism in melanogenesis, we were next

interested to investigate whether the pharmacological targeting of fatty acid metabolism could

show a therapeutic effect in an animal model. We established the guinea pig model to induce

skin pigmentation, wherein 200 mJ of UVA and UVB dose were given for 3 alternate days (Fig

7F), as also reported previously [40,41]. Since Orlistat is an FDA-approved drug, we examined

whether topical application of Orlistat could be a safe alternative for depigmentation. Orlistat

was formulated with PEG8000 and applied topically at 50 μM for 6 days. As expected, we did

not observe any toxicological effect of Orlistat on the skin. Anatomically one can observe the

subtle level of pigmentation difference in the skin of guinea pigs for different parts of their

body. To make our comparison robust, we have performed experiments on the same animals

in groups of 3 and followed them temporally. In this study, brown patches on guinea pig skin

were divided into 4 sections and subjected to different treatments due to better contrast for

hyperpigmentation phenotype than the black patches. The first section corresponds to the

non-UV-exposed control region, while the second section is the non-UV-exposed Orlistat

treated region. The third section is the UV-exposed region with the application of the Orlistat,

���p-Value< 0.005, ��p-value< 0.01, �p-value< 0.05. Quantitative data are provided in S1 Data for Panels C, E, H, I, and J. qRT-PCR,

quantitative real-time polymerase chain reaction.

https://doi.org/10.1371/journal.pbio.3001634.g007
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and the fourth section is the UV-exposed control region. Phenotypic changes in the animals

were captured on day 21 by taking photographs (Fig 7G). Enhanced induction of pigment was

noted in section 4 due to UV exposure. Sections 1 and 2, where the skin is not exposed to UV,

show no changes in the pigmentation phenotype. In contrast, the Orlistat-treated UV-exposed

region 3 showed reduced pigmentation as compared to the fourth quadrant. Quantitative

image analysis suggests a significant increase in pigmentation in the UV-treated section, while

the UV + Orlistat–treated section did not show significant changes on day 21 (Fig 7H). These

phenotypic changes were confirmed at the molecular level on days 7 and 30 when animals

were euthanized. We observed thatMitf and Tyr expression increased upon UV treatment

when compared with non-UV control patch of the skin. While UV Orlistat treatment did not

show a similar increase when compared to the non-UV Orlistat skin patch on days 7 and 30

(Fig 7I and 7J). Together, these data suggest that the topical application of Orlistat can be

repurposed to decrease hyperpigmentary responses and that modulators of metabolism may

be an alternate mechanism to regulate skin pigmentation.

Discussion

Seminal studies with infiltrating immune cells have underscored the importance of metabo-

lism and metabolites as a guiding force and a critical determinant of the quality and quantity

of immune responses [42,43]. However, metabolic rewiring in parenchymal cells like melano-

cytes to maintain cellular functions is largely unknown. Melanocytes in the human skin epi-

dermis mostly consist of differentiated and non-dividing cells [1]. These cells must rapidly and

effectively respond to physiological cues like UV radiations and/or to the secreted factors like

cytokines, growth factors, and hormones and regain physiological homeostasis [44,45]. In this

study, we have mapped the dynamics associated with transcriptional and metabolic networks

that dictate the efficient melanogenesis response of melanocytes. To avoid confounding vari-

ables arising from different cell populations, we employed a functionally defined B16 cell pig-

mentation model that autonomously transits from basal depigmented to the pigmented state

over a period of 6 days. This model recapitulates a series of coordinated processes encompass-

ing signalling, transcriptional activation, melanosome biogenesis, melanin synthesis and

returns to a homeostatic state. Previous time-series analysis of this pigmentation model had

resulted in the identification of interferon-γ signatures in dictating the depigmentation phase

of melanogenesis [24]. Our studies here delineate the pivotal role of fatty acid metabolism in

melanocyte effector function and also establish the potential therapeutic efficacy of this target.

MITF is the master regulator of melanocyte lineage regulating several genes associated with

pigmentation and proliferation [7]. An interesting question is how MITF selectively and differ-

entially activates these genes upon different cues? Some recent studies have provided interest-

ing leads towards this understanding. Malcov-Brog and colleagues showed that MITF

expression dynamics tightly control the temporal relationship between the stress response and

pigmentation skin protection programs. It is proposed that pigmentation genes have a high

affinity for MITF and only small amounts of MITF are required for their expression [26]. Lou-

phrasitthiphol and colleagues suggest that MITF occupancy of promotors is modulated by

acetylation [46]. Our group showed enhanced H3K27 histone acetylation at selected differenti-

ation genes facilitate their amplified expression via MITF [47]. In the present study, pigmenta-

tion programming is temporally resolved to days (from days 3 to 6), and the above studies

could probably explain our observation of different trajectories of protein expression for the

classical MITF-mediated pigmentation targets.

Integrated analysis of transcriptomic and metabolomics studies resolved melanocyte pig-

mentation function into 3 intricately synchronized phases corresponding to preparatory,
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melanogenic, and recovery, defined by distinct transcriptional and metabolic signatures. Dur-

ing the preparatory phase, cells start to accumulate precursors and reducing equivalents by

increasing the flux of glycolysis towards anabolic pathways like PPP and HBP. The shunting of

glycolytic intermediates to the hexosamine biosynthesis module generates substrates for N-gly-

cosylation that will facilitate extensive glycosylation of pigment-producing enzymes, TYR and

DCT [8,31,32] and protein components of the melanosome like PMEL17 [10], which are

heavily glycosylated in functional form. The flux through PPP remains high during the mela-

nogenic phase that produces NADPH to facilitate the fatty acid biosynthesis crucial in the next

phase.

Induction of the melanogenic phase activates fatty acid biosynthesis and accumulation of

lipid droplets, which are then rapidly utilised for increased energy requirements of the cell.

The onset of melanogenesis triggers gene expression of the central lipid mediator, SREBF1,

and its activation maximally around the melanogenic phase. This activation is likely to be trig-

gered by various activators of pigmentation, and we demonstrate α-MSH-mediated cleavage

and activation of SREBF1. Increased fatty acid synthesis results in the formation of TAGs.

These lipid droplets are much smaller in size than those found in hepatocytes and are rapidly

turned over during the continued melanogenic phase through β-oxidation [48]. The accumu-

lation of lipid droplets has been reported earlier within melanocytes in the skin of individuals

exposed to therapeutic UV radiations [49]. While lipid metabolism is governed by PPARs and

SREBFs, only Srebf1 knockdown displayed a reproducible modest depigmenting phenotype in

melanocytes, in both B16 and primary melanocytes. Although the reasons for this phenotype

are unclear, it may be noted that Srebf1 protein is cleaved and translocated to the nucleus for

transcriptional activation, and the transient decrease in its mRNA expression may not be suffi-

cient to completely reverse the pigmentation phenotype. Indeed, the inhibitor 25-HC that tar-

gets the activation of SREBF1 shows a better depigmenting effect during the course of

treatment. Another possibility is the compensation effect by 2 Srebf1 isoforms, Srebf1a and

Srebf1c. Several inhibitors targeting FASN, DGAT1, and lipase affect pigmentation phenotype,

confirming that de novo fatty acid synthesis, storage, and lipolysis are integral in carrying out

melanogenesis.

Seahorse-based mitochondrial respiration analysis of these cells during pigmentation show

that melanocytes have higher spare respiration capacity for utilizing fatty acids and thus have

the potential to make use of this pathway during increased energy requirements. Mitochon-

drial reliance on fatty acids could result in increased accumulation of free radicals, which is

manifested as the accumulation of defective mitochondria in the recovery phase. This corrobo-

rates with previous reports suggesting decreased mitochondrial respiration in hyperpigmented

cells [17]. The switch to glycolysis and depletion of stored lipid droplets indicates an almost

complete reliance on anaerobic glycolysis for the cells’ energy needs.

During pathological conditions, it is critical to selectively inhibit the pathways that dysregu-

late cellular functions such that treatment can restore homeostasis. Since the dynamic nature

of metabolic programming among immune cells is linked with their plasticity and function,

various inhibitors for metabolic pathways are being perused as a novel therapeutic approach to

treat inflammation and autoimmunity [42,50,51]. However, one of the challenges is to gener-

ate selectivity during systemic administration for obtaining therapeutic benefits. In our study,

by using inhibitors of fatty acid metabolism through a topical formulation, we are able to selec-

tively target melanocyte function to treat hyperpigmentary diseases. We showed that the FDA-

approved drug, Orlistat, can be a potential molecule to treat hyperpigmentary responses. In

future studies, detailed screening of fatty acid synthesis and lipase inhibitors as depigmenting

agents could provide a new class of pigmentation modulators. In conclusion, our study defines

principles of cellular homeostasis during melanogenesis that reveals how melanocytes respond
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to systemic cues to elicit a physiological response by balancing energetic and cellular stability

by sensing the environment. This knowledge can benefit in determining how cutaneous pig-

mentary diseases develop as well as the means to treat them.

Material and methods

B16 pigmentation model and primary melanocyte cultures

B16 melanoma cells were cultured in Dulbecco’s modified Eagle’s Media (DMEM-high glu-

cose, Sigma-Aldrich, Burlington, Massachusetts, USA, D5648) supplemented with 10% fetal

bovine serum (FBS, Gibco, 10270106). Cells were maintained at 5% CO2 levels at 37˚C and

grown till 60% to 80% confluency. For the pigmentation model, B16 cells were seeded at a low

density of 100 cells/cm2 in DMEM-high glucose media and allowed to gradually pigment for 6

days of the model. Pigmentation was quantitated from pellet images using ImageJ software. As

a control, 200 μM PTU (Sigma-Aldrich, P7629) is added on day 2 to maintain depigmented

state in the low-density model. B16 cells were treated with C75-20 μM (Sigma-Aldrich,

C5490), T863-10 μM (Sigma-Aldrich, SML0539), and Orlistat-50 μM (Sigma-Aldrich, O4139),

and 25-HC-500 nM (Sigma-Aldrich, H1015) on day 3 and analyzed for pigmentation differ-

ences on day 6.

Adult Human Melanocytes were purchased from Lonza (CC-2586) and cultured in Lonza

MGM4 media (CC-3250). These are pigmentated at the basal level. As a control, 200-μM PTU

is added to induce depigmentation in these cells. Primary human melanocytes were treated

with SREBF1 inhibitor (25-HC-100 nM) for 96 hours.

UV-induced guinea pig pigmentation model

The 3- to 4-month-old guinea pigs were housed for the experiment. Animals were shaved with

depilating cream to expose the skin a day before starting the UV dose. Three doses of 200 mJ

of UVA+UVB was given on alternate days to half body of the animal while the remaining half

was covered with aluminum foil, which serves as non-UV control skin [40,41]. Both the

regions were then applied topically with an equal volume of 50 μM of Orlistat dissolved in 50%

of polyethylene glycol 8000 (PEG8000). PEG8000 was used as vehicle control. In each experi-

mental set, a total of 6 doses of drugs were given for the first 6 days. The first drug application

was done after first UV dose. Three animals were euthanized at each time point, days 7 and 30.

The 1 × 1 cm2 of skin was collected from both control and treated region. Epidermis and der-

mis were separated by treating with 0.25% dispase solution in HBSS for 2 hours at 37˚C. Tran-

scriptional analysis was done for pigmentation genes from RNA isolated from the epidermis.

UV-exposed region was compared to the non-UV-exposed region. All animal procedures

were performed with an approved protocol (IAEC #521/19) from the Institutional Animal

Ethical Committee at the National Institute of Immunology (CPCSEA Registration No- 38/

GO/ReBi/SL/99/CPCSEA dated 20.03.17).

RNA sequencing

RNA isolation was performed using the Triprep RNA isolation kit (Macherey Nagel, Duren

Germany, 740966.250) according to the manufacturer’s instructions. Briefly, B16 cells were

cultured at low density on consecutive days such that days 6 and 3 time points would coincide

on the same day. For RNA isolation, an equal number of cells (5 × 105) were counted for each

time point and stored in the lysis buffer. To obtain high-quality RNA, purification was per-

formed using triprep column. The quality of extracted RNA was assessed by visualizing bands

on 1.5% agarose gel and monitoring 260/280 ratio. All the RNA samples were frozen together
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at –80˚C. RNA was precipitated with ethanol to preserve the quality during transportation. A

total of 1-μg RNA sample was sent for 2 biological replicates of each time point for RNA

sequencing. RNA samples were outsourced to the company, Bencos Research Solutions, for

RNA sequencing. RNA with RIN> 8.5 was proceeded for library preparation using TruSeq

RNA Sample Prep Kit v2. Sequencing was performed using Illumina NovaSeq 6000 platform.

QC check was done using FastQC. Preprocessing to remove trim bases and adaptor was done

using Cutadapt. Read alignment was done using HISAT2. GRCm38 was used as the reference

genome. Read quantification was performed with HTSeq and normalized counts and differen-

tial regulation were obtained using the DESeq2 package in R Studio. Time-course analysis was

done using the LRT test, and genes with adjusted p-value< 0.001 were taken as significantly

differentially expressed from days 3 to 6. Raw counts were transformed using the variance-sta-

bilizing transformation (VST) function, and DEGs were clustered and plotted using the pheat-

map package. Genes enriched on the respective days were identified and KEGG pathway

enrichment was done using the cluster Profiler package. Selected pathways were plotted using

ggplot2 in R Studio. DEGs were analysed for the TG enrichment of TF using the TRRUST

database on metascape (metascape.org). Top 7 TFs from each day (except Trp53 as it was

enriched on all the days) were plotted as a TF-TG network using cytoscape. The colour gradi-

ent represents the scaled (row-wise) expression values from the RNA Seq data.

Table 1. List of qRT-PCR primers.

Identifier Gene name Sequence Species

RSG 1232 Gapdh F AACTGCTTAGCACCCCTGGC Mouse

RSG1233 Gapdh R ATGACCTTGCCCACAGCCTT Mouse

IML 359 Pdk1 F GGCGGCTTTGTGATTTGTAT Mouse

IML 360 Pdk1 R ACCTGAATCGGGGGATAAAC Mouse

IML 335 Fasn F CTGCGTGGCTATGATTATGG Mouse

IML 336 Fasn R AGGTTGCTGTCGTCTGTAGT Mouse

IML311 Acaca F CCTCCGTCAGCTCAGATACA Mouse

IML312 Acaca R TTTACTAGGTGCAAGCCAGACA Mouse

IML 313 Acly F CCAGTGAACAACAGACCTATGA Mouse

IML 314 Acly R AATGCTGCCTCCAATGATG Mouse

RSG8994 Srebf1 F GATCAAAGAGGAGCCAGTGC Mouse

RSG8995 Srebf1 R TAGATGGTGGCTGCTGAGTG Mouse

RSG 5828 Tyrp1 F GATCCGTTCTAGAAGCACCAAGA Mouse

RSG 5829 Typr1 R CCTCAGCATAGCGTTGATAGTGA Mouse

RSG 1232 Gapdh F AACTGCTTAGCACCCCTGGC Guinea pig

RSG1233 Gapdh R ATGACCTTGCCCACAGCCTT Guinea pig

IML 641 Tyr F CAGCTTTCAGGCAGAGGTTC Guinea pig

IML 642 Tyr R TCCCCAGTATCCAAACTTGC Guinea pig

IML 643 Mitf F GAAATTCTGGGCTTGATGGA Guinea pig

IML 644 Mitf R ACGCTGTGAGCTCCCTTTTA Guinea pig

IML 1245 Srebf1 F AGGTGGAGGACACACTGACC Human

IML 1246 Srebf1 R CAGGACAGGCAGAGGAAGAC Human

IML 1247 Fasn F AGTACACACCCAAGGCCAAG Human

IML 1248 Fasn R GTGGATGATGCTGATGATGG Human

IML 1249 Tyrp1 CCGAAACACAGTGGAAGGTT Human

IML 1250 Tyrp1 TCTGTGAAGGTGTGCAGGAG Human

https://doi.org/10.1371/journal.pbio.3001634.t001
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cDNA synthesis and real-time PCR

RNA was reverse transcribed using the Superscript III cDNA synthesis kit (Life Technologies,

Carlsbad, California, USA, 18080–051) according to the manufacturer’s protocol. Gene expression

analysis by quantitative real-time PCR was performed on a Roche Light Cycler 480 II real-time

cycler using the SYBR GREEN qPCR Master Mix (Kapa Biosystems, Massachusetts, USA,

KM4101) to evaluate transcriptional regulations. Most of the primers were designed using Primer3

and checked by the NCBI Primer blast tool. List of primers used for qRT-PCR is provided in the

Table 1. Gene-specific primers were obtained from Sigma Aldrich. EitherHgprt or Gapdhwas used

as the normalizing control and quantification was done by the comparative Ct method.

Cell lysate preparation and western blotting

B16 melanoma cells were washed with ice-cold Dulbecco’s phosphate buffer saline

(DPBS-Gibco, Thermo Fisher Scientific, Waltham, Massachusetts, USA, 14190144) and lysed

with NP40 cell lysis buffer (Invitrogen, Waltham, Massachusetts, USA, FNN0021) supple-

mented with protease inhibitor cocktail (Roche, Basel Switzerland, 04693132001). Cells were

incubated with NP40 for 30 minutes on ice. The soluble fractions of cell lysates were isolated by

centrifugation at 13,000 rpm in a refrigerated microcentrifuge for 30 minutes. The protein con-

centration in the soluble fraction was quantified using the bicinchoninic acid (BCA) protein

estimation kit (Thermo Fisher Scientific, Waltham, Massachusetts, USA, 23227). Known con-

centrations of bovine serum albumin (BSA) was used to plot the standard curve. The 30 to

50 μg of the protein was boiled in SDS dye and separated on 10% SDS PAGE gel. Tyrosinase

antibody is synthesized from Genescript. PMEL17 (ab137078), MITF (ab12039), and FASN

(ab22759) antibodies are procured from Abcam, while SREBF1 (04–469) is ordered from Milli-

pore. HRP-conjugated Actin (ab8227) and Tubulin (ab6046) are used as a loading control.

Horseradish peroxidase-conjugate Anti-Mouse (NA931) and Anti-Rabbit (NA934) antibodies

are obtained from GE Healthcare. For western blot standard-enhanced chemiluminescence

reagents (WBLUF0100) were used from Millipore. ImageJ software was used for quantification.

Polar metabolite extraction for mass spectrometry and NMR

For liquid chromatography-coupled tandem mass spectrometric analysis, polar metabolite

extraction was performed using 80% Methanol-Water solvent (LC-MS grade Methanol-Merck

106035, LC-MS grade Water-Fluka 39252). Cells were grown in multiple flasks to obtain 106

cells per replicate. The 3 to 4 replicates were prepared for each time point. B16 cells were

washed with cold DPBS and trypsinized with 0.1% trypsin (Gibco, 15090046 diluted in Ver-

sene, Gibco, 15040066). Cells were harvested in defined trypsin inhibitor (Gibco, R007100),

and 1 million cells were counted for each sample and proceeded for metabolite extraction.

Again, cells were washed with DPBS and pelleted down at 500 g for 5 minutes at 4˚C. Approxi-

mately 500 μL of chilled 80% methanol was added to the cell pellet. For extraction, samples

were mixed well by vortexing and incubated on dry ice for 10 minutes. Penicillin (Gibco,

15140122) was added in 80% methanol as an internal control during extraction. Samples were

spun at 13,000 rcf for 30 minutes at 4˚C. The supernatant was collected in a chilled 1.5 ml

microcentrifuge tube and samples were dried in a SpeedVac vacuum concentrator. Samples

were further lyophilized and stored at –80˚C till mass spectrometric run. The samples were

run on a Waters Xevo-TQS tandem mass spectrometer coupled to Acquity UPLC. The analysis

was performed using MassLynx software, followed by analysis with MetaboAnalyst 5.0 for

pathway enrichment. Fold changes were plotted for each metabolite.

Pulse-chase labeling of glycolysis and TCA metabolites was performed using NMR. The 10

mM [U-13C]-Glucose (Cambridge Isotope Laboratory, Andover and Tewksbury,
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Massachusetts, USA, CLM-1396-10) was fed in glucose-free RPMI media (Himedia, Mumbai,

Maharashtra India, AT150) for 4 hours at each time point. Due to the low sensitivity of NMR,

extraction was done from 20 million cells per sample. The 200 μM [U-13C]-palmitate (Cam-

bridge Isotope Laboratory, CLM-409-0.5) was added for 24 hours in glucose-free RPMI at

each time point. Metabolite extraction was done with the same protocol as mention above.

Samples were dissolved in 160 μL of deuterated water (D2O) and transferred in 3 mm NMR

tubes. All NMR measurements were performed on a 500 MHz Bruker Avance III spectrometer

equipped with 5-mm TCI cryo-probe. Topspin 3.6 pl7 (Bruker) was used for data acquisition,

Fourier transformation and processing of data. Two-dimensional [13C,1H] heteronuclear sin-

gle quantum coherence [HSQC] experiments were measured at 310 K. The 2D [13C,1H]

HSQC, spectra were measured with a spectral width of 7002.8 Hz along the 1H dimension, and

22639.57 Hz along the 13C dimension. A total of 16 dummy scans and 96 scans with a relaxa-

tion delay of 1.5 second was used for a total acquisition time of 146 ms (t2max) along 1H dimen-

sion and 2.8 ms (t1max) along 13C dimension. Processing was performed using 90˚ shifted sine-

square bell window function for both dimensions. Peak correlation and peak intensity calcula-

tion were performed using Computer Aided Resonance Assignment (CARA) software [52].

Chemical shift values were assigned to specific metabolites using the Biological Magnetic Reso-

nance Bank (BMRB) (http://www.bmrb.wisc.edu) and Human Metabolome Database

(HMDB) (http://www.hmdb.ca). A chemical shift error tolerance of 0.05 ppm and 0.5 ppm

was used for 1H and 13C chemical shifts, respectively. Fold change as compared with day 0 was

plotted for each metabolite.

Glucose measurement

Glucose concentration in media was measured on COBAS INTEGRA 400 using a glucose

detection kit. It is based on the principle of an enzymatic assay where glucose is first converted

to glucose-6-phosphate by hexokinase, followed by oxidation of glucose-6-phosphate by

G6PD, which is coupled to the reduction of NAD to NADH. NADH produced in the reaction

reduces the colourless probe to a coloured product with strong absorbance at 450 nm. The

amount of glucose is equivalent to NADH produced. A standard curve was generated using

glucose standards ranging in between 0 to 10 g/L concentration. The instrument is highly

accurate up to the range of 6 g/L. The 200 μl residual media was collected on each day from

days 3 to 6 in specialized tubes and placed in the COBAS instrument. Reagents were mixed

automatically and readings were recorded. Glucose concentration in the media on different

days was calculated from the standard curve.

Lactate measurement

Lactate was measured in cell lysate with the Sigma Lactate assay kit (MAK064) using the man-

ufacturer’s protocol. Briefly, an equal number of cells (106) were harvested on days 5 and 6 and

the cellular lysate was prepared using the given lysis buffer. Lactate standards were prepared in

a range of 0 to 10 nmole in 50 μL of assay buffer. An equal volume of a master mix containing

lactate assay buffer, lactate enzyme, and lactate probe were added to standards and samples.

The plate was incubated for 30 minutes at room temperature and colorimetric measurement

was recorded at 570 nm.

Mitochondrial oxygen consumption rate measurement

Oxygen consumption rate was measured using the Seahorse Mito Stress Kit (Agilent, Santa

Clara, California, USA, 103015–100) according to the manufacturer’s protocol. Briefly, B16

cells were grown in low density in DMEM high glucose media. The 3 separate cultures were
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setup on consecutive days so as to terminate all the time points (D5 and D6) on the same day.

One day before termination of the cultures, cells were trypsinized and 60,000 cells were seeded

in a seahorse culture plate and allowed to adhere overnight. Cell density was first standardized

to get reading in an appropriate range. Seahorse media was freshly reconstituted by adding

glutamine (2 mM), sodium pyruvate (1 mM), and glucose (10 mM) or oleate (200 μM) and

equilibrated to 37˚C for each experiment. pH was set to 7.4 by adding NaOH solution. Once

the media was prepared, cells were washed twice with DPBS. A total of 500 μl of freshly pre-

pared media was added to each well, from the wall. Cells were incubated in Seahorse media in

a non-CO2 incubator for 1 hour before the assay. Inhibitors were added as per the kit direction

in different ports just before starting the assay. Assay run for 2 hours and data generated was

analyzed using WAVE software.

Immunofluorescence measurements

Lipid droplets were measured using BODIPY 493/503 dye (Invitrogen, D3922). B16 cells were

grown on 1 cm2 coverslip in low density (1,000 cells per coverslip) for different days. Cells

were fixed by adding 4% methanol-free formaldehyde (Thermo Fischer Scientific, 28906) on

the coverslip and incubated at room temperature for 20 minutes. 3X DPBS washes were given

to remove 4% methanol-free formaldehyde. Cells were stored in DPBS at 4˚C till the last time

point. Fixed cells were incubated with 10 μM BODIPY dye in DPBS for 1 hour at room tem-

perature. 3X DPBS washes were done to remove excess stain. Coverslip was mounted with

Gold antifade DAPI solution (Thermo Fischer Scientific, P36931). Imaging was done on the

Leica SP8 confocal microscope. Three biological replicates were imaged for each experiment,

with 30 cells per set in the B16 model.

Mitochondrial morphology was measured using Mito Tracker Red dye. B16 cells were cul-

tured in 2-well live imaging chamber dishes with an area of 1 cm2 in low density (500 cells per

coverslip) for different days. Live cells were incubated with 500 nM Mito Tracker Red dye for

30 minutes at 37˚C in DMEM without FBS. Three DPBS washes were given. Imaging was

done on the Leica SP8 confocal microscope. Three biological replicates were imaged for each

experiment, with 100 cells per set.

B16 cells overexpressing pmCherry-Srebf1-eGFP (traffic light construct) were seeded in

live imaging chambers (2 chambered live imaging chambers from Nunc). The nucleus was

stained with Hoechst 33342 solution (Thermo Fischer Scientific, 62249). Approximately

3.5 μM Insulin (Sigma-Aldrich, I6634) or 10 μM α-MSH (Sigma-Aldrich, M4135) was added

just before setting up the live imaging module in the Leica SP8 Confocal microscope. Trans-

fected cells were selected at random using the “Mark & Find” feature, and 30 to 40 cells were

imaged for a duration of 4 to 6 hours per replicate. The experiment was performed in

triplicates.

siRNA transfection

siRNA transfections were performed in T75 flasks on day 3 of the pigmentation model. A total

of 100 nM of siRNA was added per flask with a 1: 3 times V: V ratio of Dharmafect transfection

reagent. siRNA was commercially procured from Qiagen (FlexiTube GeneSolution GS20787

for Mouse Srebf1, FlexiTube Gene Solution 1027281 for negative C siRNA). Other siRNAs

were purchased for Dharmacon (ON-TARGETplus Mouse Lipe 16890 siRNA Smart pool for

HSL, ON-TARGETplus Human SREBF1 (6720) siRNA Smart pool). The transfection was

done in opti-MEM (Gibco 31985070) media for 6 hours. Post transfection, the opti-MEM

media was removed and cells were washed with 1X DPBS and then the day 3 culture media

was added back to the cells. siRNA transfection in primary melanocytes was done using
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Nucleofection Kit. Media is changed after 24 hours of transfection. Cells were harvested at 48

hours time point to capture transcriptional changes.

Melanin estimation

Melanin estimation was performed as described earlier [53]. Briefly, cells were lysed in 1 N

NaOH by heating at 80˚C for 2 hours, and then, absorbance was measured at 405 nm. Finally,

the melanin content was estimated by interpolating the sample readings on the melanin stan-

dard curve obtained with synthetic melanin.

Live/Dead cell analysis

Live dead staining is performed using Propidium Iodide dye (493/636). Briefly, the cells were

trypsinised and washed with DPBS and incubated with 2.5 μg/ml Propidium Iodide Dye at

room temperature for 1 minute. As a positive control, cell death was induced by incubating

cells at 55˚C for 20 minutes. Samples were run on flow-cytometry. The percentage of PI-posi-

tive cells were plotted.

Fatty acid uptake assay

Fatty acid uptake assay was performed using BODIPY FL C12 Dye (505/511) (Invitrogen,

D3822). Briefly, the cells were trypsinised, washed with DPBS and incubated with 1 μM BOD-

IPY FL C12 Dye at 37˚C for 30 minutes. Subsequently, cells were washed thrice with DPBS

and run-on flow-cytometry. Medium fluorescent intensity was analysed for different days.

Cloning

To clone Srebf1, we amplified the common splice variant, Srebf1c, using PCR. List of primers

used to amplify Srebf1 is provided in Table 2. To get a complete 3.4 kb fragment, we amplified

the first 1.6 kb separately and the last 1.7 kb sequence separately. The complete sequence was

amplified with overlapping PCR by using 2 amplicons specific to the first and second half

sequence of Srebf1c. The amplicon was phosphorylated with T4 polynucleotide kinase. The

plasmid pBluescript (pBS-SK+) was digested with EcoRV and end were dephosphorylated

with calf intestinal phosphatase (CIP). Amplified full-length sequence of Srebf1c was cloned in

pBS-SK+ vector in EcoRV restriction digestion site. From Srebf1-pBS plasmid, Srebf1c frag-

ment was removed by doing partial restriction digestion with XhoI and EcoRI enzymes. Com-

plete digestion gives 2 fragments, from 1 to 493 bp and 494 to 3,410 bp, while partial digestion

gives 3 bands corresponding full length 1 to 3,410 and 1 to 493 bp and 494 to 3,410 bp. We

extracted the full-length fragment from agarose gel corresponding to 3,335 bp and subcloned

it in the mCherry-C1 vector. In our lab, eGPF was already cloned in the mCherry-C1 vector

and stored in lab repository as clone number pAK4.0. With XhoI and EcoRI restriction

enzymes, we subcloned Srebf1c in mCherry-eGFP vector. NEB enzymes and reagents are used

for cloning.

Table 2. List of cloning primers.

Identifier Gene name Sequence Species

IML524 Srebf1c F XhoI CTCGAGggatggattgcacatttgaa Mouse

IML581 Srebf1c middle R Cgggccagagtgtggcctagt Mouse

IML580 Srebf1c middle F Gccaatggactactagtgttg Mouse

IML587 Srebf1c R EcoRI GAATTCgctggaagtgacggtggt Mouse

https://doi.org/10.1371/journal.pbio.3001634.t002
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Transmission electron microscopy

Cells were fixed in fixative containing 2.5% glutaraldehyde and 4% paraformaldehyde in 0.1 M

sodium cacodylate buffer (pH 7.2) at room temperature for 4 hours and then rinsed in PBS.

Fixed cells were embedded in 2% agar and post-fixed in 1% osmium tetraoxide for 1 hour.

Samples were dehydrated in graded series of ethanol (50% to 100%) and then subjected to pro-

pylene-oxide for 30 minutes and infiltrated with increasing proportions of propylene-oxide:

Epon (2:1, 1:1 and 1:2) for 2 hours and embedded in Epon resin and polymerized for 72 hours

at 60˚C. Ultrathin sections (63 nm) were cut on Leica Ultra-microtome, placed on copper

grids and stained with uranyl acetate and lead citrate, and examined on a 200-KV Tecnai G2

Twin transmission electron microscope (FEI make).

Statistical analysis

All statistical analysis was performed using GraphPad Prism 8 software. Unpaired Student t
test, one-way ANOVA, or two-way ANOVA was applied to compare the significant difference

between the means of 2 or multiple groups respectively. Tukey’s test was applied to compare

the pairwise sample. Dunnett’s test was applied to compare with the control group. The p-val-

ues obtained during analysis are indicated in the figure legends.

Supporting information

S1 Fig. Validation of RNA sequencing data. (A) PCA plot from data obtained from unbiased

transcriptomic analysis from 2 independent biological replicates. PC1 is 80.33% and PC2 is

13.81%. (B) Correlation plot showing correlation value R obtained between 2 biological repli-

cates in RNA sequencing data. R ranges from 0.99–0.1, with high p-value 2.2e-16. (C) Heat-

map representing the expression of fatty acid synthesis genes from days 3 to 6 in RNA

sequencing data. Scale from blue to red represents z-score for normalized expression values

from –1 to +1. (D) Heatmap representing the expression of TAG synthesis genes from days 3

to 6 in RNA sequencing data. Scale from blue to red represents z-score for normalized expres-

sion values from –1 to +1. (E) Representative image showing pigmented cell pellet in the low-

density B16 pigmentation model for days 3 to 6 vs. PTU-treated depigmented cells. (F) Bar

graph depicting cell count from days 4 to 6 in control and PTU-treated low-density cells in 3

independent biological sets. One-way ANOVA is applied, F(5,12) = 203.3. Turkey’s test is per-

formed for pairwise comparison. �p-Value < 0.0142. (G) Representative western blot for

FASN expression on D3–D6 during melanogenesis with respect to Actin. Numerical values

show average fold change for 3 biological replicates. (H) Bar graph depicting quantitative anal-

ysis of FASN during melanogenesis for 3 independent biological replicates. Mean ± SEM is

plotted for 3 independent biological replicates. One-way ANOVA is applied F(3,7) = 25.74, p-

value = 0.0004. (I) Representative western blot for FASN expression on D4–D6 PTU-treated

cell-seeded at low density with respect to Actin. Numerical values show average fold change

for 3 biological replicates. (J) Bar graph depicting quantitative analysis of FASN during mela-

nogenesis for 3 independent biological replicates. One-way ANOVA is applied F(2,6) = 5.288,

p-value = 0.0474. Quantitative data are provided in S2 Data for Panels A, B, F, H, and J. PCA,

principal component analysis; PTU, 1-phenyl-2-thiourea; TAG, triacylglycerols.

(TIF)

S2 Fig. Validation of transcriptional network analysis. (A) Bar graph depicting qRT-PCR of

Mitf with respect toHgprt. Mean ± SEM is plotted for 3 independent biological replicates.

One-way ANOVA is applied. ForMitf, F (3,8) = 16.59, p-value = 0.0009. Turkey’s test is per-

formed for pairwise comparison. (B) Bar graph depicting qRT-PCR of Tyr with respect to
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Hgprt. Mean ± SEM is plotted for 3 independent biological replicates. One-way ANOVA is

applied. For Tyr, F (3,8) = 24.08, p-value = 0.0002. Turkey’s test is performed for pairwise com-

parison. (C) Bar graph depicting qRT-PCR of Srebf1 with respect toHgprt. One-way ANOVA

is applied. ForSrebf1, F (3,8) = 21.72, p-value = 0.0003. Turkey’s test is performed for pairwise

comparison. (D) Bar graph depicting qRT-PCR-based analysis fatty acid synthesis genes, Fasn,

Acaca, Acacb, and Acly, with respect toHgprt. Mean ± SEM is plotted for 3 independent bio-

logical replicates. One-way ANOVA is applied separately for each gene. For Fasn F (3,8) =

8.435, p-value = 0.0074, for Acaca F (3,8) = 9.811, p-value = 0.0063, for Acacb F (3,8) = 10.72,

p-value = 0.0035, for Acly F (3,8) = 11.06, p-value = 0.0032. (E) Bar graph depicting qRT-PCR

of Nrf2 with respect to Gapdh. Mean ± SEM is plotted for 3 independent biological replicates.

One-way ANOVA is applied. For Nrf2, F (3,8) = 9.622, p-value = 0.005. Turkey’s test is per-

formed for pairwise comparison. (F) Bar graph depicting qRT-PCR-based analysis Nrf2 TGs,

Gsr and Gst, with respect to Gapdh. Mean ± SEM is plotted for 3 independent biological repli-

cates. One-way ANOVA is applied separately for each gene. For Gst, F (3,7) = 7.68, p-

value = 0.0128, for Gsr, F (3,8) = 9.666, p-value = 0.0049. Quantitative data are provided in S2

Data for Panels A–F. qRT-PCR, quantitative real-time polymerase chain reaction; TG, target

gene.

(TIF)

S3 Fig. Temporal resolution of metabolic signature of melanocytes during pigmentation.

(A) PCA plot depicting segregation of different days based on metabolite signatures. Groups 1

to 4 correspond to days 3 to 6. Four biological replicates are taken for each time point. PC1 is

48.9% and PC2 is 18.5%. (B) Heatmap depicting top 50 regulated metabolites across different

days for each replicate. Blue colour arrows are used to show amino acids and nucleotides,

higher on D3 and D4, while orange arrows are shown to mark cofactors and TCA metabolites,

higher on D5 and D6. (C) Bar graphs depicting glucose utilization upon pigmentation induc-

tion in B16 cells cultured at low-density model. Glucose utilization is calculated by subtracting

glucose in media on consecutive days (i.e., glucose concentration on (n-1) day-glucose concen-

tration on nth day)/cell number on nth day�100. Data are represented for 3 independent repli-

cates. Mean ± SEM is plotted for 3 biological replicates. One-way ANOVA is applied F(3,7) =

39.50, ����p-value < 0.0001. (D) Schematic showing biochemical reactions and enzymes

involved in conversion of pyruvate to lactate and acetyl CoA formation. (E) Bar graph depict-

ing quantitation of amount of lactate in cellular lysate on D5 and D6 for 3 independent repli-

cates. Mean ± SEM is plotted for 3 biological replicates. Two-tailed Student t test is applied,

t = 3.284, df = 4, �p-value = 0.0304. (F) Bar graph depicting qRT-PCR-based mRNA expression

of Pdk1, which regulates PDH activity on D5 and D6 for 3 independent replicates.

Mean ± SEM is plotted for 3 biological replicates. Two-tailed Student t test is applied,

t = 3.541, df = 4, �p-value = 0.0240. Quantitative data are provided in S2 Data for Panels C, E,

and F. PCA, principal component analysis; qRT-PCR, quantitative real-time polymerase chain

reaction; TCA, tricarboxylic acid cycle.

(TIF)

S4 Fig. Mitochondrial fragmentation analysis in pigmented and depigmented cells. (A)

Representative confocal microscopy images showing mitochondrial morphology in pigmented

day 6 cells vs. PTU-treated depigmented cells on day 6 using MitoTracker RED dye. Images

were taken at 63×. Scale is 5 μm. (B) Bar graph depicting the quantitation of fragmented mito-

chondria in pigmented vs. PTU-treated depigmented day 6 cells using ImageJ macro tool

MiNA. Approximately 100 cells were taken in each replicate. Mean ± SEM is plotted in 3 inde-

pendent biological replicates. Mean ± SEM is plotted for 3 biological replicates. Two-tailed

Student t test is applied, t = 2.262, df = 24, �p-value = 0.0330. Quantitative data are provided in
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S2 Data for Panel B. MiNA, Mitochondrial Network Analysis; PTU, 1-phenyl-2-thiourea.

(TIF)

S5 Fig. Cloning of Srebf1 in mCherry-C1 eGFP construct. (A) Representative agarose gel

showing amplification of first and second half of Srebf1 gene. (B) Representative agarose gel

showing amplification of full-length Srebf1 using overlap PCR. (C) Representative agarose gel

showing partial digestion of Srebf1-pBS clone, Srebf1 to obtain full-length fragment for sub-

cloning in mCherry-C1 eGFP vector. (D) Expected size of Srebf1 pBS clone is tabulated upon

digestion with XhoI and EcoRI. (E) Representative agarose gel showing clone confirmation of

mCherry-Srebf1-eGFP vector. (F) Expected size of mCherry-Srebf1-eGFP vector is tabulated

upon restriction digestion. (G) Representative western blot for expression analysis of

mCherry-Srebf1-eGFP construct upon transfection in B16 cells.

(TIF)

S6 Fig. Standardization of SREBF1 activation assay. (A) Representative fluorescence images

showing eGFP, mCherry, and merge signal. Magnified nuclear images were shown to focus on

SREBF1 nuclear translocation after 4 hours of insulin treatment. Around 20 cells were ana-

lyzed in each of the 3 biological replicates. (B) Dot plot depicting colocalization rate between

mCherry and Hoechst signal analyzed for each cell at 1 to 4 hours after insulin treatment.

Mean ± SEM is plotted for 3 biological replicates. One-way ANOVA is applied, F(2.516,52.83)

= 8.234, p-value = 0.0003. Dunnett’s multiple comparison test is performed. ����p-

Value< 0.0001, ���p-value = 0.00081, ��p-value = 0.0011. (C) Bar graph depicting quantitation

of number of cells showing positive phenotype after Insulin treatment, determined by

increased colocalization rate of mCherry and Hoechst signal from 1 to 4 hours. Mean ± SEM

is plotted for combined analysis. Two-tailed Student t test is performed, t = 5.131, df = 4, ��p-

value = 0.0068. Quantitative data are provided in S2 Data for Panels B and C.

(TIF)

S7 Fig. PPAR signalling do not regulate pigmentation in the B16 model. (A) Representative

B16 cell pellet images showing melanin accumulation phenotype on day 6 upon inhibiting

PPAR-γ with GW9662, PPAR-α with GW6471, and PPAR-β with GSK3787 (N = 3). Bar graph

depicting melanin estimation after different inhibitor treatments. Mean ± SEM is plotted for 3

biological replicates. One-way ANOVA is applied, F(3,8) = 1.728. p-Value = 0.2383. Tukey’s

test is performed for pairwise analysis. ns is nonsignificant. (B) Bar graph representing

qRT-PCR-based quantitation of Ppara and Tyrp1 genes on D5 upon silencing of Ppara using

smart pool siRNA. Mean ± SEM is plotted for 3 biological replicates One-way ANOVA is

applied, F(3,6) = 49.29. For NT vs. Ppara, ���p-value = 0.0002. For NT vs. Tyrp1, p-value is

nonsignificant. (C) Bar graph representing qRT-PCR-based quantitation of Pparg and Tyrp1
genes on D5 upon silencing of Pparg using smart pool siRNA. Mean ± SEM is plotted for 3

biological replicates. One-way ANOVA is applied, F(3,6) = 1.188. For NT vs. Ppara, �p-

value = 0.0255. For NT vs. Tyrp1, p-value is nonsignificant. Quantitative data are provided in

S2 Data for Panels A–C. qRT-PCR, quantitative real-time polymerase chain reaction; siRNA,

small interfering RNA.

(TIF)

S8 Fig. Effect of lipid metabolism perturbation on melanogenesis. (A) Bar graph represents

inhibitor dose standardization in B16 cells using MTT assay. Red arrows represent the dose

chosen for further experiments. (B) Bar graph representing cell count on day 6 upon treatment

with Orlistat, C75, T863, and PTU. Mean ± range is plotted for 2 biological replicates. ns is

nonsignificant. One-way ANOVA is applied F(4,5) = 3.964. p-Value = 0.0922. (C) Bar graph

depicts cell death induced in day 6 cells upon inhibitor treatment measured using Propidium
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Iodide staining. Mean ± SEM is plotted for 3 biological replicates. (D) Representative confocal

microscopy images showing lipid droplet accumulation in B16 cells during pigmentation

upon addition of treatments (Orlistat, C75, T863) on D3 and analysis on D5. Images were

taken at 63×. Scale is 5 μm. (E) Bar graph depicting qRT-PCR ofHsl with respect toHgprt.
Mean ± SEM is plotted for 3 independent biological replicates. One-way ANOVA is applied.

ForHsl, F (3,8) = 15.92, p-value = 0.001. Turkey’s test is performed for pairwise comparison.

(F) Bar graph representing qRT-PCR-based quantitation ofHsl and Tyrp1 genes on D6 upon

silencing ofHsl using smart pool siRNA. Mean ± SEM is plotted for 3 biological replicates.

One-way ANOVA is applied, F(3,4) = 61, ���p-value = 0.0009. Turkey’s test is performed for

pairwise comparison. (G) Schematic study design for analyzing TAG formation in primary

human melanocyte culture by inhibiting DGAT1 using T863, and capturing lipid droplets

content in these cells using BODIPY dye. (H) Representative confocal microscopy images

showing lipid droplet accumulation in primary melanocytes upon T863 addition. Images were

taken at 63×. Scale is 5 μm. Quantitative data are provided in S2 Data for Panels A, B, C, E, and

F. PTU, 1-phenyl-2-thiourea; qRT-PCR, quantitative real-time polymerase chain reaction;

siRNA, small interfering RNA; TAG, triacylglycerol.

(TIF)

S9 Fig. Role of fatty acid uptake during pigmentation. (A) Representative plot depicts

median fluorescent intensity corresponding to the uptake of C-12 fluorescently labelled fatty

acid from days 4 to 6. Mean ± SEM is plotted for 3 biological replicates. One-way ANOVA is

applied, F(2,6) = 72.66. Turkey’s test is performed for pairwise comparison. For D4 vs. D5, p-

value is nonsignificant. For D4 vs. D6, ���p-value< 0.0001. (B) Bar graph depicting qRT-PCR

of Fabp5 with respect toHgprt. Mean ± SEM is plotted for 3 independent biological replicates.

One-way ANOVA is applied. Turkey’s test is performed for pairwise comparison. For Fabp5,

F (3,8) = 5.374, p-value = 0.0255. ns is nonsignificant. Quantitative data are provided in S2

Data for Panels A and B. qRT-PCR, quantitative real-time polymerase chain reaction.

(TIF)

S1 Data. Data underlying panel Figs 1A, 1C, 1G, 1H, 3C, 3E, 4A, 4B, 4C, 4E, 4F, 5B, 5E, 5F,

6C, 6D, 6H, 6J, 7C, 7E, 7H, 7I, and 7J.

(XLSX)

S2 Data. Data underlying panel Supporting information S1A, S1B, S1F, S1H, S1J, S2A–

S2F, S3A–S3C, S3E, S3F, S4B, S6B, S6C, S7A–S7C, S8A–S8C, S8E, S8F, S9A, and S9B Figs.

(XLSX)

S3 Data. Data underlying panel Figs 1E, 1D, and 2.

(XLSX)

S4 Data. Data underlying panel Fig 3A.

(XLSX)

S1 Raw Images. Raw data underlying panel Figs 1B, 5A, 5D, 6B, 6G, 7D, S1G, S1I, and

S6A.

(PDF)
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Abstract
Melanogenesis is a highly regulated process through which the pigment melanin is produced in
skin cells. Irregularities in the molecular events that govern the process of skin pigmentation can
cause disorders like vitiligo. In order to understand the biology of disease progression, it is
important to have an in depth understanding of intracellular events. Mathematical models provide
an integrated view of intracellular signalling. There are very few models to date that incorporate
intracellular processes relevant to melanogenesis and only one to our knowledge that simulates the
dynamics of response to varying levels of input. Here, we report the formulation of the largest
Boolean model (265 nodes) for melanogenesis to date. The model was built on the basis of a
detailed interaction network graph published by Raghunath et al. Through additional manual
curation of the reported interactions, we converted the graph into a set of Boolean rules, following
the procedure of the first Boolean model (62 nodes) for melanogenesis published by Lee et al.
Simulations show that the predicted response to varying UV levels for most of the nodes is similar
to the predictions of the existing model. The greater complexity allows investigation of the
sensitivity of melanin to additional nodes. We carried out perturbation analysis of the network
through node deletion and constitutive activation to identify sensitivity of outcomes, and
compared the nodes identified as sensitive to previous reports.

1. Introduction

Skin, the largest organ in the human body, is made
up of various types of cells. These cells interact in a
highly coordinated manner to maintain homeosta-
sis of skin thickness, composition, and pigmenta-
tion. Depending on their function, these cells reside
within different layers of the skin, viz, the epidermis,
dermis and subcutaneous fat. The epidermis is the
uppermost layer of the skin. It is a mechanical and
antimicrobial barrier. It also controls skin pigmenta-
tion, chiefly through the activities of melanocytes and
keratinocytes [1].

The process of skin pigmentation, also known
as ‘melanogenesis’, is quite complex. Among other
conditions, it gets triggered when skin is exposed to
external stimuli such as UV radiation. Keratinocytes,
upon UV stimulation, produce various substances
like alpha-MSH, SCF, prostaglandin and endothelin-

1 that enhance melanogenesis [2–4]. These sub-
stances get transported to nearby melanocytes and,
through a series of signalling events, induce paracrine
activation of microphthalmia-associated transcrip-
tion factor (MITF). MITF in turn activates tyrosi-
nase, the key enzyme in this process. Tyrosinase
converts amino acids like tyrosine and cysteine into
subunits of eumelanin or pheomelanin pigment
in organelles called melanosomes. After maturation
these melanosomes are transported to multiple ker-
atinocytes with the help of melanocyte dendrites.
In keratinocytes, melanosomes surround the nucleus
and pigments in these organelles absorb UV radi-
ation, thus protecting cell DNA from damage [5].
An imbalance in molecular signals that govern these
events may result in disorders of pigmentation such as
vitiligo, or other skin conditions ranging from rashes
to psoriasis [6]. These disorders could lead to phys-
iological impairment, and also to social ostracism
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and resulting psychological problems as in the case of
vitiligo, which has a significant incidence in the Indian
population.

In order to develop optimal treatment protocols,
a detailed understanding of the molecular events that
lead to these diseases is required. Mathematical mod-
els of intracellular interactions help in furthering our
understanding of the system function. These models
present an integrated view of intracellular signalling,
metabolism and interaction between cell types. Mod-
els are typically constructed based on available infor-
mation in the literature on the interactions between
individual components in the network. Such a
network of interactions can either be analysed as a
graph, or further information on the nature of the
interactions can be added to simulate system dynam-
ics. A ‘complete’ description includes the stochastic-
ity inherent in the reactions. Ordinary differential
equations resulting from a mass balance on system
components are used to simulate the mean dynam-
ics of each component. Both these approaches require
knowledge of the rate constants for individual reac-
tions. A coarser approach discretizes system states
into a finite number of allowed values, at a minimum
2 in case of Boolean models.

Boolean models have been used for the analy-
sis of several biological interaction networks, and a
few are discussed here as examples. Kauffman [7]
used random Boolean networks, which are ensembles
of random network structures, for studying dynam-
ical properties of gene regulatory networks. Albert
and Othmer [8] developed a Boolean model for the
gene network that governs embryonic segmentation
in Drosophila. The model was able to reproduce wild-
type expression pattern and ectopic expression pat-
tern, experimentally observed in various mutants.
Saez-Rodriguez et al [9] constructed the signalling
network for T-cells by collecting data from the liter-
ature and from their own experiments. By convert-
ing this logical model into an interaction graph, the
authors were able to extract important features like
feedback loops, signalling paths, and network-wide
interdependencies. The model was also able to cap-
ture the phenotypes of this network for both wild
type and perturbed conditions. Faure et al [10] trans-
formed a generic model of mammalian cell cycle into
a logical regulatory graph. The model helped them
in assessing the advantages and limitations of syn-
chronous versus asynchronous updating scheme in
understanding the asymptotical behaviour of regula-
tory networks. Several other models have also been
used to analyse intracellular networks [11].

There are very few models to date that incor-
porate intracellular metabolism relevant to skin
pigmentation in keratinocytes and melanocytes.
Rodriguez-Lopez et al [12] formulated a kinetic
model for the melanin biosynthesis pathway. The
pathway comprised of 12 nodes, including metabo-
lites from tyrosine to dopachrome. The model

explained lower catalytic efficiency of the enzyme
tyrosinase on monophenols (tyrosine) than on
diphenols. Emir and Kurnaz [13] devised an inte-
grated, 18 component model for melanocyte-specific
gene expression and melanogenesis. The model
successfully showed that upon stimulation/inhibition
of certain growth factors in the system, the melanin
output can be upregulated/downregulated. Thingnes
et al [14] defined a 7-component model for dis-
tribution of melanin in keratocytes during the
process of skin tanning. It predicts the thickness
of epidermal layer and how far the melanocyte
dendrite grows after exposure to UV radiation.
Oyehaug et al [15] developed a mathematical model
comprising of 28 nodes to understand the switch
between eumelanin and pheomelanin production
depending upon an extracellular signal. Their
results supported Ito’s hypothesis that melanogenic
switching is due to covalent binding of the inter-
mediate dopaquinone to the enzyme glutathione
reductase. Raghunath et al [16] constructed a graph-
ical network of 265 nodes for melanogenesis. They
used a graph theoretical analysis of this network
to determine essential nodes in the network which
upon deletion disrupt the signalling between source
(UV and other inputs) and target (pigmentation and
survival) nodes. Subramanian et al [17] developed a
novel systems biology based computational platform
called ‘eSkin’. The platform contains a network of
35 manually-curated pathways and 2600 + genes.
The proprietary platform was specially designed to
aid skin centric analysis and interpretation of omics
data. Here, as also in the Raghunath model, interac-
tions are defined qualitatively as connections/edges,
and dynamics are not simulated. In a pioneering
effort, Lee et al [2] developed a Boolean model for
melanogenesis network consisting of 62 nodes. Their
analysis suggest that inhibition of beta-catenin is the
most effective and safe way to reduce UV-B induced
skin pigmentation.

Here, we report the formulation of a Boolean
model based on the nodes included in the
Raghunath et al network. The interactions of the
265 nodes in that network were described using 23
different terms (activation, phosphorylation etc).
Through additional manual curation of the reported
interactions, we have converted this description into
a set of Boolean rules, and formulated the largest
Boolean model for melanogenesis reported to our
knowledge. We compared several aspects of the
dynamics of this new model with the Lee model for
melanogenesis and show that the predicted response
to varying UV levels for most of the common nodes
is similar to the predictions of the Lee model. Our
model has 203 additional nodes, which allows inves-
tigation of the dynamics and effect of many more
known mediators of melanogenesis. We also carried
out a perturbation analysis of the network through
node deletion and constitutive activation to identify
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Table 1. Types of interactions and their distribution in network.

S. No. Expression relation Frequency S. No. Expression relation Frequency

1 Increases level 23 13 Catalysis 7
2 Induces 25 14 Decreases 1
3 Inhibits 24 15 Decreases expression 1
4 Activates 195 16 Dissociates to 7
5 Associates 1 17 Forms complex 18
6 Binds 1 18 Gets converted to 16
7 Increases expression 80 19 Induces complex dissociation 6
8 Increases 3 20 Induces complex formation 3
9 Increases expression 1 21 Inhibits expression 1
10 Increases release 6 22 Involved in 1
11 Increases stability 1 23 Phosphorylates/activates/degrades 3
12 Regulates 5

sensitivity of outcomes such as melanin to individual
nodes, and compared the nodes identified as impor-
tant to previous reports for smaller melanogenesis
networks.

2. Materials and methods

2.1. Building the Boolean model
The comprehensive network model for UV-mediated
skin pigmentation constructed by Raghunath et al
[16] was used as the basis for our Boolean model.
It consists of 265 components and 429 directed
interactions between them. The 265 nodes represent
proteins, small molecules, complexes, biological pro-
cesses and environmental factors. Of these nodes,
20 are source/input nodes and 9 are output nodes.
Raghunath et al identified essential signalling compo-
nents (nodes) by performing shortest path analysis.
We formulated Boolean rules corresponding to each
edge of the network.

The extensive details provided by Raghunath et al
in the form of literature references for individ-
ual interactions provide an excellent starting point
for transforming this model into a Boolean model.
Based on this and other available information, we
constructed a Boolean model of this network. The
directions of edges mentioned in the Raghunath
et al [16] network is dependent on the functional
nature of the interaction, for e.g. ‘phosphorylation’
or ‘activation’. Likewise, there are a total of 23
interaction types (table 1). We have re-visited each
interaction and added further precision through for-
mulation of Boolean rules. We believe that doing so
will make the model more biologically relevant and
enable simulation of system dynamics, including sys-
tem response to varying UV levels. As an example
of Boolean rules resulting in greater definition, when
there are two or more nodes that positively influ-
ence the activity of a target node, either one of the
inputs could suffice to change the activity level (i.e.
an OR gate), or all could be required (AND gate),
but it is also possible that a combination of AND and
OR is representative of the biology (some nodes are
required, some are redundant). As such, a detailed

Table 2. Individual interactions for caspase 3 in keratinocyte as
defined in [16].

Input node Target node Interaction type

CASP8_kerat CASP3_kerat Activates
CASP9_kerat CASP3_keart Activates
MAPK14_kerat CASP3_keart Activates
PRKCD_kerat CASP3_keart Activates
PRKCH_kerat CASP3_keart Inhibits

Table 3. Individual interactions for CREB1 as defined in [16].

Input node Target node Interaction type

AKT1_melan CREB1_melan Activates
MAPK14_melan CREB1_melan Activates
PRKACA_melan CREB1_melan Activates
PRKG1_mlean CREB1_melan Activates
PRS6KA1_melan CREB1_melan Activates

examination of the literature is necessary, since stip-
ulating either an AND or an OR mode for the inter-
action will not accurately represent the biology. We
did not use any general assumption while forming
the Boolean rules. Given below are a few examples
of how we defined interactions (see tables 2–4) to
develop Boolean rules. Node nomenclature follows
the format name_location, where location is either
‘kerat’ or ‘melan’ representing the keratinocyte and
melanocyte respectively.

Caspases 9 and 8 are the upstream members of the
apoptotic protease cascade (initiator caspases) that
cleave and activate caspase 3 (executioner caspase)
which subsequently carries out the mass proteolysis
that leads to apoptosis [18, 19]. Caspases 9 and 8 acts
through different pathways, viz intrinsic and extrin-
sic, and hence only one of them is required to activate
downstream caspase 3. In Boolean terms, it is trans-
lated as either Casp8 OR Casp 9 is required. PRKCD
is also known to translocate to mitochondria by UVB
stimulation, where it triggers apoptosis by caspase 3
activation [20]. Although it is unclear how PRKCH
blocks caspase 3 activity, it may be possible that the
protein interacts with and activates MAPK14 and thus
indirectly inhibits caspase 3 as MAPK14 can directly
phosphorylate and inhibit the activities of caspase 8

3
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Table 4. Individual interactions for pheomelanin as defined in [16].

Input node Target node Interaction type

Cysteinyl_DOPA_melan Pheomelanin_melan Gets converted to
Glutathionyl_DOPA_melan Pheomelanin_melan Gets converted to

and caspase 3 [20, 21]. Taking together all the infor-
mation, Boolean rule for caspase 3 can be written
as:

CASP3_kerat = (CASP9_kerat OR
CASP8_kerat) AND ((NOT(MAPK14_kerat))
OR PRKCD_kerat).

The indirect regulation by PRKCH is included
through its effect on MAPK14_kerat (see SI https://
stacks.iop.org/PB/18/026004/mmedia for Boolean
rule for MAPK14_kerat).

Phosphorylation of CREB is required for the
activation of the transcription factor. This can
be achieved through two alternate ways i.e. via
cAMP/PRKACA signalling or by involvement of Akt,
MAPK14, PRKG1 and PRS6KA1 [22–27]. Either
cAMP or PRKACA is sufficient for CREB1 acti-
vation. In their absence, Akt, MAPK14, PRKG1
and PRS6KA1 are all required for activation via
serine-133 phosphorylation. Therefore, the Boolean
rule for CREB1 is:

CREB1_melan = (cAMP_melan OR
PRKACA_melan) OR (AKT1_melan AND
MAPK14_melan AND PRKG1_melan AND
RPS6KA1_melan).

If cysteine or glutathione is present in the
system, it reacts with DOPAquinone to pro-
duce cysteinylDOPA/glutathionylDOPA and the
benzothiazine derivatives of pheomelanin [28].
Hence the rule for pheomelanin is:

Pheomelanin_melan = glutathionyl_DOPA_
melan OR cysteinyl_DOPA_melan;

Likewise, rules for all 265 nodes were constructed
based on a manual curation. All the rules are listed in
the SI, both as truth tables and logical rules. All sim-
ulations were carried out using Matlab 9.5 (R2018b,
Mathworks). Synchronous updating is used for all
the simulations. For both the Lee model and new
model simulations, the UV input percentage was var-
ied by fixing the percentage of updating steps when
the UV node state is on to be equal to the UV per-
centage. Then the string of zeros and ones was ran-
domized using the Matlab function randperm such
that there is no pattern to the on and off state
sequence.

2.2. Comparison with the existing model
So far, the largest known Boolean model for melano-
genesis is the pioneering model by Lee et al which
consists of 62 nodes [2]. After comparing the net-
works designed by Lee et al and this work, it was found
that 56 components are common between them. We

compared our results for node sensitivity of these 56
common nodes with the sensitivity reported by both
these reports. In addition, Lee et al used simulations
of their Boolean model to predict the response of indi-
vidual nodes to different levels of UV input. We carry
out simulations with synchronous updating as pre-
viously described [29] and report the similarity in
profiles for the 56 common nodes in terms of the
Pearson correlation coefficient for the UV-response
of these nodes. Correlation between a node in this
model and the corresponding node in the Lee model
is calculated for steady state values/output using the
equation Ri = correlation (Sl

i, Sn
i), where R is the

Pearson correlation coefficient, Sl
i is a vector repre-

senting steady state activity of node i in the Lee model
for all levels of UVB inputs and Sn

i is a vector repre-
senting steady state activity of the same node (i) in the
new model reported here. We note that the Pearson
correlation coefficient is a crude measure for such a
comparison of results from a qualitative model sim-
ulated with a random input sequence for each UV
level. Its interpretation is intended to be qualitative in
nature (i.e., roughly similar, indicated by a substantial
positive value, or anticorrelated, indicated by a large
negative value) rather than as a quantitative similarity
measure.

2.3. Perturbation analysis
Boolean networks are often analysed to identify sen-
sitive nodes which on perturbation disproportion-
ately change a predefined output. In our case, we used
as the predefined output pigmentation related nodes
and cell survival nodes present in melanocyte and ker-
atinocyte, identical to those used by Lee et al. We used
two different types of perturbation methods, i.e. con-
stitutive activation and inhibition, to identify sensi-
tive nodes in the melanogenesis network [2]. Lee et al
developed these methods to identify safe and effec-
tive targets in the network for reduction of pigmen-
tation as measured by the state of the output nodes.
To this end, constitutive activation and constitutive
inhibition of each node was simulated by setting the
node state to 1 and 0, respectively. The UV input was
varied from 0% (always off) to 100% (always on). A
‘wild-type’ profile of the average state of each node at
each UV level was obtained in the absence of any per-
turbation. Sensitivity of each node was estimated by
calculating the post-perturbation change in the pro-
file of the four output nodes: B-cell chronic lympho-
cytic leukemia/lymphoma 2 (Bcl2) in keratinocyte
(Bcl2K), Bcl2 in melanocyte (Bcl2M), eumelanin and
pheomelanin.
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Figure 1. Qualitative, individual input–output relationships in the Boolean model of melanogenesis network. ‘kerat/K’ denotes
keratinocyte nodes and ‘melan/M’ denotes melanocyte nodes. Each point represents average steady-state activity of output node.
Error bars represent standard deviation and R is the correlation coefficient. Row (A) compares melanin from Lee model with its
counterpart in the new model i.e. eumelanin and pheomelanin. (B) Comparison of Bcl2 activity in the two models.

3. Results

3.1. New model for melanogenesis captures the
system response to UV
Although the state space of this melanogenesis net-
work is huge (2265 states), by performing simulations
for 2000-updating steps, we found that system attains
steady state within 1000 steps. We carried out sim-
ulations for 10, 50, 100 and 150 initial conditions.
Mean and standard deviation values remain almost
unchanged with the use of 100 or higher initial condi-
tions. Simulations were carried out using parameters
specified in our previous work [29]. To compute the
‘steady-state’ activity of each node with varying levels
of input stimulation, we ran the simulation for 1000
updating steps and used the average of the final 100
updating steps as the attractor mean value. For each
simulation run, the UV input was assigned a probabil-
ity of being randomly on or off. The intensity of UVA
and UVB was set to 0%, 25%, 50%, 75% and 100%.
Initial states of all nodes were randomized in every
run (50% ‘0’ and 50% ‘1’) and mean value reported
is the mean for 100 such initial conditions. The pig-
mentation state and the apoptotic balance of the cells
were determined by observing the steady-state activi-
ties of the output nodes eumelanin, pheomelanin and
BCL2-kerat.

The results (figure 1) show that this melanogen-
esis network model captures the qualitative features
of the known biological activities of the species in
the system. There are literature reports which sug-
gest that the exposure to UV radiation increases skin
pigmentation. For instance, in an experimental study,
Tadocoro et al [30] showed that exposure to UV
radiation significantly increases the level of melanin
in the skin. Melanin, which exists mainly in two

forms in human body i.e. eumelanin and pheome-
lanin. In another study by Gillardon et al, [31] it was
shown that UV irradiation of mammalian skin cells in
culture results in decline of Bcl-2 transcripts. The
apparent non-monotonicity seen in figure 1 for Bcl2-
K in the Lee model simulation is heavily dependent
on a single point, and up to 80% UV no significant
nonmonotonicity is seen. As such, we conclude that
both models predict a decrease in Bcl2-K levels with
UV, which is consistent with the experimental reports.
Apart from eumelanin and pheomelanin, there are 7
other terminal nodes in graphical network of Raghu-
nath et al [16]. These nodes are cell-cycle-arrest-
melan, cell-proliferation-melan, cell-survival-melan,
dendrite-formation-melan, melanosome-biogenesis,
melanosome-phagocytosis and apoptosis-melan. The
model successfully captured qualitative response of
these target nodes to changing UV levels (figure 2).
In the study by Gillardon et al, [31] it was also shown
that UV irradiation of mammalian skin cells causes
growth arrest and cell death followed by hyperprolif-
eration of epidermal cells.

Scott and Cassidy [32] showed that dendrite for-
mation in melanocytes is stimulated by hormones and
ultraviolet light exposure. While studying the phys-
iology of pigmentation, Bessou et al [33] observed
that UV irradiation accelerates melanosome trans-
fer from dendritic melanocyte to keratinocyte. In
another study, Bivik et al [34] demonstrated that
when melanocytes are exposed to UV radiation, anti-
apoptotic factors like Bcl-2 get translocated to mito-
chondria where they stop the release of cytochrome
C in the cytoplasm and ultimately protects the cell
from apoptosis. Despite the large network and for-
mulation of Boolean rules individually for each
node, the model predictions of output response to
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Figure 2. Qualitative, individual input–output relationships of remaining output nodes in this Boolean model of melanogenesis
network. ‘kerat’ denotes the nodes of keratinocytes and ‘melan’ denotes the nodes of melanocytes. Each data point represents
average steady-state activity of output node at 0%, 25%, 50%, 75% and 100% of UV. Error bars represent standard deviation. (A)
Positive relationship between UV and cell-cycle-arrest-melan. (B) Positive relationship between UV and cell-survival-melan. (C)
Positive relationship between UV and cell-proliferation-melan. (D) Positive relationship between UV and
dendrite-formation-melan. (E) Positive relationship between UV and melanosome-biogenesis activation (F) positive relationship
between UV and melanosome-phagocytosis. (G) Negative relationship between UV and apoptosis-melan.

varying UV are consistent with these experimental
reports.

3.2. Comparison with the Lee model
We compared the output of the Lee et al [2] model
with our results. The similarity between the nodes
are quantified using correlation coefficient. Corre-
lation between a node in this model and the cor-
responding node in the Lee model is calculated for
steady state values/output using the equation defined
in the methods section. This measure is similar to
what we have used in our previous study to iden-
tify sensitive nodes [29]. A few nodes with their
corresponding correlation coefficients are shown in
figure 3 [35]. Out of 56 common nodes between
the models, 46 were positively correlated (Ri > 0.3,
see figure 4). These include important nodes as
defined by Lee et al (eumelanin, pheomelanin, Bcl-2
in keratinocytes and melanocytes). The list of neg-
atively correlated nodes includes kinases and few
other nodes like adenylate cyclase and CREB. Com-
parison of the Boolean rule between the two mod-
els (see SI for details) showed that for a few nodes
the rules and regulating nodes are exactly similar.
However, for several others, participating nodes in
Boolean rule are different, which is expected due
to the presence of additional nodes in the new
network.

3.3. Identification of sensitive nodes in the new
model
Effect of perturbations in this melanogenesis net-
work is calculated by measuring a change in the
activity profile of the output nodes eumelanin,
pheomelanin Bcl2_melan and Bcl2_kerat relative to
the respective unperturbed output profiles, for the
inputs of 0%, 25%, 50%, 75% and 100% UVB.
Since these perturbations mimic the effect of knock
out and continuous activation, the perturbed nodes
that caused constant activation/inactivation of out-
put nodes (pheomelanin, eumelanin, BCL2_kerat
and BCL2_melan nodes) were selected as sensitive
(table 5). As specified in the methods section, value
for the last 100 of the 1000 simulation steps was used.
Since the system reaches an attractor state before this
point, it is equivalent to the condition that for all
the accessed attractor states the value of these out-
put nodes should be either 1 or 0. Such nodes were
marked as ‘sensitive’ since this is a qualitative depar-
ture from the unperturbed system dynamics. The
comparison (table 5) shows that the new model has
a significantly large number of sensitive nodes which
is obvious given the larger size and complexity. The
number of common sensitive nodes consistently iden-
tified among two models are fewer and include
obvious ones like MITF and CREB which serves
as the key transcription factors in regulating the
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Figure 3. Comparing the effect of UV radiation on the few selected nodes in existing model and newly developed Boolean model.
Each data point represents average steady-state activity of output node at 0%, 25%, 50%, 75% and 100% of UVB. Error bars
represent standard deviation and R is the correlation coefficient. Kerat and melan represent keratinocyte and melanocyte modules
in new model equivalent to K and M in the Lee et al model.

Figure 4. Distribution of coefficient correlation (R) values in the new model. R values are obtained by comparing response of
common node to varying UV levels.

melanogenesis process. There is experimental sup-
port for the importance of nodes which are not
the part of Lee et al model but are identified as
sensitive in new model. For example, DOPAchrome
and tyrosinase are identified as sensitive in this
model. It is known that cysteine or glutathione reacts
with DOPAquinone to produce the benzothiazine

derivatives of pheomelanin. TYR_melan(tyrosinase)
catalyses the tautomerization of DOPAchrome to 5, 6-
dihydroxyindole-2-carboxylic acid (DHICA), which
is later oxidized to eumelanin [28]. It has been exper-
imentally shown that inhibition of lipid peroxidation
by protocatechuic acid leads to inhibition of melanin
production inα-MSH-induced B16 cells [36]. 4-HNE
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Table 5. Nodes influencing melanin, Bcl2-melan and Bcl2-kerat activities when subjected to constitutive activation and inhibition.
Underlined nodes are consistently predicted as sensitive by both models.

Activation
(Lee et al)

Inhibition
(Lee et al)

Activation
(new model)

Inhibition
(new model)

Eumelanin MITFproteinM,
ASK1M, cAMPM,
MKK6M, p38M,
GSK3bM

ERKM, AktM,
PI3KM, RafM,
PDK1M,
MEKM,
MITFproteinM,
bcateninM,
CREBM,
MITFmRNAM

ACTH_kerat, ADCY4_melan,
alpha_MSH_kerat, cAMP_melan,
CREB1_melan,
indole_5_6_quinone_carboxylic_acid_melan,
indole_5_6_quinone_melan, MITF_melan,
PRKACA_melan, TP53_kerat, TYR_melan,
HRAS_melan, MAP2K1_melan,
MAP2K2_melan, MAPK1_melan,
MAPK3_melan, RAF1_melan,
RPS6KA1_melan, SOS1_GRB2_SHC1_melan

FourHNE_kerat, ADCY4_melan,
alpha_MSH_kerat, calcium_cyt_kerat,
cAMP_melan, CASP3_kerat,
ceramide_kerat, CREB1_melan,
DFFB_DFFA_kerat, DFFB_kerat,
DNA_damage_kerat, DOPA_melan,
DOPAchrome_melan,
DOPAquinone_melan, IKBKA_kerat,
IP3_kerat, lipid_peroxidation_kerat,
MITF_EP300_melan, MITF_melan,
NFKB1_kerat, PKC_kerat, PLC_kerat,
PRKCB_melan, PRKCZ_kerat,
RYR1_kerat, TNF_kerat, TYR_melan,
HRAS_melan, RAF1_melan,
SOS1_GRB2_SHC1_melan

Pheomelanin ACTH_kerat, ADCY4_melan,
alpha_MSH_kerat, cAMP_melan,
CREB1_melan, cysteinyl_DOPA_melan,
DOPAquinone_melan,
glutathionyl_DOPA_melan, MITF_melan,
PRKACA_melan, TP53_kerat,
TYR_melanLG_kerat

FourHNE_kerat, ADCY4_melan,
calcium_cyt_kerat, cAMP_melan,
CASP3_kerat, ceramide_kerat,
CREB1_melan, DFFB_DFFA_kerat,
DFFB_kerat, DNA_damage_kerat,
DOPA_melan, DOPAquinone_melan,
IKBKA_kerat, IP3_kerat,
lipid_peroxidation_kerat,
MITF_melan, NFKB1_kerat,
PKC_kerat, PLC_kerat,
PRKCB_melan, PRKCZ_kerat,
RYR1_kerat, TYR_melan,
HRAS_melan, RAF1_melan,
SOS1_GRB2_SHC1_melan

BCL2-kerat ASK1K, MKK6K,
p38K, AktK,
EGFRK, PI3KK,
PDK1K, Bcl2K,
MITFproteinM

ACTH_kerat, TP53_kerat FourHNE_kerat, calcium_cyt_kerat,
CASP3_kerat, ceramide_kerat,
DFFB_DFFA_kerat, DFFB_kerat,
DNA_damage_kerat, IKBKA_kerat,
IP3_kerat, lipid_peroxidation_kerat,
NFKB1_kerat, PKC_kerat, PLC_kerat,
PRKCZ_kerat, RYR1_kerat

BCL2-
melan

AktM, PI3KM,
PDK1M, ASK1M,
cAMPM,
MKK4M,
MKK6M, p38M,
JNKM,
MITFproteinM,
p53M

AktM, PI3KM,
PDK1M

ACTH_kerat, ADCY4_melan,
alpha_MSH_kerat, cAMP_melan,
CREB1_melan, MITF_melan,
PRKACA_melan, TP53_kerat

HRAS_melan, RAF1_melan,
SOS1_GRB2_SHC1_melan,
NGF_kerat, FourHNE_kerat,
ADCY4_melan, calcium_cyt_kerat,
cAMP_melan, CASP3_kerat,
ceramide_kerat, CREB1_melan,
DFFB_DFFA_kerat, DFFB_kerat,
DNA_damage_kerat, IKBKA_kerat,
IP3_kerat, lipid_peroxidation_kerat,
NFKB1_kerat, PKC_kerat, PLC_kerat,
PRKCZ_kerat, RYR1_kerat

is a highly reactive lipid aldehyde that is generated
from ultraviolet radiation induced lipid peroxidation
reactions [37]. PLC is responsible for the produc-
tion of IP3 and DAG, both of which function as
secondary messengers. DAG activates PKC, which in
turn activates other cytosolic proteins such as NFKB
[38, 39]. KIT is a keratinocyte derived growth factor
secreted by keratinocytes and fibroblasts which acti-
vates a signalling pathway comprising of KIT recep-
tor, SHC protein, GRB2 and SOS, leading to the
phosphorylation of Ras, which in turn activates Raf-
1 and MAPK signalling pathway [40]. This cascade
of activation induces MITF phosphorylation which
in turn allows the recruitment of the transcriptional
coactivator CREB [41, 42] and leads to subsequent

transcription of melanogenic enzymes TYR, TYRP1
and TYRP2 [43].

4. Discussion

We developed a new 265-node Boolean model for
melanogenesis, compared it with the existing model
and identified sensitive nodes in the network. The
model builds upon two excellent resources, the
interaction network constructed by Raghunath et al,
and the Boolean model constructed by Lee et al. The
dynamic model closest to this work is the pioneering
62-node Lee et al model for skin pigmentation. It is
the only Boolean model for melanogenesis available
in public domain. However, the model is smaller and
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does not include intricate details of the melanogenesis
process. For example, the intermediate components
that connect MITF to melanin production such as
tyrosine, L-DOPA, cysteinyl L-DOPA, DOPAquinone
and TYRP1 are not the part of Lee model [44,
45]. Biological processes such as melanosome
biogenesis, dendrite formation and melanosome
phagocytosis are crucial in explaining the transfer
of melanin to upper layer of skin and details about
these are included in the network constructed by
Raghunath et al, which is the basis for the nodes in
this model.

We find that most common nodes respond in
a similar way to UV stimulus as has been reported
by Lee et al. Despite there being many more inter-
mediate nodes between the UV input and the out-
put nodes, the output nodes such as melanin, Bcl-2,
beta-catenin and MITF have a correlation value >0.5.
As such, we see that expansion of the network does
not lead to a fundamental change in the predictions
of the smaller Lee model. We believe that this work
constitutes an improvement over the existing model
since more details of the molecular interactions are
included, and it is possible to dissect the effect of
individual components that are lumped together in
the Lee model.

A few nodes show a different response to increas-
ing UV levels in the two models. A detailed discus-
sion of all 11 anti-correlated nodes including their
response to UV in the Lee model and this model,
and the literature references is given in the SI. It is
seen that though there are some nodes that show
an unambiguously different behaviour (increasing
with UV in one model and decreasing in the other),
from our survey of the literature, we find that the
new larger model is more consistent with the exper-
imental literature. Several responses are seemingly
non-monotonic, among which are alpha-MSH_kerat,
MC1R_melan, TP53_kerat, and TP53_melan. In the
Lee et al model, these substances show an initial
increase followed by gradual decrease in expression
whereas in new model their expression keeps increas-
ing with higher dose of UV. We have also come
across experimental studies that supports the predic-
tion that expression of these substance does increase
after UV stimulation. While studying the pigmen-
tary responses in mouse melanoma cells, Chakraborty
et al found that epidermal melanocytes and ker-
atinocytes respond to UVR by increasing their expres-
sion of alpha-MSH and ACTH, which up-regulate the
expression of MC1R [46].

After subjecting the system to two kinds of per-
turbation i.e. inhibition and constitutive activation
we identified many sensitive nodes which drasti-
cally changes the activity of output nodes eumelanin,
pheomelanin and Bcl-2. MITF, cAMP and CREB are
among the few nodes that are commonly identified
as sensitive in both the models (table 5). There are

several studies that claim that MITF is a key regula-
tor of melanogenesis and its inhibition leads to ter-
mination of the process [47–49]. It is also known
that cAMP and CREB are located upstream to MITF
and tyrosinase [2, 50]. Therefore, modulation in their
activity definitely affects the melanin level in the
skin [49]. There are a few nodes that are not iden-
tified as sensitive in Lee model but here are identi-
fied as important for the Bcl2 activity in keratinocytes
and melanocytes. NFKB1, ADCY4, TP53, PKC and
PRKCZ are few of them. These results are consis-
tent with the experimental data. For instance, while
investigating the role of NFKB in skin biology, Fullard
et al found that knocking out the gene or its constitu-
tive activation lead to epidermal hyperplasia in mice
[51]. The study identified NFKB as a master regula-
tor of epidermal homeostasis. TP53 plays key role in
keratinocyte-melanocyte signalling. Based on a bind-
ing site analysis of TP53, Wei et al showed that most
of the major paracrine factors that are released from
keratinocytes after UV exposure are potentially regu-
lated by p53 and its disruption may result in dereg-
ulation cytokine signalling in keratinocytes [52]. In
another study Li et al studied the role of PKC and its
isoforms. Their result suggested that overexpression
of PKC and its isoform provide a negative regulation
for Akt phosphorylation and kinase activity in mouse
keratinocytes and serve as modulators of cell survival
pathways in response to external stimuli [53].

It would be interesting to carry out a comparative
analysis of the dynamics of both the Lee model and
this model to comprehensively map the number of
attractors and their basins of attraction. In both cases,
for 100% UV, the system reaches a number of cyclic
attractors. Nodes corresponding to melanin are active
only in a fraction of these states. This is the reason
why simulation of both models shows that melanin
does not reach 100% when the UV is always on (UV=

100%). For our model, in the 100 initial states sam-
pled, we find 16 distinct attractors ranging in size
from fixed points to 16-node cyclic attractors. Eume-
lanin and/or pheomelanin is active in about 8 of the 16
states comprising each of the large attractors. Despite
the richness of the dynamical system attractor space,
we find that the mean values of the output nodes do
not differ appreciably even when larger number of ini-
tial conditions are sampled. This is consistent with
the Lee model simulations that showed similar dis-
tribution of basin size with sampling size. It would
be interesting to see if there is a common regulatory
logic backbone underlying the two independently-
constructed models.

The model presented here is the largest Boolean
model for melanogenesis reported to date, with about
four-fold more nodes. We believe it will provide a
tool for the simulation and analysis of the complex
interplay between keratinocytes and melanocytes that
results in melanogenesis.
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Abstract: Biological systems are often represented as Boolean networks and analysed to identify sensitive nodes which on
perturbation disproportionately change a predefined output. There exist different kinds of perturbation methods: perturbation of
function, perturbation of state and perturbation in update scheme. Nodes may have defects in interpretation of the inputs from
other nodes and calculation of the node output. To simulate these defects and systematically assess their effect on the system
output, two new function perturbations, referred to as ‘not of function’ and ‘function of not’, are introduced. In the former, the
inputs are assumed to be correctly interpreted but the output of the update rule is perturbed; and in the latter, each input is
perturbed but the correct update rule is applied. These and previously used perturbation methods were applied to two existing
Boolean models, namely the human melanogenesis signalling network and the fly segment polarity network. Through
mathematical simulations, it was found that these methods successfully identified nodes earlier found to be sensitive using other
methods, and were also able to identify sensitive nodes which were previously unreported.

1௑Introduction
Biological pathways are often represented as networks, the nodes
being the biomolecules and edges being the connections. Dynamic
models can explain how abundances of biomolecules change over
time due to their interactions. Dynamic modelling approaches can
be continuous or discrete. In continuous dynamic modelling, the
number of nodes and reactions is limited by sparse data leading to
limited identifiability of kinetic parameters [1–3]. Boolean
modelling is the simplest type of discrete dynamic modelling with
abundances represented by 0 (absent/low) and 1 (present/high). It
does not require knowledge about the kinetic details of the
interactions. The only information needed is the logic of regulatory
interactions such as the activating or inhibitory nature of genetic
regulations. In a Boolean network, which is a rule-based binary
network, the interaction between nodes is represented using logic
rules. Synchronous or asynchronous updating is used to update
node states and hence simulate the system dynamics from a given
set of initial node states [4]. Boolean networks with a varying
number of nodes from <10 [5] to approximately 100 [6, 7] have
been used to investigate biological systems.

It is often of interest to identify sensitive nodes in a regulatory
network that when perturbed lead to a significant change in the
network output. For instance, in models for signalling or metabolic
pathways in pathogens, nodes that disproportionately affect
survival are potential drug targets. The same motivation exists for
identifying sensitive nodes in cancer cell pathways. The robustness
(or otherwise) of a signalling network can be assessed from
identification and analysis of all sensitive nodes. To estimate
sensitivity, a perturbation is applied to every node or edge, and the
effect on a set of node states predefined as the system output is
calculated.

Previous studies on robustness of Boolean networks have used
perturbation methods that can be classified in three broad classes:
state perturbations, function perturbations and update rule
perturbations. A vast majority of studies use state perturbation to
explain system properties including node sensitivity. Shmulevich et
al. [8] explored the effect of random gene state perturbation on
entire network, i.e. any gene can flip its value for only one-time
point from 0 to 1 or vice versa with probability p. Lee et al. [9]
performed node control analysis (constitutive state perturbation) to

identify an effective target to reduce skin pigmentation. In this
method, the state value of each internal regulatory node is fixed at
either ‘0’ for inhibition or ‘1’ for constitutive activation and then
the steady-state activity of output nodes is measured. Fauré et al.
[10] simulated the effect of loss of function and gain of function
mutation in mammalian cell cycle by constraining selected node
within specific value intervals. Subramanian and Gadgil [11]
showed that transient state perturbation in Drosophila
Melanogaster segment polarity network leads to an ectopic
expression pattern. Saadatpour et al. [12] introduced dynamic
perturbation that entails setting the node's status opposite to the
existing state (diseased state) and normally updating other nodes.

Function perturbations change the normal truth table for a node
or set of nodes. Function perturbations have also been used to
estimate sensitivity. Garg et al. [13] assume that one gene (or one
function) can have a fault at a given time. At a different time in the
same trajectory, another gene (or function) can be faulty. The node
faults [stochasticity in nodes (SINs)] are interpreted as a change of
the current state at that time; moreover, the function faults
[stochasticity in function (SIF)] are interpreted as using a different
truth table at that time point. They find that the SIN approach
predicts biologically implausible behaviour, whereas the SIF
approach predicts more biologically relevant robustness. Qian and
Dougherty [14] take into account 1  bit function perturbation which
entails flipping the value of a single row in the truth table of a
probabilistic Boolean model. Another study by the same authors
used a similar approach along with the change in probabilistic
parameter, i.e. change in the probability of selecting each
constitutive Boolean network in the probabilistic Boolean model
and changing the perturbation probabilities [15].

Change in updating scheme as a means of assessing robustness
has been used by a few researchers. Chaves et al. [16] considered
the effect of a perturbation in synchronous update scheme on the
dynamics of the model for the D. melanogaster segment polarity
genes. Perturbation in the time scales or using different kinds of
updating schemes in combination with knockout strategies or state
perturbation is also an effective way to identify sensitive nodes [10,
16–18]. Other studies demonstrate different kinds of perturbations
not easily classifiable into these three categories. Structural
perturbation strategies have been developed [12, 19] to identify
essential nodes in a static network whose disruption can reverse the
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abnormal state of the signalling network. Here, topological
intervention involves ranking of the nodes by the effects of their
loss (knockout) on the connectivity between the network's inputs
and outputs. There are also many reports studying the effect of
function perturbation on an ensemble of Boolean networks but not
on a specific Boolean network [20, 21].

Here, we introduce two new function perturbation methods and
use them to identify sensitive nodes in two specific networks. Our
methods are general and applicable to any individual Boolean
model or probabilistic Boolean model. These perturbations were
applied to the existing melanogenesis signalling network [9] and D.
melanogaster segment polarity network [22]. Mathematical
simulations revealed that for melanogenesis network, nodes
identified as sensitive by the new function perturbation methods
are in agreement with state perturbation. Similarly, for D.
melanogaster segment polarity network, results of gene mutation
performed by Albert and Othmer [22] and transient state
perturbation [11] coincide with the results of function perturbation.
The nodes identified by each method individually as sensitive
nodes are elements of the union of the set of sensitive nodes
identified through constitutive activation and constitutive inhibition
perturbations. In addition, the new methods identify new nodes as
sensitive. We discuss the experimental support for the sensitivity of
the newly identified nodes.

2௑Materials and methods
2.1 Simulation of existing Boolean models

2.1.1 Melanogenesis signalling network: The melanogenesis
network constructed by Lee et al. [9] contains two main modules –
the keratinocyte and the melanocyte. There are a total of 62 nodes
and 113 links (80 activating and 33 inhibiting links). Of the 62
nodes, there is one external input node [ultraviolet B (UVB)
radiation]. The objective was to identify safe and effective targets
in the network for reduction of pigmentation as measured by the
state of the output nodes. To this end, constitutive activation and
constitutive inhibition of each node was simulated by setting the
node state to 1 and 0, respectively. The UV input was varied from
0% (always off) to 100% (always on). A ‘wild-type (WT)’ profile
of the average state of each node at each UV level was obtained in
the absence of any perturbation. Sensitivity of each node was
estimated by calculating the post-perturbation change in the profile
of the three output nodes: B-cell chronic lymphocytic leukemia/
lymphoma 2 (Bcl2) in keratinocyte (Bcl2K), Bcl2 in melanocyte
(Bcl2M) and melanin. Nodes whose constitutive activation or
inhibition results in a significant reduction in the melanin node
activity without significantly affecting Bcl2 activity are reported as
potential targets in this paper.

We look at node-wise sensitivity for each of the three output
nodes identified in this paper, and identify nodes whose
constitutive activation/repression has a significant effect on each of
the three output node profiles, as quantified by the magnitude of
the (negative) correlation coefficient between the WT and
perturbed profile or the Euclidean distance between the two
profiles. The set of nodes thus identified includes the nodes
identified by Lee et al. [9] as depigmentation targets. Next, we
apply each of the new function perturbation methods to the
network, keeping other simulation parameters constant; and assess
the overlap between the nodes identified as sensitive by the new
methods, and those identified as sensitive using constitutive
activation/inhibition perturbations. Simulations were carried out
using the network and rules reported in [9]. The intensities of input
node UVBs were set to 0, 25, 50, 75 and 100% through a random
(non-cyclic) input with the corresponding probability of being ON.
Average of node state values was calculated for each UV level as
an average of the last 100 of 1000 time steps for each of 100
random initial conditions. We verified that the results are robust to
change in the simulation parameters.

2.1.2 Segment polarity network: The D. melanogaster segment
polarity gene expression is defined and maintained through
spatiotemporal interactions between gene products including
secreted proteins, receptors and transcription factors expressed by

cells in a parasegment. A continuous state model was developed by
von Dassow who concluded that the patterning was robust to the
choice of reaction rate constants [23]. This idea was taken to its
logical limit by Albert and Othmer [22] who developed a Boolean
model of the regulatory network, thereby obviating the need for
any rate parameter. Their model [22] represents 14 cells spread
across four parasegments. The first and last parasegments consists
of three cells, whereas the second and third parasegments consist of
four cells. Each cell has 15 nodes, of which one (SLP) is treated as
an input. A parasegment thus has 56 nodes.

Simulations were carried out using Boolean updating rules,
initial conditions and parameters specified by Albert and Othmer
[22]. Simulations were carried out till attractor state was attained.
The simulations were repeated for perturbations, where individual
nodes were subjected to constitutive activation/inhibition.
Simulations were also carried out after applying each of the two
new perturbations introduced here. The node was identified as
sensitive if the system steady state on perturbation was either a
qualitatively different attractor (i.e. not a point attractor) or the
node states differed by 20% from the WT.

All Boolean model simulations were carried out using
MATLAB 2015b.

3௑Results
First, we describe the two new function perturbation methods to
identify sensitive nodes, followed by application of these methods
on two existing Boolean networks.

3.1 Two new function perturbation methods

Each node j in the network is associated with variable xj(t) which
describes its expression level at time t. In Boolean models with
synchronous updating, the future state of node j, denoted by xj(t + 
1), is defined by a logic rule involving the current states of its
regulators (inputs), i.e. xj(t + 1) = Fj[x(t)], where Fj is a Boolean
rule and x represents the vector of all node states.

Biological processes occur in an inherently noisy environment.
Here, we simulate the effect of two permanent defects in the
regulatory network. Defects in nodes due to misinterpretation of
one or more input signals or miscalculation of the output even
when the inputs are received correctly are captured by the function
of not (FoN) and not of function (NoF) perturbations (Fig. 1a).
Biological regulatory networks have been compared with electrical
circuits. Nodes are components of a digital circuit that read inputs
and emit an output depending on the input. The NoF perturbation
simulates a defective node that reads inputs correctly but gives the
incorrect output. For example, consider a node where binding of
two components results in activation (Fig. 1b). In a malfunctioning
node with an NoF perturbation, deactivation of the otherwise active
node would result from the presence of the two inputs. The FoN
perturbation simulates a situation, where the node logic is
functioning properly (activation when there are two non-zero
inputs) but there is an error in reading the inputs such that the
presence of either component is misinterpreted as absence. This
results in a node that is active only when both inputs are absent.
These perturbations are incorporated by flipping the output of the
function (NoF) or by flipping all the inputs to the function (FoN).
Fig. 1c illustrates the two new function perturbation methods of
flipping the output (FoN) and misreading the inputs (NoF). 

The effect of perturbing the nodes on the output is compared
with the output when there is no perturbation (WT) by using
similarity measures such as correlation coefficient and Euclidean
distance. Correlation and distance between the WT and the
perturbed network are calculated for the steady-state values/pattern
of output, before and after applying the function perturbation using
equations

Ri, j
k

= correlation(Si, j
k

, Si
0
)

Di, j
k

= distance(Si, j
k

, Si
0
)

AvgDi, j
k

= distance(Si, j
k

, Si
0
)/n
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where nature of perturbation k∈{0, 1, 2}, i∈{output nodes} and j∈
{all nodes}. R is the correlation coefficient, D is Euclidean distance
and AvgD is average distance across all the n levels of UV or in
general over the length of the vector Si

0. Si, j
k  is a vector representing

steady-state activity of output node i for all levels of UVB input
when node j is subjected to a perturbation of type k, where k = 0, 1,
2 represents no perturbation (WT), NoF perturbation and FoN
perturbation, respectively. Si

0 denotes steady-state activity of output
node i for WT condition (k = 0) for all levels of inputs. We apply
these perturbations to two existing Boolean models. The identified
sensitive nodes were then compared with those given in previous
studies for constitutive state perturbation.

3.2 Effect of function perturbations in melanogenesis network

Effect of function perturbations in melanogenesis network is
calculated by measuring a change in the activity profile of the
output nodes melanin, Bcl2M and Bcl2K relative to the respective
unperturbed output profiles, for the inputs of 0, 25, 50, 75 and
100% UVB. Change in the activity profile of the output is
calculated using the measures described previously. The nodes
having either the top five Euclidean distance score or correlation
coefficient value <−0.8 were selected as sensitive (Table 1).
Sensitive nodes with correlation coefficient <−0.8 are depicted in
Fig. 2. We also performed constitutive activation and inhibition
perturbations of each node in the network, as described in [9], and
checked its effect on the outputs using similar measures. When
function perturbation is applied to the sensitive nodes, it resulted in
a Euclidean distance score of 126–180 for melanin. This is
equivalent to AvgD > = 25. Similarly, for Bcl2M and Bcl2K the
AvgD score was in the range of 21–24 and 20–30, respectively.
AvgD values for constitutive activation and inhibition falls in the
range of 30–36 and 7–9 for melanin, 30–32 and 12–20 for Bcl2M
and 22–33 and 14–22 for Bcl2K. The comparison showed that
most of the nodes identified as sensitive by function perturbations
are in agreement with the results of state perturbation analysis but
with a few exceptions (non-underlined nodes in Table 1). There are
literature reports suggesting the importance of these nodes. For
instance, an experimental study by Jost et al. [24] showed that
inhibition of MAPK/ERK kinase (MEK) enzymatic activity in
keratinocyte is associated with down-regulation of Bcl-2
expression and increased susceptibility to cell death induction.
There is also literature evidence for nodes identified as sensitive by
both the new methods as well as constitutive activation/inhibition
perturbations. For instance, activation of cAMP response element-
binding protein (CREB) is known to activate the microphthalmia-

associated transcription factor (MITF) promoter that promotes
melanogenesis [25]. 

3.3 Effect of function perturbations in D. melanogaster
segment polarity network

To identify sensitive nodes in segment polarity network, Boolean
function was perturbed for each node in all the cells in all
parasegments. It is observed that, for a few nodes, when the logic
function was perturbed, the system tends to approach a cyclic
attractor. This condition highly differs from WT pattern, where
system approaches a point attractor. Therefore, such nodes were
classified as sensitive (Table 2). For others (node perturbations
resulting in point attractors), the Euclidean distance was calculated
and if the distance was >3.35, then the node was assigned as
sensitive. This is equivalent to the condition that expression value
for at least 20% nodes (11 out of 56) should be changed when a
particular node is perturbed. Constitutive inhibition analysis
performed previously has shown that null mutation of selected
genes in segment polarity network result in alternate steady-state
patterns such as ‘no segmentation pattern’ and ‘broad stripes
pattern’ [22]. Similarly, critical and benign nodes identified by
transient perturbation are those in which a perturbation leads to the
‘broad stripes pattern’ or alternate steady state [11]. We were
successfully able to identify most of the nodes previously identified
as sensitive using the new function perturbation methods. There are
also a few exceptions where nodes identified as sensitive
previously are not identified as such by FoN or NoF perturbations;
and new nodes are identified as sensitive (Table 2). Our analysis
indicates that patterning is sensitive to perturbation of Cubitus
interruptus. This is in contrast to the results of Albert and Othmer.
Interestingly, the experimental literature also seems to be divided,
with one report suggesting that there is no requirement for cubitus
interruptus (CI) before embryonic stage 11 [26] as well as another
suggesting that there is an ‘absolute requirement’ for CI in
hedgehog signalling [27]. It seems likely that the node sensitivity
changes under different conditions, thus supporting the use of
multiple perturbation methods to assess sensitivity. 

4௑Conclusion
We developed two new methods of dynamic function perturbation,
namely FoN and NoF and applied it to two existing Boolean
models – melanogenesis signalling network and segment polarity
network. To our knowledge the perturbation methods closest to
FoN and NoF are the SIF and SIN derived by Garg et al. However,
there are critical differences. As implemented, NoF results in a
change of state of the output node; moreover, it is equivalent to
SIN for a given updating time when that node has a defect. In the
NoF approach, there is a ‘permanent’ defect that persists through
the simulation, whereas in SIN, different nodes may be defective at
different times during a single simulation instance. We also find
that predictions using NoF are consistent with other perturbation
studies in contrast to the ‘implausible’ results obtained using SIN
[13]. SIF perturbations assume that defects only arise in active
nodes, and use as an example the unlikeliness of transcription
without activation. However, leaky transcription is known to occur,
and switch – on defects are possible. We include both switch-on
and switch-off defects in our FoN perturbation. Conceptually, we
regard such a perturbation as a defect in interpreting all the input
signals. An interesting follow-up study would be to consider a
defect in interpreting one input of a multi-input node. However,
this would complicate the comparison between nodes with
differing number of inputs. We have applied each of the two
perturbations on two models of differing size and complexity (the
segment polarity network with 13 nodes each in 4 cells and the
melanogenesis network with 64 nodes in two cell types). We found
that as both methods do not require addition of additional inputs to
nodes but just involve changing the existing truth tables,
implementation was not difficult. We have also verified that it is
possible to use these methods to perturb a larger network (∼100
nodes, results not shown). We have analysed the perturbed
networks solely from the perspective of identification of sensitive
nodes. The effect of small perturbations on attractor states and

Fig. 1௒ Methods of function perturbation with an example
(a) Equations for FoN and NoF, (b) Example model, (c) Both a and b are required to

activate c but ‘NoF’ perturbation (c1) will result in inhibition of c, i.e. not of output.

Similarly, with ‘FoN’ perturbation (c2) only inputs are flipped
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Fig. 2௒ Effect of function perturbation (left column – NoF and right column – FoN) of selected nodes on UVB-induced skin pigmentation and Bcl-2
expressions. Each data point represents average steady-state activity of output node at 0, 25, 50, 75 and 100% of UVB. Error bar represents standard
deviation. Steady-state value of WT and Lee et al. WT (values of WT outputs mentioned in [9]) fall under each other's standard deviation
(a) Positive relationship between UVB and melanin synthesis (WT) is seen for k = 0. A negative relationship is observed when function perturbations are applied to certain nodes,
implying a large average distance and negative correlation. Effect of perturbing PKCM, ETRM and ET1K on melanin are quantitatively identical, (b) Nodes that greatly affect WT
activity of Bcl2M on ‘NoF’ perturbations. Lee et al. WT values are not available for Bcl2M, (c) A negative relation between UVB and Bcl2K activations. Perturbation in the growth
factor receptor-bound protein 2 (Grb2) and Son of Sevenless (SOS) complex (SG) and GTPase (Ras) in keratinocytes results in a quantitatively overlapping positive relationship

 
Table 1 Sensitive nodes in the melanogenesis signalling network

Constitutive activation Inhibition NoF FoN
melanin MITFproteinM, PKCM, RasM, ET1K,

ETRM, SGM, IL1K
ERKM, AktM, PI3KM, RafM,

PDK1M, MEKM, MITFproteinM,
bcateninM, CREBM, IL1K, ASK1M,

MITFmRNAM, p38M, MKK6M

MITFproteinM, SGM, IL1K,
RasM, ET1K, ETRM, PKCM

RasM, ET1K,
MITFproteinM, ETRM,

PKCM

Bcl2M AktM, PI3KM, PDK1M, PKCM, ET1K,
ETRM, RasM, SGM, IL1K

ASK1M, p38M, MKK6M, AktM,
PI3KM, PDK1M, CREBM

SGM, IL1K, AktM, RasM,
ET1K, ETRM, PDK1M,

PI3KM

RasM, ET1K, ETRM,
PKCM, PDK1M, AktM

Bcl2K ASK1K, MKK6K, p38K, MKK4K, JNKK,
p53K, RasK ERKK, RafK, SGK

PDK1K, PI3KK, EGFRK, AktK,
ASK1K

MKK6K, p38K, ASK1K,
JNKK, MKK4K, RasK, SGK

MKK6K, p38K, JNKK,
MEKK, RasK

The table lists nodes which highly influence melanin, Bcl2M and Bcl2K activities when perturbed with constitutive activation, inhibition, NoF and FoN. Shown are the nodes with
the top five Euclidean distance score and correlation coefficient value <−0.8 for each method of perturbation. Underlined nodes are identified as sensitive both by at least one method
of function perturbation and one of constitutive activation/inhibition.
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trajectories can lead to better insights about the stability of the
phenotype [28]. Further analysis of the effects of such
perturbations on the attractors and their basins of attraction would
be desirable but very challenging for large networks even of the
order of magnitude of the melanogenesis network. Larger Boolean
networks [6, 7] have been used to analyse signalling pathways and
cancer pathways. However, analysis of the attractor states of the
large unperturbed networks is itself challenging, especially for
networks with asynchronous updating [29]. Although methods [30,
31] for identifying attractors for large networks such as the cancer
pathways network have been presented, we have focused on
identification of node sensitivity and not carried out an analysis of
the state space of the perturbed networks in this paper. Although
we have used synchronous updating, the methods are equally
applicable to asynchronous updating since they both involve a
time-invariant change to the truth table. The updating order and
frequency for a particular asynchronous updating scheme can be
applied to the modified truth table corresponding to NoF and FoN
perturbations.

To examine the ability of FoN and NoF perturbations to identify
sensitive nodes in the network, we compared the results obtained
by our methods with those of existing ones. Sensitivity is expected
to be a function of the nature of the perturbation applied to the
network. However, in the case of melanogenesis, a few nodes were
robustly identified as sensitive irrespective of perturbation method
applied to them, e.g. melanin activity was found to be sensitive to
MITFproteinM; moreover, PDK1M and AktM were found to be
critical for maintaining Bcl2M level. FoN perturbation results in
identification of MEKK as a sensitive node, important for Bcl2K
activity, consistent with a reported experimental result. In the case
of segment polarity network, we assigned nodes as ‘sensitive’ if
perturbation in them results in variation from WT pattern. We were
able to identify few new nodes which are important in maintaining
WT steady-state pattern, e.g. imbalance between cubitus
interruptus transcriptional activator (CIA) and cubitus interruptus
transcriptional repressor (CIR) in posterior cells of parasegment
leads to the mutant state [16]. We were able to identify CI as a
sensitive node, which is in agreement with some (but not other)
experimental reports. As contradictory reports are likely to indicate
that the sensitivity differs depending on the experimental condition
tested, such data suggests that multiple perturbation methods may
capture differing biological situations, and hence a comprehensive
determination of node sensitivity may require different perturbation
methods to be applied to the network.

Most of the nodes identified as sensitive by our methods are
also identified as such by constitutive activation/inhibition. This
suggests that our method is more stringent than constitutive
activation/repression; and relaxing the Euclidean distance cut-off
criteria would result in identification of more sensitive nodes
(inclusion of non-underlined nodes in Tables 1 and 2). There is no
theoretical result to our knowledge suggesting an optimal
perturbation method. Indeed, a variety of stochastic perturbations
resulting from intrinsic and external sources are encountered by
individual cells and developing organisms. Hence, depending on
the question sought to be answered, either a specific perturbation
corresponding to a specific experiment (for instance gene
knockout) is applied to assess the effect on the network output or a
suite of perturbation methods is applied to study node and network

robustness. In this paper, we have presented two methods that we
believe would be useful additions to this suite of perturbation
methods for Boolean networks. These methods result in further
support for the nodes previously identified as sensitive by other
perturbation methods. However, more interestingly, they also lead
to the identification of sensitive nodes not identified as such by
existing perturbation methods assessed here. This suggests that
these new methods query system dynamics and response in a way
differing from existing methods. Hence, these methods are
expected to be a useful addition to the set of perturbations used to
assess node and network sensitivities.
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Table 2 Sensitive nodes in the D. melanogaster segment polarity network
NoF FoN Transient perturbation Gene mutation (knockout)

nodes with
cyclic attractor

en(1), en(2), EN(1), EN(2), wg(2),
wg(3), wg(4), WG(3), WG(4), PTC(1),

hh(1), hh(2), HH(1), SMO(4)

EN(1), EN(2), wg(3),
wg(4), WG(3), WG(4),

hh(1), HH(1)

wg(1), wg(3), wg(2),
WG(1),WG(3), en(2),

en(4),EN(2), EN(4), hh(2),
hh(4), HH(2), HH(4), ptc(1),
PTC(1), PTC(3), SMO(3)

wg(1), wg(2), wg(3),wg(4),
en(1), en(2), en(3), en(4),

hh(1), hh(2), hh(3),
hh(4),ptc(1), ptc(2), ptc(3),

ptc(4)
nodes with
point attractor

en(4), EN(4), wg(1), WG(1), PTC(3),
CI(1), hh(4), HH(2), HH(4), CIR(1),

CIR(4), SMO(3)

en(1), en(4), EN(4),
WG(1), PTC(3), CI(1),
HH(2), HH(4), SMO(3)

Comparison of nodes identified as sensitive using ‘NoF’, ‘FoN’ with those identified as critical nodes by performing transient perturbation and gene mutation. Numbers in
parenthesis indicate the cell to which they belong (1–4) with respect to the parasegment. Underlined nodes are identified as sensitive both by one of the methods of function
perturbation and one of transient perturbation/gene mutation.
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