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Chapter 1
An Overview of Various Non-Radiative

Decay Processes and Ab-Initio Methods

1.1 Introduction

When a molecule absorbs a photon, it enters an electronically excited or ionized state. The

relaxation of an excited molecule involves transitioning from an excited/ionized state to a

lower energy state; it could either be an ionized or ground state. There are a few ways for

an excited molecule to lose its energy. It can emit a photon, convert excess energy into heat

through vibrational relaxation, emit an electron (ionization), or undergo some chemical re-

action. However, the relaxation processes can be divided into two main categories: radiative

decay and non-radiative decay processes (NRDP). Radiative decay involves the emission of

a photon (of a lower energy or longer wavelength than the absorbed photon) as the excited

molecule returns to its ground state. Depending on the spin characteristics of the excited

state, this process is known as fluorescence or phosphorescence. Fluorescence occurs within

nanoseconds, while phosphorescence takes longer (microseconds to minutes). Non-radiative

decay processes do not involve the emission of a photon. Instead, the excess energy of the

excited molecule is dissipated in other ways, such as through vibrational relaxation, colli-

1



1.2. NON RADIATIVE DECAY PROCESSES (NRDP) Chapter 1

sional quenching, or emitting an electron. It is a much faster process than the radiative decay

process and usually takes place at femtosecond or less. NRDP involves energy transfer to the

solvent or another molecule. The study of non-radiative decay processes is essential for many

reasons. It can help improve optoelectronic devices’ efficiency, enhance the photostability of

materials, optimize materials, understand energy transfer processes, explore chemical and

biological systems, and advance fundamental scientific knowledge. Here are some specific

examples of how the study of non-radiative decay processes is essential: (a.) In optoelec-

tronics, non-radiative decay processes can limit the efficiency of solar cells and LEDs. By

understanding and controlling non-radiative decay pathways, researchers can improve en-

ergy conversion efficiency.1,2 (b.) In materials science, NRDP can lead to the degradation of

materials. By studying these pathways, researchers can develop strategies to enhance the pho-

tostability of materials, ensuring their long-term functionality under light exposure.3 (c.) In

chemistry, NRDP can play a role in photochemical reactions. Researchers can unravel com-

plex reaction mechanisms and explore reaction pathways by studying these processes.4 (d.)

Studying NRDP can reveal the role of excited states in chemical and biological systems.5,6

Researchers can develop strategies to control and manipulate the relaxation pathways by un-

derstanding the underlying mechanisms and factors.

1.2 Non Radiative Decay processes (NRDP)

Many non-radiative decay processes (NRDP) exist that are stimulated by different energies

of light. We are interested in X-ray-induced types of non-radiative decay processes. Most

non-radiative decay processes (X-ray-induced) can be understood in three parts: ionization,

relaxation, and ejection of a secondary electron. The final state formed in most decay pro-

cesses is a 2-hole state. The location of these 2-hole (2h) states varies from process to pro-

cess. These processes are also known as the autoionization process7 because, during these

processes, the system ionizes itself without absorbing energy from outside the system.
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1.2.1 Auger Decay

Auger decay was observed by Lise Meitner8 and Pierre Auger9 independently. In Auger

decay,10–14 an electron from core orbitals of a chemical species A gets ejected upon X-rays

or high energy electron bombardment. This creates a hole/vacancy in the core orbitals of

the chemical species. The valance electron then fulfills this vacancy by emitting a virtual

photon. This virtual photon again ejects an electron from the valance shells of the chemical

species. The secondary ejected electron is known as an ”auger electron”. The A2+ type of

state (2-hole) is formed after Auger decay. As illustrated in figure-1.1 and given as

hν +Ap−−−→Ap+2 + e−photon + e−Auger (1.2.1)

This equation’s importance comes into the picture to calculate the kinetic energy (KE) of

Auger electrons. Computationally, the KE of Auger electrons can be calculated using the

orbital energies (OE) with the given equation 1.2.2. It provides a rough estimate because

it neglects many other factors, like the contributions from coulomb repulsion between two

holes in a chemical species.

KEAuger−e− ≈ OEcore−OE1st−hole−OE2nd−hole (1.2.2)

An application of Auger decay is Auger Electron Spectroscopy (AES). Here, KE of Auger

electrons identify elements and provides information about their chemical environment. AES

helps analyze the composition, thickness, and bonding of thin films, nanoparticles, and nanos-

tructures.15–17 This knowledge is essential for understanding the properties and behavior of

materials at the nanoscale. AES also determines the concentration of impurities or dopants

in semiconductors, which are necessary for electrical conductivity18 in semiconductors.19–21

This information is vital for optimizing device performance and ensuring the reliability of

semiconductor devices. Also, help to understand corrosion pattern and depth.22,23 These

are a few examples based on the application of Auger decay. The Coster-Kronig and Super

3
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Figure 1.1: Auger Decay.

Coster-Kronig decays are special types of Auger decay processes. 24–26 If the initial vacancy

in Auger decay is filled by an electron of a higher subshell within the same shell, the process

is known as Coster-Kronig (CK). Suppose the second electron (Auger electron) ejection also

occurs from any higher subshell of the same shell where the initial vacancy has been gener-

ated. It means both holes are present in the same shell. In that case, it is said to be the Super

Coster-Kronig (SCK). It has been observed that CK and SCK occur in chemical systems if

an element’s atomic number (Z) is higher than 30. Even though for Z>30, the probability

of CK and SCK’s occurring is lesser than Auger decay. Auger decay only starts appearing

in higher principal quantum number shells 27 for Z>30 because a single vacancy in core

orbitals (1s) will lead to a cascade effect28,29 than Auger decay. In the cascade effect, a new

vacancy is created in a higher-lying orbital once a core vacancy is filled. This new vacancy is

promptly filled by transitions from even higher orbitals, and the process continues. Here, the

system continuously relaxes by filling the previously empty orbital while generating new va-

cancies in higher orbitals. A single vacancy in the K shell can result in hundreds of potential

transitions for high-Z elements. Each transition leads to the emission of X-rays or electrons,

contributing to the rich emission spectrum (X-ray fluorescence spectra) associated with these
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elements.

Auger decay is a local or intra-molecular decay, meaning that it does not affect the envi-

ronment. However, variables like temperature30 and others31–34 can affect this decay. Con-

trasting to the Auger decay, some processes processes can be affected by their surroundings,

and the environment can influence and modulate their occurrence. In the following discus-

sion, I will discuss these non-local NRDP.

1.2.2 Interatomic or Intermolecular Coulombic Decay (ICD)

The Interatomic or Intermolecular Coulombic Decay (ICD) process35–38 is a non-local decay

process that occurs in the chemical environment. So, it is highly dependent on the presence

of neighboring molecules, and the decay process becomes faster as the number of molecules

in the surroundings increases.39 This makes ICD a sensitive tool for understanding the chem-

ical environment. Like Auger decay, ICD begins in a molecule (named molecule-A) when

high-energy electrons or X-rays create a vacancy in an inner shell. A valence electron from

the same molecule can fill this hole by emitting a virtual photon. This virtual photon then

ejects a secondary electron from a neighboring molecule B. As a result, a two-centered two-

hole species (A+B+ type) is formed. The +1 charge on each molecule leads to a Coulomb

explosion, causing the molecules to move apart. Because of this coulomb repulsion, this

process gets its name Interatomic or Intermolecular Coulombic Decay (ICD). The second

ejected electron, known as the ICD electron, typically has an energy of a few electron volts.

ICD is illustrated in Figure-1.2. Note A and B could be atoms or molecules that depend on

the system. For example, in the Neon dimers system, A and B are atoms; for sodium ions in

water, one is an atom, and the other a molecule; for water dimer systems, both A and B will

be molecules. ICD can be described in an equation form as

hν +AB−−−→A+B++ e−photon + e−ICD (1.2.3)
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Figure 1.2: Intermolecular or Interatomic Coulombic Decay (ICD).

There are a few differences between ICD and Auger decay. The first difference is that Auger

decay is a local process, which means it won’t involve the neighboring atom/molecule. In

other words, it is a process of a single atom or molecule, while ICD is non-local, which

means it involves neighboring atoms or molecules and is a two atoms or two-molecule pro-

cess. The initial vacancy formed in Auger decay involves the core orbitals, while in ICD,

the orbital involves non-core orbitals. If you see it at the atomic level, it is usually a 2s

atomic orbital (inner valance shell). Third, an ejected secondary electron’s kinetic energy

is very high, making it easy to detect. In contrast, in the ICD process, these electrons have

low energy, which makes these non-local non-radiative processes hard to detect. It took ten

years to notice non-local processes experimentally after the theoretical prediction of these

processes. It’s important to note that the distinction between Auger and ICD processes goes

beyond the kinetic energies of the emitted electrons. These processes differ in their underly-

ing mechanisms and dynamics. Auger decay involves the rearrangement of electrons within

an atom or molecule, while ICD occurs through electron transfer between neighboring atoms

or molecules. If Auger decay is energetically feasible, it will be the dominant decay channel

over ICD decay. However, if there is a surrounding and the distance between molecule A and

molecule B is less, ICD can be the dominant decay channel. This is because ICD requires

spatial overlap between the excited atom or molecule and neighboring atoms or molecules.

The presence of nearby atoms or molecules with appropriate energy levels and spatial prox-
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imity is necessary for efficient energy transfer through ICD.

ICD is a general and usual way of relaxation in nature since every molecule is a neighbor

of other molecules in nature. Due to this neighborhood, ICD generates two separate holes

present on two different chemical species. It lowers the DIP values of the system by less-

ening the coulomb repulsion between these two holes. At the same time, there is no such

neighbor in Auger decay. Therefore, this is another reason for the dominance of ICDs in

nature over Auger decay. ICD has been explored extensively from both theoretical40–46 and

experimental39,47–50 angles. Its existence was first35 theoretically predicted by Cederbaum et

al. in 1997, using hydrogen bonding systems. Subsequently, experimental evidence47,48 sup-

ported the existence of ICD. Various theoretical methods have been developed to study ICD

in different systems. For instance, Santra et al.51 introduced the CAP/CI approach to analyze

the ICD rate in small hydrogen-bonded systems. They discovered that ICD happens rapidly

in (HF)2, taking just femtoseconds. It has also been established that mixed hydrogen-bonded

clusters like HF(H2O)2 include ICD.50

In the past 25 years, thousands of articles have been published on ICD. It is not feasible

to discuss each article individually. Therefore, reading review articles is the best way to ex-

plore past work on ICD. Until now, several important review articles have been written on

ICD, each focusing on different aspects of the topic. Let’s take a brief look at each of these

articles. First, Hergenhahn’s articles52,53 summarize the early ICD experimental research.

They talk about experiments on ICD in rare gas clusters, cascade ICD followed by Auger

decay, and ICD of satellite states. They have mostly focused on rare gas clusters but also

studied the first experiment on water clusters. Next, Jahnke54 looked at the experimental

ICD research that followed Hergenhahn’s work. Jahnke also talked about ICD’s importance

in biological systems and how it might harm these systems through radiation. Then, Santra

and Cederbaum gave an early summary of the theory behind ICD in 2002.42 Additionally,

in 2009, Dias55 provided a short review of changes made to the way we understand the en-

ergy distribution of electrons emitted during ICD decay. In 2011, Averbukh and colleagues56
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reviewed more recent theoretical researches on ICD in singly and multiply ionized clusters.

Following that, Frühling et al.57 offered a brief overview of advancements in the time domain

facets of ICD in a 2015 article. They focused on summarizing experiments that have become

achievable thanks to the advances in free-electron lasers. In 2020, Jahnke’s58 most recent

work encompassed a comprehensive review of more than 500 articles. This review includes

the theoretical approaches for explaining ICD, ICD-like or similar decay processes, and dis-

cusses the experimental methods developed and utilized to investigate it. In each chapter,

we’ll talk about different studies that have been conducted on the topic of this thesis.

1.2.3 Electron Transfer Mediated Decay (ETMD)

Like ICD, electron transfer-mediated decay (ETMD)59–63 is also a non-local, non-radiative

decay process affected by its environment. In the ETMD process, molecule-A’s initial in-

ner valance vacancy is filled by an electron of neighboring molecule B. This vacancy-filling

process emits a virtual photon or excess energy that ejects a second electron from either the

lending molecule B or another nearby molecule C. If this extra energy removes the second

electron from molecule B, we call it ETMD(2). If it knocks out an electron from the neigh-

boring molecule C, it’s ETMD(3).64 The numbers 2 and 3 show how many molecules are

involved during the process. The final doubly ionized (or two holes) states in ETMD(2)

and ETMD(3) processes are AB2+ and AB+C+ types, respectively. Check the mentioned

equation form or Figure-1.3 to understand the ETMD process more clearly.

hν +AB−−−→AB2++ e−photon + e−ET MD ET MD(2) (1.2.4)

hν +ABC−−−→AB+C++ e−photon + e−ET MD ET MD(3) (1.2.5)

ETMD is slower compared to ICD for two main reasons. First, ICD is driven by energy

transfer that occurs faster than the electron transfer process in ETMD. Second, because of

less repulsion between charges in ICD, the doubly ionized state in ICD is more stable than in
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ETMD. This extra stability in ICD makes it even faster. This is why we usually observe less

lifetime for ICD than ETMD.59 The way non-radiative decay processes differ is in the way

they create two-hole or doubly ionized states. In Auger decay, two holes are localized on the

same initial molecule from where the process initially started. In ICD, one hole is localized

on the neighboring molecule, and the other is on the initial molecule. In ETMD, holes are not

located on the initial molecule; instead, they are located on neighboring molecules. It means

an initial molecule that remains neutral in the ETMD process. One of the advantages is that

it can neutralize an ion’s charge.65 Normally, when excited ions need to return to a neutral

state, charge transfer is assumed to be the route. This involves the ion becoming neutral

by swapping an electron with a neighboring particle. This process occurs if the potential

curves66,67 of the ion’s charged state and the charge transfer state intersect. Alternatively,

when no notable curve intersection is present, the neutralization follows Radiative Charge

Transfer (RCT), which generally happens at the nano-second timeframe. In contrast, the

ETMD process doesn’t require any movement of atomic nuclei to neutralize the ion. ETMD’s

primary driving factor is the interaction between electrons, unlike charge transfer decays,

which involve coupling with the electromagnetic field. Consequently, the energy involved

in ETMD is much higher than in charge transfer (CT) decay, contributing to its significantly

faster nature.

The concept of ETMD was initially introduced for Neon-Argon dimers by Zobeley et al.59

In their study, they presented ETMD as an alternative to ICD and found that, for that specific

system, ETMD was about 104 times less efficient than ICD. However, as the distance between

molecules becomes smaller, the importance of ETMD increases. ICD is only about ten times

more efficient at short distances than ETMD. It means the ETMD efficiency increases as

bond distance decreases. Therefore, ETMD is highly affected by nuclear dynamics. This I

have shown in Chapter 5. The reason behind the lower efficiency of ETMD than ICD lies in

the fact that electron transfer relies heavily on the overlapping of orbitals. In contrast, ICD’s

efficiency follows a dependency of R−6 (where R is the distance between nuclei) and does
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Figure 1.3: Electron Transfer Mediated Decay (ETMD): 2 and 3 in ETMD(2) and ETMD(3)
represent the number of molecules involved during the process.
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not require orbital overlap.

Now, you might be wondering when ETMD will become the dominant process. ETMD

becomes the main process in two situations: first, when our system has certain chemicals

like He, Li+,68–71 Be2+ which don’t have extra valence electrons to fill a respective atom’s

(He/Li/Be) 1s hole. Second, when the AB2+ DIP is lower than A+B+ DIP, like what happens

with an Ar atom’s 3s vacancy in a group of Kr-Ar-Kr atoms.72 ETMD process is also frequent

in Auger-ETMD cascade decay.29,65

1.2.4 Other Non Radiative Decay Processes

Our primary focus will be the study of ICD and ETMD processes, which I have already

described. However, there are many more different types of non-radiative decay processes58

that I will explain without going too much in-depth. When a molecule absorbs a photon,

it can either be excited to a higher energy state or ionized. In ICD, molecules get ionized.

However, in the case of Resonant ICD (RICD),73–75 the molecule becomes excited, causing

an inner valence electron to occupy an unoccupied orbital. The RICD process can be divided

into two main categories: spectator Resonant ICD and participator Resonant ICD. The

categorization is based on whether the excited electrons are directly involved in the ICD

process. Check figure-1.4 for more clarity. In participator RICD, the excited electron gets

de-excited and fills the inner valence vacancy created by its excitation in molecule A. The

extra energy is transferred to a neighboring molecule B and leads to its ionization. The final

state of participator RICD is of AB+ type. For spectator RICD, the scenario is different. In

this case, a non-excited electron of molecule A fills the inner valance vacancy. The excess

energy is then passed on to a neighboring unit (molecule B), causing it to eject an outer

valence electron. Consequently, the final state of spectator RICD is characterized by two

outer valence holes positioned on two different parts of the system, like ICD. However, the

initial molecule remains in the excited state. The excited electrons observe the whole process
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Figure 1.4: Types of Resonant ICD - Participator ICD and Spectator ICD.

12



1.3. TEMPORARY BOUND STATE (TBS) Chapter 1

as a spectator.

hν +A−−−→A∗ (1.2.6)

A∗+B−−−→A+B++ e−p−RICD Participator−RICD (1.2.7)

A∗+B−−−→A∗+B++ e−s−RICD Spectator−RICD (1.2.8)

Resonant ICD processes were initially discovered by Barth et al.73 in extensive Neon clusters.

Further investigations into various forms of RICD were conducted by Gokhberg et al., who

focused on Ne(2s → 3p) excitation within MgNe clusters.75 The Magnesium atom is an

ideal neighbor for Neon due to its low thresholds for single and double ionization, which are

comparable to the inner-valence IP of Neon.

1.3 Temporary Bound state (TBS)

Temporary bound states (TBS), also known as virtual or resonance states, possess charac-

teristics resembling bound states but are inherently short-lived. These states emerge when

particles or fields interact in quantum systems, resulting in a temporary binding effect. While

their energy levels closely resemble those of stable bound states, they are not stable due to

their proximity to the continuum. Consequently, they possess finite lifetimes (in femtosecond

timescale or less) and can quickly decay upon encountering perturbations. TBSs are associ-

ated with resonance phenomena because they arise when the energy of the incoming particle

matches that of an intermediate configuration in a quantum system. These resonant energy

matchings lead to enhanced interactions, affecting processes like scattering, energy transfer,

and ionization and providing valuable information regarding the behavior of particles and

systems. TBSs play a crucial role in determining the probability and dynamics of electron

ejection. TBSs are also significant in understanding the behavior of particles in strong exter-

nal fields, such as interactions with intense laser pulses. Furthermore, TBSs are relevant to

understanding nuclear reactions and decay processes in nuclear physics. They help describe
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how particles and nuclei interact and transform in various nuclear processes. In other words,

TBS are also formed during non-radiative decay processes.

Let’s understand the concept of TBS with an example. Imagine an AB molecule and a free

electron that becomes associated with the AB molecule and forms an attached state (TBS)

referred to as AB−∗. This N+1 type of TBS is formed during a process known as resonance.

On the other hand, the N-1 type of TBS is formed during non-radiative decay processes,

where ejected electrons, which are now in a continuum, can be considered attached to the

N-1 molecular system.

N+1 type TBS, AB+ e−−−−→AB−∗

AB−∗−−−→AB+ e− or A + B (1.3.1)

N-1 type TBS, AB−−−→AB+∗.e−

AB+∗.e−−−−→AB++ e− (1.3.2)

1.4 Applications of Temporary Bound states formed during

non-radiative decay processes

We are aware that non-radiative decay processes generate low-energy free electrons, which

can create reactive oxygen species76 or free radicals within the human body. This poses

significant health risks. These free radicals are known to cause DNA damage,77–83 first high-

lighted by Sanchez and coworkers’ research.77 A few published articles demonstrated the

breakage of a DNA strand84–90 using a free electron of very low91,92 (1.8 eV) energy. Now,

you may wonder about the underlying mechanism of electron involvement and entering into

small biomolecular systems. Datta and his coworkers93 present a novel perspective on this

matter, where they discussed the interplay between dipole bound and valance bound states in

Cytosine-Guanine (GC pair) and Adenine-Thymine (AT) DNA base pairs leads to the transfer

of an electron into the small biomolecular system.
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Additionally, free electrons can act as catalysts in various applications.94–100 One such

instance is shown by J. Richard Wagner, where dissociation occurs in a neutral dissociative

manner.92 Daly Davis’s article offers more insights if you’re curious about the neutral disso-

ciative94–99 than non-neutral dissociative101–104 approaches. The exciting thing is that both

types of dissociations take place only after a generation of TBS. Beyond catalysis, TBSs

play a pivotal role in exploring diverse domains. They facilitate the investigation of plasma,

multi-photon processes, and even interstellar chemistries, underscoring their significance in

a broader scientific context.

1.5 Electronic structure methods

Computational chemistry is an emerging field. It has become a crucial tool for researchers

in various areas of chemistry, offering insights that are often difficult to obtain through tra-

ditional experimental methods alone. For example, it can predict molecular properties, reac-

tion mechanisms, and material behaviors. It has revolutionized the fields like drug discovery,

materials science, catalysis, and many more. Computational chemistry employs quantum

mechanical and molecular dynamics simulations to understand the interactions of molecules

with biological systems. It also aids in designing efficient catalysts, understanding complex

biological processes, predicting spectra, and analyzing environmental impacts. However, you

can only get good results once you are fully aware of the method used to get the results. How-

ever, the results of computational chemistry simulations can only be as good as the method

and the level of theory used. It is essential to be aware of these factors when interpreting

the results of a computational chemistry study. Let’s understand the various theories used to

predict molecular properties in brief.
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1.5.1 Hartree Fock methods

In computational chemistry, everything begins with optimizing the structure and finding its

energy. In chemistry, scientists are interested in the energy difference. We need more accurate

calculated energy to get a good energy difference. The first attempt to find the energy for a

molecular system was made by two scientists named Douglas Hartree and Vladimir Fock

using Hartree-Fock theory.105–108 To get the energy, we must solve the time-independent

Schrödinger wave equation (H Ψ = E Ψ). H is the Hamiltonian operator, and Ψ is the system’s

wave function. For any molecular system, H is a sum of five terms:

• Kinetic energy (KE) of electrons [−
n
∑

i=1
h̄2.∇ri/2mi ]

• KE of the nucleus [−
M
∑

A=1
h̄2.∇RA/2MA ]

• Electron-nucleus attraction [−
n
∑

i=1

M
∑

A=1
ZA/~riA ]

• Nucleus-nucleus repulsion [
M
∑

A=1

M
∑

B>A
ZAZB/~RAB ]

• Electron-electron repulsion [
n
∑

i=1

n
∑
j>i

1/~ri−~r j ]

The first two terms define the system’s KE, whereas the last three terms contribute to

potential energy. By applying the Born Oppenheimer approximation (BOA), we can simplify

our definition of Hamiltonian by eliminating the second and fourth terms. BOA says the

nucleus’s mass is way larger than an electron’s. Therefore, the nuclear motion does not affect

the electronic motions for a specific geometry. After BOA implementation, the Hamiltonian

only contains the first, third, and fifth terms and can be defined as

Ĥelec =
n

∑
i=1

h̄2.∇ri

2mi
+

n

∑
i=1

M

∑
A=1

ZA

~ri−~RA
+

n

∑
i=1

n

∑
j>i

1
~ri−~r j

(1.5.1)
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The Hamiltonian now has only the electronic part. Equation 1.5.1 can also be written as

Ĥelec =
n

∑
i=1

h(i)+
n

∑
i=1

n

∑
j>i

1
~ri−~r j

(1.5.2)

Where h(i) is a 1-electron operator, and 1/~ri−~r j is a two-electron operator. Let’s look at the

wave function description for the electronic part. We know that electrons cannot be defined

by space coordinates alone. We must include the spin part in the wave function to define

electrons completely. A spin orbital (χi(x)) is an orbital that has both space (Ψi(r)) and spin

parts [α(ω)orβ (ω)] and where x =(r,ω). A wave function for an electron can then be written

as χ(x) = Ψ(r)α(ω)orΨ(r)β (ω).

Before discussing the actual situation, let’s imagine a hypothetical system where electrons

do not interact. It means the two-electron term is zero. Let’s call this system a non-interacting

system. Then equation 1.5.2 will become

Ĥelec =
n

∑
i=1

h(i) = h(1)+h(2)+ ....h(n). (1.5.3)

To get the energy, we need to solve ĤelecΨ = EelecΨ for the non-interacting system. For

that, we must know the form of Ψ. Hartree proposed a form of a wavefunction for N elec-

tronic system known as Hartree-product wavefunction (ΨHP), which can be written as

ΨHP(x1,x2, ......,xn) = χi(x1).χ j(x2)........χm(xN). (1.5.4)

The energy of the non-interacting system is found to be the sum of the individual energy of

each electron and can be written as

Eelec = ε1 + ε2 + .....+ εn. (1.5.5)
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According to the above equation 1.5.4, the definition of Hartree product wavefunction

(ΨHP) tells that electron-one occupies the spin-orbital χi, electron-two occupies the spin-

orbital χ j, and so on. We know the probability of finding an electron is the square of the

wavefunction. Based on equation 1.5.4, the probability can be defined as:

|ΨHP(x1,x2, ......,xn)|2.dx1,dx2, ....dxn = |χi(x1)|2dx1.|χ j(x2)|2dx2.....|χm(xn)|2dxn.

(1.5.6)

This tells us that the probability of finding electron-one in the volume element dx1,

electron-two in dx2, etc., is equal to the product of the probabilities of the individual electrons

in their respective volume elements. This means that the probability of finding electron-one at

a given point in space is independent of the position of electron-two when the Hartree product

wavefunction is used. However, in reality, the motion of electrons is correlated. Electron-one

will be repelled by electron-two, and vice versa. Each electron will also avoid the space oc-

cupied by other electrons. This is one problem with the Hartree product wavefunction. We

can ignore this point for now since we are discussing the non-interacting system. Another

problem is that it treats electrons as distinguishable particles. In reality, we cannot distin-

guish between any two electrons. We must introduce antisymmetry to the wavefunction to

address the indistinguishability of electrons. A wavefunction is considered antisymmetric if

the interchange of the position of two electrons changes the wavefunction’s sign. For exam-

ple, a wavefunction Ψ(x1,x2,x3,x4) is antisymmetric if Ψ(x1,x2,x3,x4) =−Ψ(x1,x4,x3,x2).

Mathematically, antisymmetry can be introduced to the wavefunction by writing it in a deter-

minant form. Slater did this, and the wavefunction can be written in Slater determinant form
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as:

Ψ(x1,x2, . . . ,xN) =
1√
N!

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

χ1(x1) χ2(x1) . . . χN(x1)

χ1(x2) χ2(x2) . . . χN(x2)

...
... . . . ...

χ1(xN) χ2(xN) . . . χN(xN)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

(1.5.7)

In short, A Slater determinant is a wavefunction that is the product of one-electron wave-

functions with the antisymmetry principle applied, which also accounts for the indistinguisha-

bility of electrons. Slater determinant also ensures that no two electrons occupy the same spin

orbitals. If this occurs, two columns of the determinant become equal, making the determi-

nant’s value zero. Therefore, no more than 1 electron with the same spin can occupy the

same spin-orbital, which is the Pauli Exclusion Principle. A Slater determinant is a wave-

function that is the product of one-electron wavefunctions with the antisymmetry principle

applied. The one-electron wavefunctions in the Slater determinant are called orbitals. We

choose these orbitals to be orthonormal, meaning they are orthogonal to each other.

A Slater determinant is the exact form of a wavefunction for a non-interaction system.

But for interacting systems, a single slater determinant will not be the exact form of a wave-

function because the electron-electron repulsion term is another problem to consider. Two

electron term is the electron’s influence on each other’s behavior due to their motion within

a molecule, making it necessary to calculate the electron correlation energy, which accounts

for the potential energy resulting from the mutual influence of electrons. Hartree and Fock

propose a mean-field approximation to tackle this problem (two electron terms). In this ap-

proximation, Hartree and Fock assume that the electrons in a molecule can be treated as

independent particles, and each electron moves in an average field or mean-field (VHF) cre-

ated by all other electrons. It means that each electron is treated as if it were stationary and

experiences the potential created by the average field of all the other N-1 electrons. After the
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Hartree-Fock approximation, the form of Hamiltonian (equation ) changes to

for 1 electron f (i) = h(i)+
n

∑
j=1

VHF(x j)

OR

for n electrons
n

∑
i=1

f (i) =
n

∑
i=1

h(i)+
n

∑
i=1

n

∑
j=1

VHF(x j) (1.5.8)

Where

VHF(x j) =
n

∑
j 6=i

J j(xi)+
n

∑
j 6=i

K j(xi) (1.5.9)

J j(x1)χi(x1) =
∫
[χ∗j (x2).

1
~ri−~r j

χ j(x2)dx2]χi(x1) (1.5.10)

K j(x1)χi(x1) =
∫
[χ∗j (x2).

1
~ri−~r j

χi(x2)dx2]χ j(x1) (1.5.11)

They called this modified Ĥelec an effective one-electron Fock operator [f(i)]. The expec-

tation value of electronic energy can be calculated as

f (i)χi(xi) = εiχi(xi) (1.5.12)

The first step in the Self Consistent Field (SCF) procedure is to make an initial guess about the

molecular orbitals (Ψelec). Then, a set of these orbitals is used to construct the Fock operator

f(i) in matrix form. The electron density is calculated for this set of orbital. A specific set of

orbital describes a distribution of electrons in a specific way in space. Diagonalization of the

Fock matrix is performed in this procedure to get a new spin-orbital set. These new orbitals

are chosen in a way that should provide a better approximation to the true electronic wave-

functions. It means electronic arrangement (Velec) is changed in space. Now that we have the

new orbitals, we can construct an updated Fock matrix using these improved orbitals. This

updated Fock matrix incorporates the changes in electron distribution due to the new orbitals.

This iterative process continues until a self-consistent solution is achieved, where the elec-
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tron density and the orbitals no longer change significantly between iterations. The electronic

energy is then calculated using the final set of orbitals and represents an approximation to the

true electronic energy of the system. The HF method is a theoretical framework for solving

the electronic structure problem. It provides a formalism for obtaining a molecular system’s

approximate wavefunction and energy. But Roothan was the first scientist who solved the

HF problem numerically.109,110 Roothan’s equations are used because they provide a prac-

tical way to find the HF energy, molecular orbitals, and their coefficients for real molecular

systems.

In short, a two-electron term converted into one electronic form in the HF equation. By

achieving this transformation, the interacting system’s wavefunction can be written as the lin-

ear combination of a complete set of wavefunctions. Then, total Mn number of determinants

are obtained out of which only MCn numbers of determinants are the antisymmetric determi-

nant. Here, M is the no. of spin-orbital (later called Basis set), and n is the no.of electrons.

It means the wave function is the sum of MCn determinants, where each determinant will

correspond to a different state. For example, one will be the ground state, and the other could

belong to the 1st excited, 2nd excited state, and ionized states. The ground state determinant

can be described by a single determinant which is contributing most out of MCn determinants.

That’s why Hartree Fock’s theory is also known as one determinant theory. One can find this

one determinant by SCF procedure. You will see the complete expansion of wavefunction on

a given basis in the Configuration Interaction (CI) method. The HF approximation simpli-

fies the problem but does not accurately describe the true electron-electron interactions. The

Hartree-Fock method performs relatively well for systems with weak electron correlation,

such as closed-shell molecules. However, it fails to accurately describe strongly correlated

systems where electron-electron interactions play a significant role, such as molecules with

open-shell configurations, transition metal complexes, and systems with multiple bond dis-

sociation. The post-Hartree-Fock methods take care of the missing correlation problem, and

we will see how these methods take care of it.

21



1.5. ELECTRONIC STRUCTURE METHODS Chapter 1

1.5.2 Electron Correlation

In quantum mechanics, electrons in atoms and molecules don’t behave independently of each

other. Their movements are correlated,111,112 meaning the behavior of one electron is directly

related to the behavior of another. This correlation arises due to the electrostatic repulsion

between electrons; they tend to avoid each other to minimize energy. In terms of the sys-

tem’s energy, it is the difference between exact energy and that system’s Hartree-Fock energy

Ecorr = Eexact −EHF . Electron faces a different level of repulsion when they are in parallel

spin (Coulomb correlation) and anti-parallel spin (Fermi correlation). This repulsion gen-

erates an area of space around each electron with a lower chance of running into another

electron. This area with lower electron finding probability is known as the Fermi hole for

electrons with the same spin and the Coulomb hole for electrons with opposite spin.

Types of Electron Correlation: Static correlation deals with situations with a signif-

icant change in electron configuration, leading to different electronic states. This type of

correlation is common in systems with multiple near-degenerate electronic states. Dynamic

correlation focuses on the continuous motion of electrons. It accounts for the instantaneous

correlation between electron positions and momenta. Dynamic correlation becomes essential

when describing excited states and chemical reactions. The dissociation of the H2 molecule

is often used as an example to illustrate the differences between dynamic and static electron

correlation. The correlation is primarily dynamic at equilibrium geometry because the gap

between the singlet and triplet states is large. The singlet state is a good description of the

ground state at equilibrium geometry. However, as the distance between the two H atoms in-

creases, the energy gap between the singlet and triplet states disappears. This leads to a point

(the dissociation limit) where the system can show both types of spins (singlet and triplet).

At the dissociation limit, the system’s correlation is dominated by static correlation.

Imporatance of Electron Correlation: Hartree-Fock (HF) calculations can accurately

capture about 99% of a system’s energy, especially when using large basis sets. The subse-

quent methods I’ll discuss account for this 1% remaining correlation energy, which is vital for
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precise calculations of various chemical properties. This remaining fraction becomes crucial,

especially when dealing with subtle energy differences between systems during formation,

dissociation, or interaction processes. If the computational method lacks accuracy, it may

fail to explain problems adequately, potentially leading to misleading results. For instance,

in scenarios like gas adsorption on a 2D surface, using an inappropriate correlation method

can even yield contradictory outcomes, emphasizing the significance of accurate correlation

modeling. Electron correlation is very important in various fields. For example, in diatomic

molecules like 2O2, accurate bond length and dissociation energy predictions require methods

considering strong electron correlation. Enzymatic reactions, crucial in drug design, heavily

depend on the correlation between metal and ligand electrons. In high-temperature supercon-

ductors, intricate behaviors arise due to electron correlation, impacting applications in power

transmission. Quantum dots, with unique properties at the nanoscale, exhibit strong electron

correlation effects, vital in advanced technologies like solar cells. Electron correlation in

systems like transition metal oxides also leads to emergent phenomena like high-temperature

superconductivity. Accurate treatment of these correlations is essential for accuracy across

fields, from chemistry to condensed matter physics, shaping innovations in materials science,

electronics, and energy technologies. Understanding and controlling electron correlation re-

mains a cornerstone for future scientific advancements.

Hartree-Fock is an uncorrelated method; therefore, any method that improves HF wave

function by adding correlation is known as the post Hartree-Fock method or correlated method.

1.5.3 Size Consistency and Size extensivity

There are many criteria that a computational method must follow to be considered a corre-

lated method.113,114 Among these criteria, size consistency and size extensivity are the most

important. Let’s understand them. Size Consistency (strict separability115) is a computa-

tional method property that ensures that the energy calculation for molecule AB at infinite

separation gives the same result as the sum of energy from the separate calculations on A and
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B. In equation form, it can be written as EAB = EA +EB when RAB→ ∞. This property

ensures the correct behavior of dissociation curves of a molecule at dissociation limits.

Size Extensivity: A property of a computational method that ensures that the system’s en-

ergy scales properly with size (number of electrons in the system). On moving smaller to

large molecules, energy calculation errors must not increase. It can be written as E ∝ N,

where E is the system’s energy, and N is the Particle’s (electrons) number. Size- Extensivity

is a major factor involved in electron correlation.

Importance of Size-Extensivity

• It allows straightforward comparisons between calculations involving various numbers

of electrons.

• The lack of this property implies that errors in exact energy increase as more electrons

enter the calculation.

1.5.4 Configuration Interaction (CI)

HF method is the one determinant and partially correlated method. The first correlated

method after HF theory was the Configuration Interaction (CI) method.116–123 This method

includes the correlation to the HF method by adding the new excited determinants. The CI

wavefunction for the ground state can be written as

ΨCI = c0|ΨHF〉+∑
i,a

ca
i |Ψa

i 〉+ ∑
i< j
a>b

cab
i j |Ψab

i j 〉+ ∑
i< j<k
a<b<c

cabc
i jk |Ψ

abc
i jk 〉+ . . . (1.5.13)

i,j,k.. set of spin orbitals represent the occupied orbitals, and a,b,c.. set represent the

virtual orbitals. If we replace the ith single spin-orbital in the HF determinant with the ath,

we obtain a single excited determinant. The total number of electrons remains the same

during the replacement of the spin-orbital, which is equivalent to exciting an electron from

the ith orbital to the ath orbital. Similarly, we can construct higher-order excited determinants
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by replacing multiple spin-orbitals in the HF determinant. The pth excited determinant will

differ from the HF determinant from p spin orbitals.

We understand that for 2K spin orbitals and n-electron system, a total of 2KCn antisym-

metric determinants contribute to the full CI wavefunction. Within these 2KCn determinants,

we can discern the count of determinants contributing to single, double, and other excita-

tions. In simpler terms, how many determinants will form from distinct n-tuple excitations

from a Hartree-Fock (HF) determinant? If we have 2K spin orbitals (or K no.of basis), with

N spin-orbitals occupied in the Hartree-Fock (HF) determinant, then 2K-N orbitals will be

unoccupied. Therefore, NCM are ways to select M spin orbitals from the occupied set. Sim-

ilarly, M orbitals can be chosen from the 2K-N virtual orbitals in 2K−NCM ways. Therefore,

the number of determinants formed from M-tuple excitation is NCM.2K−NCM. The value of

M =1 for single excitation, whereas it will be 2 and 3 for double and triple excitation, and so

on. The CI matrix, a matrix form of Hamiltonian of a full CI,108 can be written as

HCI =



〈ΨHF|H|ΨHF〉 0 〈ΨHF|H|D〉 0 0 · · ·

0 〈S|H|S〉 〈S|H|D〉 〈S|H|T 〉 0 · · ·

〈D|H|ΨHF〉 〈D|H|S〉 〈D|H|D〉 〈D|H|T 〉 〈D|H|Q〉 · · ·

0 〈T |H|S〉 〈T |H|D〉 〈T |H|T 〉 〈T |H|Q〉 · · ·

...
...

...
... . . . ...



(1.5.14)

Where S (=Ψa
i ), D (=Ψab

i j ), and T (=Ψabc
i jk ) represent the single, double, and triple excited

determinants. In the CI matrix, some elements are zero (〈ΨHF|H|S〉 = 〈S|H|ΨHF〉 =0) and

that is due to Brillouin’s theorem, which states that ground state determinant and first excited

determinant can not be coupled. That does not mean that they have no impact on the CI

energy. Via doubles, the amplitude of singles is indirectly mixed and affects the CI energy.
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According to the Slater-Condon rule, any Hamiltonian matrix element that differs by more

than two spin orbitals is also zero. This is the reason for the zero value of other elements in

the CI matrix.

The CI amplitude’s value can be found using two methods. First is diagonalizing the

CI matrix, which is the most straightforward approach. Once the CI matrix has been diag-

onalized, the amplitudes of the CI wavefunctions can be determined from the eigenvectors.

However, it is only feasible for very small systems. The second is the iterative method. For

larger systems, it is not possible to diagonalize the CI matrix directly. Instead, we must use

iterative methods like the Lanczos124,125,125,126 or Davidson algorithm.127–130 Iterative meth-

ods also diagonalize the CI matrix but in a small subspace of determinants. The subspace is

then expanded to include more determinants until the desired accuracy is achieved. It’s im-

portant to note that the size of the CI matrix (and consequently, the number of amplitudes to

be determined) grows rapidly with the number of basis functions and the size of the active

space. As a result, CI calculations can become computationally expensive for large systems,

especially when considering extensive configurations.

CI offers an exact solution to the Schrödinger equation for many-electron systems when

all possible N-electron configurations are included in the CI wavefunction expansion (full

CI). However, the number of possible N-electron configurations is enormous, even for small

molecules. This makes full CI calculations impractical for most systems. To make CI cal-

culations more practical, truncated CI methods come into the picture, which only includes a

subset of all possible N-electron configurations. However, truncated CI methods have some

drawbacks. They are not size extensive or size consistent, which means that their accuracy

does not scale well with the size of the system. Additionally, truncated CI methods strug-

gle to account for dynamic correlation effects, which can lead to inaccurate results for more

complex systems.
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1.5.5 Perturbation Theory (PT)

Perturbation Theory (PT),131,132 a fundamental mathematical technique in quantum mechan-

ics, is used to refine any system’s energy beyond the Hartree-Fock (HF) approximation by

adding dynamic correlation. Its core concept is solving complex problems by breaking them

into manageable parts. The method separates the total Hamiltonian into two components:

a solvable (whose solution is known) zeroth order unperturbed part (denoted as Ĥ(0)) and a

perturbed component (represented as V), which usually is very small. This partition of total

Hamiltonian can be written as

Ĥ = Ĥ(0)+λV̂ (1.5.15)

where λ varies from 0 (completely unperturbed Ĥ(0)) to 1 (exact Ĥ). Therefore, the Schrödinger

equation for the perturbed system will be

(Ĥ(0)+λV̂ )|Ψn〉= En|Ψn〉 (1.5.16)

where |Ψn〉 and En represent the perturbed system’s eigenfunction and eigenvalues, re-

spectively. The wavefunction |Ψn〉 and the related energy En can both be expanded in a Taylor

series of λ in the following manner, presuming that a perturbation is weak (λ is small):

En = E(0)
n +λE(1)

n +λ
2E(2)

n +λ
3E(3)

n + . . .+λ
mE(m)

n (1.5.17)

|Ψn〉= |Ψ(0)
n 〉+λ |Ψ(1)

n 〉+λ
2|Ψ(2)

n 〉+λ
3|Ψ(3)

n 〉+ . . .+λ
m|Ψ(m)

n 〉 (1.5.18)

In the above two equations, m (for m > 0) represents the mth order correction to wave-

function and energy. |Ψ(0)
n 〉 and E(0)

n are the unperturbed (or Ĥ(0)) system’s wavefunction

and energy, whose solution we know. Putting the value of |Ψn〉 and En from equations 1.5.18

and 1.5.17 into equation 1.5.16 and dissociating the resulting equation in a separate power of

27



1.5. ELECTRONIC STRUCTURE METHODS Chapter 1

λ . We will get mth order of λ equations, but I have shown up to the second order, which can

be expressed as

For λ
0, Ĥ(0)|Ψ(0)

n 〉= E(0)
n |Ψ(0)

n 〉

For λ
1, Ĥ(0)|Ψ(1)

n 〉+V̂ |Ψ(0)
n 〉= E(0)

n |Ψ(1)
n 〉+E(1)

n |Ψ(0)
n 〉

For λ
2, Ĥ(0)|Ψ(2)

n 〉+V̂ |Ψ(1)
n 〉= E(0)

n |Ψ(2)
n 〉+E(1)

n |Ψ(1)
n 〉+E(2)

n |Ψ(0)
n 〉. (1.5.19)

We already know the solution of equation 1.5.19 when λ=0. After premultiply 1.5.19 by

Ψ
(0)
n (for λ=1) and Ψ

(0)
i (for λ=2), respectively. We get a first-order and second-order correc-

tion to energy after using the hermeticity condition (〈φ |Â|Ψ〉= 〈Ψ|Â|φ〉∗) with intermediate

normalization (〈Ψ(0)
n |Ĥ|Ψ(1,2,..)

n 〉 = 0) on the resulting equations. These corrections can be

expressed as

E(1)
n = 〈|Ψ(0)

n |V̂ |Ψ(0)
n 〉

E(2)
n = 〈|Ψ(0)

n |V̂ |Ψ(1)
n 〉 (1.5.20)

Equation 1.5.20 shows that to know the nth order energy correction we must have to calculate

n-1th order wavefunction correction. We can also expand |Ψ(1)
n 〉 as Ĥ(0)’s eigenfunctions as

|Ψ(1)
n 〉= ∑

m 6=n
cm|Ψ(0)

m 〉. (1.5.21)

To find the 2nd order energy correction, first, we need to find the 1st order wavefunction

correction and the coefficient cm of eq. 1.5.21. The coefficient can be found by putting the

value of |Ψ(1)
n 〉 from eq. 1.5.21 into eq. 1.5.19 and after solving the resulting equation, we

will get the value of coefficient, which can be expressed as

cm =
〈Ψ(0)

m |V̂ |Ψ(0)
n 〉

E(0)
n −E(0)

m

(1.5.22)
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After putting cm value from eq. 1.5.22 into eq. 1.5.21, eq. 1.5.21 will become

Ψ
(1)
n = ∑

m 6=n

〈Ψ(0)
m |V̂ |Ψ(0)

n 〉
E(0)

n −E(0)
m

Ψ
(0)
m (1.5.23)

After putting the value of Ψ
(1)
n eq. 1.5.23 into eq. 1.5.20, we will get the 2nd order energy

correction, which can be expressed as

E(2)
n = ∑

m 6=n

|〈Ψ(0)
m |V̂ |Ψ(0)

n 〉|2

E(0)
n −E(0)

m

(1.5.24)

The approach we have discussed till now is known as Rayleigh-Schrödinger Perturba-

tion (RSP) theory.133–135 A special case of RSP theory is proposed by Møller and Plesset

(known as Møller-Plesset Perturbation Theory (MPPT)136), where they have defined the

unperturbed Hamiltonian as the sum of the Fock operator (see eq. 1.5.8), which is a one-

electron operator.

Ĥ(0) =
N

∑
i=1

f (i) (1.5.25)

The perturbation V̂ is the difference between the Ĥelec (see eq. 1.5.2) and Ĥ(0) (the unper-

turbed Ĥ) . It can be expressed as

V̂ =
n

∑
i=1

n

∑
j>i

1
~ri−~r j

−
n

∑
i=1

n

∑
j=1

VHF(x j) (1.5.26)

The |Ψ(0)
n 〉 is the Hartree Fock wavefunction |ΨHF〉, which is equal to the sum of the orbital

energies.

E(0)
n +E(1)

n = 〈Ψ(0)
n |Ĥ(0)|Ψ(0)

n 〉+ 〈Ψ(0)
n |V̂ |Ψ(0)

n 〉

= 〈Ψ(0)
n |Ĥ(0)+V̂ |Ψ(0)

n 〉

= 〈ΨHF|Ĥ|ΨHF〉

= EHF (1.5.27)
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After adding the first-order energy correction to the zeroth order, it provides the Hartree

Fock energy (shown in 1.5.27). Therefore, the first correction to the system’s energy starts

after adding a second-order energy correction. Hence, MP(2)137–142 is the minimum corre-

lated method in perturbation theory, where two in MP(2) refer to the second-order energy

correction. The second-order energy correction can be written as

E(2)
n = ∑

i< j
a<b

〈i j||ab〉|2

εi + ε j− εa− εb
(1.5.28)

MP(2), a cost-effective method, captures 80-90% of electron correlation. It scales with N5

for system size N. MP(2) refines the Hartree-Fock (HF) wave function but tends to overes-

timate correlation energy slightly, whereas MP(3) method113,143,144 underestimates electron

correlation, leading to inferior properties compared to the second order. MP4145,146 also

overestimates correlation effects but performs better than MP(2). In short, higher-order vari-

ants of PT (like MP(3) and MP(4)) are computationally expensive and show abnormal and

oscillating convergence behavior with a larger basis set, especially when using diffuse basis

sets. This oscillating convergence147,148 behavior makes results predictions for higher-order

MP(n) problematic. You can check the review by Cremer,149 which beautifully explained

and covered all aspects (like convergence issues) of perturbation series methods. MP(2) is

size-extensive, providing reliable results for various systems. However, perturbation methods

lack a variational principle, affecting their accuracy in handling static correlation effects. A

variational principle ensures that any approximation to the true wave function will have an

energy higher than or equal to the true ground-state energy. This property is crucial because it

guarantees that the calculated energy is not artificially lower than the actual physical energy.

Consequently, the MP(n) series might not always improve energy as higher orders are con-

sidered. The lack of variationality also emphasizes considering other methods for accurate

and reliable predictions, such as coupled cluster methods.
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1.5.6 Coupled Cluster (CC) methods

The Coupled Cluster (CC) method is a powerful and widely used quantum chemical tech-

nique that provides highly accurate energy and the best description for correlated electronic

wavefunctions. It was first developed in the mid-1900s by Cöester and Kümmel to study

the phenomena of nuclear physics.150,151 In the late 1960s, Čı́žek and Paldus introduced

this method in the quantum chemistry community for the first time.152–154 In their article,

they used second quantization and a Feynman-like diagram, which makes CC method pro-

grammable. Jiřı́ Čı́žek made substantial contributions by introducing excitation operators

and formulating a Coupled Cluster with Single and Double excitations (CCSD). Later, in the

1980s, Bartlett and others made CCSD even more accurate by introducing CCSD(T)155,156

and CCSDT 157 methods. CCSD(T) includes perturbative Triple excitations to CCSD, whereas

CCSDT includes CC-triple excitations to CCSD. In 1987, Bartlett and others also introduced

molecular properties (like dipole moments, quadrupole moments, polarizabilities, hyperpo-

larizabilities, and spin properties (hyperfine splitting constants and nuclear magnetic coupling

constant)) evaluation using CC methods.158 Today, the CC methods159 are a powerful tool

for understanding how electrons behave in molecules.

In CC methods, a wave function is defined as

ΨCC = eT̂ |ΨHF〉. (1.5.29)

The operator T̂ is an excitation operator, which is a combination of many excitation operators

(single (T̂1), double (T̂2), triple (T̂3) excitation and so on). It can be written as

T̂ = T̂1 + T̂2 + ......+ T̂n. (1.5.30)
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where

T̂1 = ∑
i,a

ta
i a†

aai

T̂2 = ∑
i> j
a>b

tab
i j a†

aa†
ba jai

In general, T̂n = ∑
i> j>k>l..

a>b>c>d...

tabcd...
i jkl... a†

aa†
ba†

ca†
d...alaka jai (1.5.31)

The coefficients tabcd..
i jkl.. are known as the CC-amplitudes of the T̂n operator. These CC-

amplitudes determine the excitation operator’s contribution to the overall wavefunction. The

CC amplitudes of the full CC method are equivalent to the expansion coefficients of full

CI wavefunction. If the T̂1 operator acts on the HF determinant, it excites an electron from

occupied to virtual orbitals. The T̂2 operator is a two-electron operator that can excite two

electrons simultaneously. Note that i,j,k,.. represents filled orbitals, and a,b,c,.. represents

the virtual orbital. The summation of ’i’ is over all occupied orbitals, whereas the summation

of ’a’ is over all the virtual orbitals.

T̂1|ΨHF〉= ∑
i,a

ta
i |Ψa

i 〉

T̂ 2
1 |ΨHF〉= 2 ∑

i> j
a>b

(ta
i tb

j − tb
i ta

j )|Ψab
i j 〉

T̂2|ΨHF〉= ∑
i> j
a>b

tab
i j |Ψab

i j 〉 and so on. (1.5.32)

The T̂n operator is an n-electron operator that simultaneously excites n electrons. This exci-

tation can also be shown with the help of annihilation and creation operators of the second

quantization representation method. a†
a represents the creation of a particle in virtual orbitals,

whereas ai represents the destruction of a particle in occupied orbitals. Equation 1.5.29 shows

that the T̂1 operator operates on the HF determinant, which is one determinant. We have used

a single determinant as a reference. Therefore, it is also known as the Single Reference Cou-
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pled Cluster (SRCC) method. If one uses two or more determinants in equation 1.5.29, the

process will be known as the multireference CC method (MRCC). MRCC160–162 is mostly

necessary for the study of the excited state, ionized states, and degenerated states. A solution

of full CC wavefunction is computationally very expensive. Therefore, in practice, truncated

CC methods are used. For example, CCSD is a CC method that is truncated at T̂n =T̂1 +

T̂2. Normally, the truncation of a method unsatisfied a few conditions that a computational

method must follow. For instance, truncated CI is not size-consistent. However, CCSD (a

truncated CC method) is size consistent and size extensive. This is because the operator

operates on wavefunction exponentially (non-linear) rather than linearly (as in CI).

Let’s find out the energy expression by putting the value of ΨCC from equation 1.5.29 in

the Schrödinger wave equation.

ĤeT̂ |ΨHF〉= EcceT̂ |ΨHF〉. (1.5.33)

Pre-multiplication of equation 1.5.33 by ΨHF, equation 1.5.33 will become 1.5.29 in the

Schrödinger wave equation.

〈ΨHF|ĤeT̂ |ΨHF〉= Ecc〈ΨHF|eT̂ |ΨHF〉. (1.5.34)

We know that the expansion of the exponential of x in the Tylor series is written as

ex = 1+ x+
x2

2!
+

x3

3!
+

x4

4!
+ . . . (1.5.35)

Similarly, eT̂ can be expanded the same as above, and after the rearranging the terms, the

expanded form will look like

eT̂ = 1+ T̂1 +[T̂2 +
T̂ 2

1
2
]+ [T̂3 +

T̂ 3
1
6

+ T̂2T̂1]+ [T̂4 + T̂1T̂3 +
T̂ 2

2
2

+
T̂ 4

1
24

]+ . . . (1.5.36)

After putting the value of eT̂ in the right-hand term of equation 1.5.34, it is clear that only
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the first term will survive, which does not contain T̂ . Rest all terms will become zero

[〈ΨHF|Ψabcd..
i jkl.. 〉 = 0 (orthogonalilty)] because of orthonormality. So equation 1.5.34 will be-

come

〈ΨHF|ĤeT̂ |ΨHF〉= Ecc. (1.5.37)

The above equation can also be written in expanded form as

Ecc = 〈ΨHF|Ĥ|ΨHF〉+〈ΨHF|ĤT̂1|ΨHF〉+〈ΨHF|Ĥ(T̂2+
T̂ 2

1
2
)|ΨHF〉+〈ΨHF|Ĥ(T̂3+

T̂ 3
1
6
+T̂2T̂1)|ΨHF〉+...

(1.5.38)

The Hamiltonian operator deals explicitly with one- and two-particle interactions or opera-

tors, following Slater’s rules, which state that when comparing determinants, they should not

differ by more than two spin orbitals for non-zero matrix elements. Consequently, any terms

beyond the third power of the T operator in equation 1.5.38, where applying the T̂ operator

creates excited determinants with three or more electron changes compared to the reference,

also vanishes. As a result, the expansion will truncate naturally, and the energy expression

will include only terms up to a certain level, which can be written as

Ecc = 〈ΨHF|Ĥ|ΨHF〉+ 〈ΨHF|ĤT̂1|ΨHF〉+ 〈ΨHF|Ĥ(T̂2 +
T̂ 2

1
2
)|ΨHF〉 (1.5.39)

The truncation of terms is due to the Hamiltonian and not because of T̂ or the number of

electrons. According to the Brillouin theorem in quantum mechanics, the matrix elements of

the Hamiltonian operator between two Slater determinants that differ by a single excitation

are equal to zero. Therefore, the middle term in the above equation will become zero. After

using equation 1.5.32, the energy value will be

Ecc = EHF + ∑
i> j
a>b

(tab
i j + ta

i tb
j − tb

i ta
j )〈ΨHF|Ĥ|Ψab

i j 〉 (1.5.40)

The values of cc-amplitude (like tai , tab
i j ) can be obtained by an equation generated from pro-
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jecting 〈Ψabcd..
i jkl.. | on equation 1.5.33. The amplitude equation can be written as

〈Ψabcd..
i jkl.. |ĤeT̂ |ΨHF〉= Ecc〈Ψabcd..

i jkl.. |e
T̂ |ΨHF〉. (1.5.41)

= 0

Equations 1.5.40 and 1.5.41 have one problem: they contain disconnected and connected

terms. Even though disconnected terms get canceled in the above equations and provided

only closed and connected terms. However, the equation 1.5.40 and 1.5.41 can also be

expressed in another form where disconnected terms won’t exist. We have premultipli-

cated equation 1.5.33 by ΨHF.e−T̂ and Ψabcd..
i jkl.. .e

−T̂ to get energy (equation 1.5.42) and cc-

amplitudes (equation 1.5.43).

〈ΨHF|e−T̂ ĤeT̂ |ΨHF〉= Ecc〈ΨHF|e−T̂ eT̂ |ΨHF〉

= Ecc (1.5.42)

〈Ψabcd..
i jkl.. |e

−T̂ ĤeT̂ |ΨHF〉= Ecc〈Ψabcd..
i jkl.. |e

−T̂ eT̂ |ΨHF〉

= Ecc〈Ψabcd..
i jkl.. |ΨHF〉

= 0 (1.5.43)

The operator (e−T̂ ĤeT̂ ) in equation 1.5.42 looks like a similarity-transformed Hamilto-

nian. Let’s call it H. It’s important to note that such a transformation doesn’t alter the opera-

tor’s eigenvalues. This transformation causes the Hamiltonian to lose its hermitian property,

making it unsuitable for energy calculation through variational methods. However, this sim-

ilarity transformation has an advantage. This transformation gains computational efficiency

when employing the Baker–Campbell–Hausdorff (BCH) formula. Through this formula, the

operator H = e−T̂ ĤeT̂ operator can be expressed as a linear combination of Ĥ and T̂ , as
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shown in equation 1.5.44.

e−T̂ ĤeT̂ = Ĥ +[Ĥ, T̂ ]+
1
2!
[[Ĥ, T̂ ], T̂ ]+

1
3!
[[[Ĥ, T̂ ], T̂ ], T̂ ]+

1
4!
[[[[Ĥ, T̂ ], T̂ ], T̂ ], T̂ ]+ ...

(1.5.44)

This series will truncate after the first five terms (or the first four commutations). That is

due to Hamiltonian’s two-body nature, which has two holes and two particles. Ĥ can be

represented by two up and two down lines, connecting with the T̂ operator through these

four lines. Therefore, four such connections are possible. It means Ĥ can commute only

four times with T̂ . Therefore, the equation will terminate after five terms, simplifying the

calculation. The equation 1.5.44 also shows the importance of commutation of Ĥ and T̂ to

connecting and open terms for correlation energy.

The truncated CC method’s name is given in the table 1.1. CCSD(T) is CCSD + triples

Table 1.1: Name of truncated Coupled Cluster methods

S. No Value of T̂ CC-Method’s Name

1 T̂2 CCD

2 T̂1 + T̂2 CCSD

3 T̂1 + T̂2 + T̂3 CCSDT

4 T̂1 + T̂2 + T̂3 + T̂4 CCSDTQ

correction added through perturbation theory.

1.6 Equation of Motion Coupled cluster (EOM-CC) Method

In the EOM-CC method,163–166 the term ”equation of motion” does not refer to classical

physics’s traditional equations of motion. Instead, it refers to mathematical equations that

describe the movement of particles or electrons. In other words, it describes how certain

observables, such as excitation energies and transition moments, change in response to per-

turbations in a quantum mechanical system. The EOM-CC method calculates the energy
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and other properties of excited,167 ionized,168,169 and electron-attached170 states. In the past

three decades, the EOM-CC scheme has been developed quite a lot. It underwent expansions

to include triply excited configurations partially171–174 (EOM-CCSD(T)) and fully (EOM-

CCSDT) for excited,174–177 ionized,169,178–180 and electron-attached180–182 states. Since the

EOM-CC method uses ΨCC (see equation 1.5.29) as a reference, that makes it a single ref-

erence approach. If a different wavefunction (ΨX ) is chosen as the reference instead, the

method is called EOM-X, where X is the name of a method. To calculate energy, one needs

wavefunction. The EOM-CC method generates the wavefunction for a pth excited, ionized,

and electron-attached states (Ψp) with the help of an R̂(p) operator.

Ψp = R̂(p)|Ψcc〉. (1.6.1)

The R̂(p) operator is a linear operator, and its form varies depending on the type of state

being calculated. The form of the R(p) operator for various states can be written as

RIP(p) = ∑
i

R̂i(p)ai + ∑
a,i> j

R̂a
i j(p)a†

aa jai + . . . (1.6.2)

REA(p) = ∑
a

R̂a(p)a†
a + ∑

a>b,i
R̂ab

i (p)a†
aa†

bai + . . . (1.6.3)

RDIP(p) = ∑
i> j

R̂i j(p)aia j + ∑
a,i> j>k

R̂a
i jk(p)a†

aaka jai + . . . (1.6.4)

REE(p) = R̂0(p)+∑
i

R̂a
i (p)a†

aai + ∑
a>b,i> j

R̂ab
i j (p)a†

aa†
ba jai + . . . (1.6.5)

Since the non-radiative decay processes involve the ionization of a state, we will use the

R̂(p)’s form for ionized states in the upcoming calculation. Energy for the ground state and

other pth state can be written using the Schrödinger equation as

ĤΨcc = EccΨcc. (1.6.6)

37



1.6. EQUATION OF MOTION COUPLED CLUSTER (EOM-CC) METHOD Chapter 1

ĤΨp = EpΨp. (1.6.7)

Using equation 1.6.1, above equation 1.6.7 will become

ĤR̂(p)Ψcc = EpR̂(p)Ψcc (1.6.8)

Premultiply equation 1.6.6 with R̂(p) operator and subtraction resulting equation from equa-

tion 1.6.8.

(ĤR̂(p)− R̂(p)Ĥ)Ψcc = (Ep−Ecc)R̂(p)Ψcc

OR [Ĥ, R̂(p)]Ψcc = ∆EpR̂(p)Ψcc (1.6.9)

R̂(p) and T̂ operator commute with each other. Thus, we can replace Ĥ with H = e−T̂ ĤeT̂ in

the above equation and it can be written as

[H, R̂(p)]Ψcc = ∆EpR̂(p)Ψcc (1.6.10)

One of the advantages of this method is that we can get direct energy differences between

the ground state and other states like ionized, excited, electron-attached, and double-ionized

states. Diagonalization of H matrix in 1h + 2h1p and 1p + 2p1h subspaces provides the

ionization potential (IP) and electron affinity (EA) values, respectively. A different approach

is applied to DIP values. These values are acquired through a non-symmetric diagonalization

procedure of the H matrix within the subspace encompassing 2h + 3h1p configurations.
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1.7 Challenges of Temporary Bound State (TBS) & its so-

lutions

Mainly, there are only two challenges to the TBS problem. First, TBSs are metastable states,

which makes the wave function non-square integrable. It means that
∫

ψ.ψ∗dτ is not a fi-

nite number, and particles can also be found outside the box. Second, we have to calculate

the continuum and electron correlation simultaneously. You can understand the situation’s

gravity from the fact that the molecules have discrete or quantized energies, whereas free

electrons have continuous energy. It is like we are trying to combine two opposite things.

Solving this problem requires finding a harmonious middle ground between these two. One

proposed solution is to confine the system within a potential box, similar to the particle-in-

a-box scenario. This confinement yields discrete energy levels and ensures the wavefunction

becomes square integrable. However, still, one problem remains unsolved. That is, the so-

lution to our problem lies in a complex domain. We need complex eigenvalues (or complex

energy) as a solution, while the hermitian Hamiltonian operator only gives real values. An-

alytic continuation is the solution to this problem. Analytic continuation of a real function

involves extending the domain of a real-valued function defined over a limited range of real

numbers to a larger domain in the complex plane while preserving its analytical properties.

This process allows us to explore the behavior of the real wavefunction in regions beyond its

original definition.

In any quantum mechanical method, the computational space is divided into the inner and

outer regions. The inner region is where the physical interaction or phenomena of interest

occur, while the outer region represents the asymptotic region at a large distance away from

the interaction. Specific boundary conditions are applied at the boundary separating the inner

and outer regions to ensure a smooth transition between the two regions. The boundary con-

ditions serve the critical role of ensuring a seamless connection between these regions while

accommodating the distinct behaviors of wavefunctions in both scattering and bound states.
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In simple words, boundary conditions ensure wavefunction behaves well in inner regions and

remains square integrable.183 For scattering states (states that describe particles scattering off

to infinity, where wavefunction behaves differently and is not square integrable), the boundary

conditions aim to ensure the wavefunction behaves appropriately as it reaches the outer re-

gion. This typically involves specifying the behavior of the wavefunction at large distances.

The boundary condition of square integrability is important in non-hermitian Hamiltonian

methods184 because it allows us to associate the resonance phenomenon185 with the discrete

part of the spectrum of the complex scaled Hamiltonian. This means that we can treat res-

onances using standard quantum mechanics methods. The specific form of the boundary

conditions can vary depending on the problem and the chosen methods.

We know the Hamiltonian operator is hermitian and always leads to real eigenvalues (or

energy). Therefore, we cannot get complex energies using a hermitian Hamiltonian. Thus,

we have to modify our Hamiltonian and make it non-hermitian,184 then it will lead to com-

plex energies. We will learn various ways to make a hermitian Ĥ into non-hermitian Ĥ in

upcoming methods like complex absorbing potential (CAP) based methods, complex scaling,

and Fano-ADC type methods. Using these methods, we can get complex energy or Siegert

energy,186 and the complex part of this Siegert energy tells us about the decay width of TBSs.

Siegert energy can be written as

ETBS = Ereal− i
Γ

2
(1.7.1)

Depending upon the process you are studying, Ereal can be IP, EA, or any other energy,

whereas Γ of the complex part provides details about the decay rate or the lifetime of the

metastable state. The lifetime (τ) and decay width (Γ) of metastable state are related to each

other by

τ =
h̄
Γ

(1.7.2)

Seigert energy is important in nuclear and atomic physics, particularly when studying TBS-
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related (or resonance) phenomena. These tools provide physicists with a robust framework

for understanding and characterizing the behavior of particles in metastable states. The

Seigert states, which arise from the non-hermitian Hamiltonian, offer a basis for describing

the outgoing wave behavior of resonance states, which is crucial for calculating decay widths

and quantifying the speed at which resonances decay or scatter into other states. This insight

into decay processes is essential for various applications, from nuclear reactions and decay

to atomic processes involving unstable states. In general, it helps to gain deeper insights into

the dynamics of resonant systems, ultimately enhancing our understanding of fundamental

processes in the subatomic world and facilitating the development of advanced technolo-

gies in various fields like quantum mechanics and nuclear physics. Next, we will study the

CAP, complex scaling, and FANO-ADC methods that make hermitian Hamiltonian into non-

hermitian and provide complex energies. We will try to understand how these methods work

in brief.

1.7.1 Complex Absorbing Potential (CAP) Method

The CAP approach187–194 is a powerful tool for calculating TBSs energies in quantum chem-

istry. However, it is also computationally expensive, especially for large molecules and

high-level electronic structure methods. A one-particle complex potential (-iηŴ ) is added

to the original Hamiltonian (H), making it a non-Hermitian Ĥ(η). However, Ĥ(η) remains

complex-symmetric. After adding CAP, the non-hermitian Hamiltonian can be written as

Ĥ(η) = H− iηŴ (1.7.3)

where η represents the strength of applied potential and Ŵ is a semi-definite one-particle
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operator with a positive value and can be written as

W (x,c) =
3

∑
i=1

Wi(xi,ci) =


0 |xi| ≤ ci

(|xi|− ci)
2 |xi|> ci

(1.7.4)

where ci (i=1,2,3) represents the CAP box length in different directions and xi (i=1,2,3) is

the bond length of the molecule in different coordinate axes from the center of the coordinate

axis. The CAP-augmented Hamiltonian (Ĥ(η)) provides the complex energy values. For the

appropriate form of CAP, the asymptotic damping of the Siegert eigenfunction is possible (see

figure 1.5) after adding CAP, making the wave function square-integrable and eigenvalues

discrete. A box shape CAP, which we have used and shown by equation 1.7.4, is applied

in the molecule’s peripheral region so that the molecule remains unperturbed, yet scattered

electrons get absorbed. Ĥ(η) is solved for various values of η , where η varies from 0.0 to

0.1 with a desired step size. Usually, the step size of η is 10−5. It means that the CAP-EOM-

CC calculations195–206 are performed thousands of times to generate η trajectory. At each

time, we are perturbing the original Hamiltonian with a small CAP value to obtain energy

value at every η value. This process makes calculation computationally expensive. A plot

between the obtained energy’s real and imaginary parts provides η trajectory for non radiatvie

decay problems. Whereas, the η trajectories for resonance problems are examined by using

logarithmic velocity vi(η), which can be written as

vi(η) = η
∂E
∂η

. (1.7.5)

The η’s value at which vi(η) is minimum gives the optimal CAP strength. At this point,

TBS is also found. The optimal value of η is significant because, for a finite basis, if CAP

is weak (η is too small), the TBS will not stabilize, resulting in not obtaining the Seigert

energy. If CAP is too strong, reflection affects the TBS significantly, unable to obtain the
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Figure 1.5: Plot shows change in wavefunction after CAP implementation. Caption a repre-
sents the wavefunction for η = 0 (original wave function), whereas b, c, and d represent the
wavefunction at various values of η = 5×10−4, η = 5×10−3, and η = 5×10−2 respectively.
This graph is a copy of figure-4 of reference187. I have used this for better understanding. I do
not claim that this graph and its data are produced by me (Graph is redrawn with permission).

TBS energy.

In principle, CAP can be applied at any level of electronic methods,207,208 like at the self-

consistent field (SCF)/Hartree-Fock, coupled cluster (CC),196 or even at the EOM-CC40,41,68

level. Because the N electron ground state cannot be disturbed, we add CAP at the EOM-CC

level. Now, a question comes to your mind: what if we add CAP at other levels? Adding CAP

at the CC196 or SCF levels makes the cluster amplitudes complex, and it perturbs the ground

43



1.7. CHALLENGES OF TEMPORARY BOUND STATE (TBS) & ITS SOLUTIONS Chapter 1

state of the N electron system. Then, to get the correct decay width, we need to correct the

N electron ground state by removing the perturbation. In short, we have to perform extra

calculations, and in this case, we also lose the advantage of the CC theory of getting direct

energy difference. Then, the correct energy is given by

ET BS(η) = ∆Ep(η)+Ecc(η)−Ecc(η = 0). (1.7.6)

Various (CAP,187 Continuum removal CAP,209,210 Reflection-free CAP,211–213 Transfor-

mative CAP,214 Voronoi-CAP215–217) types of complex potentials are used worldwide. The

basic principle of all complex potential is the same. I have presented a list of various groups

that used this CAP. If you are interested in the details of various CAPs, check the details in

the mentioned article.

Table 1.2: Various types of Complex Absorbing Potentials

S. No Type of CAP FORM First Proposed by

1 Optical potential iVi(r) =−iAr8 Austin & Jolicard in 1985218

2 CAP Ĥ(η) = H− iηŴ Riss & Meyer in 1993187

3 Reflection Free Extra added potential term in CAP Riss & Meyer in 1995211

4 Transformative CAP Modified K.E. operator in CAP Riss & Meyer in 1995214

5 Continuum removal Ĥ(η ,λ ) = H +(λ − iη)Ŵ Nimrod & Sajeev in 2009209

6 Voronoi CAP CAP is applied to Voronoi cells Sommerfeld & Ehara in 2015215

1.7.2 Complex Scaling Method

Aguilar, Balslev, and Combes proposed the complex scaling method (CSM).219–221 In the

CSM method,222–227 the coordinates and Hamiltonian undergo a process called ”complex-

ification” or ”complex scaling,” where it is modified to accommodate the complex scaling

parameter (θ ). θ is a real number. Complexification takes place with the help of the trans-

formation (dilation) operator U(θ ). The coordinates ri change into rieiθ using the dilation
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operator as

UriU−1 = rieiθ (1.7.7)

Here, i denotes the number of particles and U = eiθr∂/∂ r. Similarly, Hamiltonian also trans-

formed from real (Ĥ) to complex Hamiltonian Ĥ(θ). A point to note is that after the complex

transformation of Hamiltonian, the kinetic energy term gets a phase factor (complex part) of

e−2iθ whereas e−iθ is the phase factor for potential energy. Wavefunction never transforms

using the dilation operator directly but gets changed indirectly since wavefunction depends

on ri, which has changed. This indirect scaling makes wavefunction square integrable. TBSs

lie in a group of continuum eigenstates if we look from the point of Hermitian Hamiltonian,

whereas it becomes a single square integrable state if we use a non-hermitian operator with

proper boundary conditions. In this method, the boundary condition of square integrability is

preserved during the complex scaling of coordinates when |θ | ≥ π/2. In general, continuum

states that are connected to bound states, such as TBSs, normally remain hidden. By hidden,

I mean that we cannot observe them and study their properties using the normal quantum

mechanical methods used to study bound states. Complex scaling,190,228–231 a non-hermitian

Hamiltonian-based method, is a way to study them.

1.7.3 Fano Theory for decay width

Ugo Fano232 and Herman Feshbach233 independently developed the Fano-Feshbach theory,

also known as the Fano-Resonance theory, in the 1960s and has since been widely applied

in various areas of quantum physics to describe the interaction between a discrete quantum

state and continuum. It is a robust framework for understanding the processes originating

from the interaction between discrete and continuum states, like resonance, autoionization,

etc. As discussed earlier, TBS are metastable states that are stable for a few femtoseconds.
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The decay width Γ provided by Fano can be expressed as

Γ = 2π ∑
f
|〈φ |H|χ f ,ε〉|2 (1.7.8)

where χ f ,ε is the continuum wavefunction of the ionized state, φ is the exact wavefunction

of the ground state, H is the total electronic Hamiltonian, and f indicates the number of

open decay channels (number of DIPs lower than IP of the targeted state) that belong to

the continuum subspace, and ε is the asymptotic ICD/ETMD electron’s kinetic energy. This

theory uses Green’s function-based electron propagator to get the wavefunction of the ionized

state.

This approach divides the Hilbert space into the Q subspace representing the bound con-

figurations and the P subspace representing the continuum configurations. These P and Q

subspaces must satisfy the following conditions: P+Q = 1 and P ∗Q = 0. The algebraic

diagrammatic construction (ADC) Hamiltonian (Ĥ) is projected onto the P and Q subspaces,

yielding interaction matrices PHP and QHQ, respectively. Diagonalization of these interac-

tion matrices produces the continuum states and the bound component. Bound and continuum

part can be expressed as

QHQ|φ〉= Eb|φ〉 (1.7.9)

PHP|χ f ,ε〉= E f |χ f ,ε〉 (1.7.10)

The extended second-order algebraic diagrammatic construction (ADC(2)X)234–237 scheme

of Green’s function is used to build H. This scheme is specified in the region bounded by

the one-hole (1h) and two-hole one-particle (2h1p) configurations. The coupling between

the 1h configurations is treated with the second-order perturbation theory in the ADC(2)X

method whereas, first-order perturbation theory is used to treat the coupling between the 1h

and 2h1p configurations as well as the coupling between the 2h1p configurations. To build

the P subspace, representing the ultimate double-ionized state with an outgoing free electron,
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we have considered the 2h1p configurations matrix block of ADC Ĥ. Usually, the Q subspace

includes all occupied orbitals in one hole block. The partitioning of the 2h1p configurations

places the open decay channels (i.e., DIPs lower than IP) in the P subspace and the remaining

configurations in the Q subspace. We may obtain the entire and partial decay width using

this method. Please refer to the references234–237 for further information on the Fano-ADC

approach.

The L2 basis set has been employed in all our upcoming calculations; hence, the contin-

uum states we derived using equation 1.7.10 are not a true continuum. They exhibit asymp-

totic behavior and incorrect normalization. Therefore, they are pseudo-continuum in nature.

We used the Stieltjes imaging approach to get an exact estimate for decay width as well as

the proper normalization.238 This technique also enhances the convergence of calculations,

improves the description of TBS’s properties, and simplifies the treatment of complex energy

spectra, ultimately leading to more accurate and physically meaningful results in studying

atomic and molecular systems. Details regarding the Stieltjes imaging technique is provided

by reference.238
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Chapter 2
Decay Processes in Cationic Alkali Metals

in Microsolvated Clusters: A Complex

Absorbing Potential Based

Equation-of-Motion Coupled Cluster

Investigation

2.1 Abstract

We have employed the highly accurate complex absorbing potential based ionization poten-

tial equation-of-motion coupled cluster singles and doubles (CAP-IP-EOM-CCSD) method

to study the various intermolecular decay processes in ionized metals (Li+, Na+, K+) micro-

solvated by water molecules. For the Li atom, the electron is ionized from the 1s subshell.

However, for Na and K atoms, the electron is ionized from 2s and both 2s and 2p subshells,

respectively. We have investigated decay processes for the Li+-(H2O)n; (n=1-3) systems as

well as Na+-(H2O)n; (n=1,2), and K+-H2O. The Lithium cation in water can decay only via
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electron transfer mediated decay (ETMD) as there are no valence electrons in Lithium. We

have investigated how the various decay processes change in the presence of different alkali

metal atoms and how the increasing number of water molecules play a significant role in the

decay of microsolvated systems. To see the effect of the environment, We have studied the

Li+-NH3 (in comparison to Li+-H2O). In the case of Na+-H2O, We havestudied the impact

of bond distance on the decay width. The effect of polarization on decay width is checked

for the X+-H2O; X=Li, Na. We haveused the PCM model to study the polarization effect.

We have compared our results with the existing theoretical and experimental results wherever

available in the literature.

2.2 Introduction

There are various ways in which an excited/ionized atom/molecule can relax, either via non-

radiative processes or radiative decay processes. A radiative decay like fluorescence or a

non-radiative process like Auger decay has been well known for a long time. Auger spec-

troscopy8,9 has various applications in material and surface science. In 1997, Cederbaum et

al.35,42 proposed a new decay mechanism for inner valence ionized/excited states, called

Interatomic/molecular Coulomb decay (ICD). This non-local complex relaxation process

happens in atomic/molecular clusters. In the original formulation of this process, a single

inner-valence hole state in an atom or molecule, which cannot decay locally via the Auger

mechanism due to energetic considerations, decays through energy transfer to the neighbour-

ing atom. This knocks out an outer valence electron from the adjacent atom or molecule.

Contrary to the Auger decay process, ICD is driven by the correlation between electrons lo-

cated on different species, often a few nanometers apart. The ejected ICD electrons have low

energy, whose value strongly depends on the initial state and chemical nature of the neigh-

bour. In the ICD process, two positive charges are produced in close proximity to each other,

leading to a Coulomb explosion.
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Electron transfer mediated decay (ETMD)59 is another interatomic decay process initi-

ated by ionizing radiation. In this process, an electron acts as a mediator transfer between two

sub-units rather energy. In ETMD, an electron is a neighbour donated by a neighbour to an

initially ionized atom or molecule, while excess energy is transferred either to the donor or to

another neighbour, which emits a secondary electron to the continuum. Li+ has only electrons

in its core orbital, so it is the best example to study the ETMD process.68 Being an electron

transfer process, ETMD is usually considerably slower than the energy-transfer-driven ICD

process. However, it becomes a vital decay pathway in a medium if ICD is energetically

forbidden. Since its original formulation, ICD has been investigated theoretically42–46,58 and

experimentally39,47,48 in a variety of system such as rare-gas36,38 clusters, hydrogen-bonded

clusters37 and water solutions.50,239,240 It has been found that not only inner-valence ionized

states may undergo ICD, but any localized electronic excitation whose energy lies above the

ionization potential of a neighbour can undergo ICD. Thus, the ICD of ionized-excited,7,40,41

doubly ionized, or neutral-excited states of clusters have been observed and investigated theo-

retically. Moreover, it turns out that this decay process can be initiated not only by photons but

also by energetic electrons and positive heavy ions. Experimentally, the ETMD process has

been observed in rare gas clusters60,62,72,241,242 and alkali-doped helium droplets.66,243–245

Recently, Unger et al.71 have investigated the ETMD process in LiCl aqueous solution. The

ETMD process has been studied theoretically in hydrogen bonded clusters.69,246 Recently,

Ghosh et al.67 have investigated the ETMD process in the HeLi2 cluster. Their investigation

has shown that the multi-mode nuclear dynamics play a significant role in the ETMD process.

The ETMD process has also been investigated theoretically in microsolvated clusters.247

The high efficiency of interatomic decay processes (i.e. ICD, ETMD) makes it imperative

to take these interatomic decay processes into account for proper understanding of physico-

chemical phenomena induced in biological systems by ionizing radiation and related to ra-

diation damage. First, ICD and ETMD result in the production of low energy electrons

(LEEs) through ionization of the medium. LEEs are known to be very effective in causing
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DNA strands to break through the resonant dissociative attachment mechanism.248 Second,

the ionization of the medium produces genotoxic radicals such as the hydroxyl radical OH.

Third, both LEE and radicals are produced locally close to where an ionizing particle initially

deposits energy. If this happens close to the DNA molecule, the probability of the complex

being damaged significantly increases. The feasibility of ICD and ETMD among biologically

relevant species was investigated theoretically.76–82,84–88,91,92 Microsolvated clusters with al-

kali metal cations serve as a model system for a natural biological system because ions can

impact the intracellular and extracellular activities, i.e., the movement of enzymes249 and

activities and conformers of proteins.250 Na+ and K+ ions are the key components of the

sodium-potassium pump in the human body. These ions also help to transmit the signals in-

side the brain.251 The proper functioning of Na+ and K+ ions helps us to avoid neurological

diseases.252 Therefore, the investigation of interatomic or intermolecular decay processes in

microsolvated clusters will shed light on chemistry related to radiation damage. The decay

rate of the interatomic decay process specifically depends on the energy of the initially ion-

ized or excited state. Therefore, the proper treatment of the initially ionized or excited state is

necessary to calculate the lifetime of the interatomic decay process. The ionization potential

equation-of-motion coupled-cluster method163–166 augmented by complex absorbing poten-

tial187–190,193,194,207,208,218 (CAP-IP-EOM-CC) method provides proper treatment of ionized

states or excited states with the inclusion of correlation effects (dynamic and non-dynamic)

as well as continuum ones. Therefore, the CAP-IP-EOM-CCSD method195–200 is promising

to describe the interatomic decay process efficiently.

In this chapter, We have reported the implementation of the highly correlated CAP-IP-

EOM-CCSD method, which is a combination of the CAP approach and equation-of-motion

coupled cluster201–206 approach to study the ETMD decay mechanism in microsolvated Li+-

(H2O)n (n=1,3) systems, ICD in Na+-(H2O)n;n=1,2 and Auger decay in K+-(H2O). To see

the effect of the environment on the decay of Li 1s state, We have chosen two iso-electronic

systems, i.e., Li+-NH3 and Li+-H2O. I compare my findings with the existing theoretical and
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Figure 2.1: Various non-radiative decay processes: 1a Auger decay, 1b ICD, both 1c and 1d
ETMD processes. 3 and 2 represent the number of atoms in 1c and 1d, respectively.

experimental data. This chapter is organized as follows: in Section 2.3, We briefly discuss

the equation-of-motion coupled-cluster theory along with the CAP approach. Results and

discussion are presented in Section 2.4. In Section 2.5, we conclude our findings.

2.3 Theory

2.3.1 Complex absorbing potential based equation-of-motion coupled

cluster

To calculate the position and lifetime of the decaying state, We have used the CAP-IP-

EOM-CCSD method. In this section, We discuss the CAP-IP-EOM-CCSD method briefly.

The decaying states are associated with the complex eigenvalues within the formulation of

Siegert.186

Eres = ER− i
Γ

2
(2.3.1)

where ER represents the resonance position and Γ is the decay width. The relation be-

tween decay width and lifetime τ is given by
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τ =
h̄
Γ

(2.3.2)

The meta-stable states are not square-integrable. They can also be seen as discrete states

embedded into the continuum. Hence to describe the metastable states, we require a method

that can simultaneously treat electron correlation and the continuum. CAP and complex scal-

ing190,219–231 are two well-known methods used for the calculation of resonance energies.

Complex absorbing potential (CAP)187–190,193,194,207,208,218 along with quantum chemical

methods is one of the simplest and the favoured approach. CAP has been implemented in

many of the quantum chemical methods for the calculation of resonance states.41,43,45,201–208

CAP along with EOM-CCSD has been used very successfully for the study of ICD and the

shape resonance phenomena.

In the CAP approach, a one-particle potential−iηW is added to the physical Hamiltonian,

making the original Hamiltonian complex symmetric and non-hermitian (i.e., Ĥ(η) = Ĥ-

iηW). As a result, we obtain complex eigenvalues from the CAP augmented Hamiltonian

(Ĥ(η)). The real part denotes the resonance position, and the imaginary part gives half of the

decay width. In Ĥ(η) = Ĥ-iηW, η represents the CAP strength, and W is a local positive-

semidefinite one-particle operator. With the appropriate choice of CAP, the eigenfunctions of

the complex symmetric Hamiltonian become square-integrable, and eigenvalues are discrete.

(Ĥ(η)) is solved for various η values. The resonance energy is obtained by diagonalizing the

complex Hamiltonian matrix Ĥ(η) for multiple values of η . The η trajectory is obtained by

plotting the real and imaginary parts of energy. The local minimum of trajectory is associated

with the position and half decay width of the decaying state.

νi(η) = η
δEi

δη
(2.3.3)

The value of η for which νi(η) is minimum gives the optimal CAP strength. We have used
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a box shape CAP. CAP is applied in the peripheral region so that the target remains unper-

turbed, yet scattered electrons are absorbed.

In the EOM-CC approach, the target state is generated by the action of a CI-like linear

operator onto the initial reference state (closed shell coupled cluster reference state). The

wavefunction for the kth ionized state |Ψk〉 is expressed as

|Ψk〉= R̂(k)|Φcc〉 (2.3.4)

where R̂(k) is an ionization operator. The form of the linear operator for the electron

ionized state can be written as

R̂(k) = ∑
i

ri(k)i+(1/2)∑
i ja

ra
i j(k)a

† ji (2.3.5)

The reference CC wave function, |Φcc〉 can be written as

|Φcc〉= eT̂ |Φ0〉 (2.3.6)

where |φ0〉 is the N-electron closed-shell reference determinant (restricted Hartree-Fock

determinant (RHF) ) and T is the cluster operator. In the coupled cluster singles and doubles

(CCSD) approximation, the T operator can be defined as follows:

T̂ = ∑
ia

ta
i a+a ai +1/4∑

ab
∑
i j

tab
i j a+a a+b aia j (2.3.7)

The indices denoted as a, b, and so on are the virtual spin orbitals, while indices i, j, and

so on are the occupied spin orbitals. In IP-EOM-CCSD framework, the final ionized states
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are obtained by diagonalizing the coupled cluster similarity transformed Hamiltonian within

a (N−1) electron space.

HNR̂(k)|Φ0〉= ωkR̂(k)|Φ0〉 (2.3.8)

Where

HN = e−T̂ ĤNeT̂ −Ecc (2.3.9)

HN is the similarity transformed Hamiltonian and ωk is the energy change connected

with the ionization process. In the IP-EOM-CCSD approach, the matrix is generated in the

1hole and 2hole 1particle (2h-1p) subspace. Diagonalization of the matrix gives us ionization

potential values.

In principle, CAP can be implemented at the self-consistent field (SCF)/ Hartree-Fock,

coupled cluster (CC) or EOMCC level. Adding CAP at the coupled cluster level makes the

cluster amplitudes complex; hence, all the further calculations are complex. The N electron

ground state should be unperturbed. Adding CAP at the CC or SCF level perturbs the N

electron ground state. In this case, we need to correct the N electron ground state by removing

the perturbation to get the correct decay width.

|Φcc(η)〉= eT̂ (η)|Φ0〉 (2.3.10)

HN(η) = eT̂ (η)ĤN(η)eT̂ (η)−〈Φ0|eT̂ (η)ĤN(η)eT̂ (η)|Φ0〉 (2.3.11)

The resonance energy is obtained as

Eres(η) = ωk(η)+Ecc(η)−Ecc(η = 0) (2.3.12)
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Thus, we lose the advantage of computing resonance energy as the direct energy differ-

ence obtained as eigenvalues of HN(η) using the IP-EOM-CCSD approach. Our previous

study of resonance,196 shows that the results are not affected when we implement CAP at

the IP-EOM-CCSD level. In our calculation for the decay width, we have added the CAP

potential in the particle-particle block of the one-particle HN matrix, leaving our N electron

ground state unaffected. Therefore, the HN(η) can be written as

HN(η) = eT̂ (η=0)ĤN(η)eT̂ (η=0)−〈Φ0|eT̂ (η=0)ĤN(η = 0)eT̂ (η=0)|Φ0〉 (2.3.13)

To generate the η trajectory for locating the stationary point, we need to run the CAP-

IP-EOM-CCSD calculations thousands of times. We start with η = 0 and then proceed with

small incremental η values. Since IP-EOM-CCSD scales as N6, it makes our calculations

computationally intensive. Convergence of the equations for various η values may be difficult

as we are interested in the inner valence state, and the presence of a metal ion may add to the

problem. Hence, we have used the full diagonalization of the matrix using BLAS routines.

The dimension of the matrix usually is NH +NH ∗NH ∗NP in a given basis for a system

where NH and NP represent the number of occupied and unoccupied orbitals.

2.4 Results and discussion

This chapter has studied the decay mechanism of the microsolvated clusters of small cations

like Li+, Na+, K+ with water. The bond distance, different environments, and the number of

neighbours play an important role in the decay process. So, we have studied the behaviour of

the decay width in microsolvated clusters as a function of the following parameters:

a) Effect of different molecular environments on decay width for ETMD: We have studied

the decay of the Lithium 1s state in Li+-water and Li+-ammonia. Ammonia resembles the

amino group found in bio-molecules and it is iso-electronic with water also. This is the main
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Table 2.1: Effect of variation of basis set on decay width of the Li 1s state in Li+-H2O for
ETMD process

Basis Energy (eV) Width(meV) lifetime(fs)

aug-cc-pVDZ 72.36 11 60

aug-cc-pVDZ+F(O) 72.32 12 56

aug-cc-pVTZ 71.89 6.6 98

aug-cc-pVTZ+F(O) 72.16 7 96

reason to choose these systems to study the effect of different environments on the ETMD

process. b) To check the impact of an increasing number of surrounding molecules on the

decay width for ETMD: We have studied the decay of the Li+ 1s state in Li+-(H2O)n; n=1,3.

c) To see the effect of bond distance on the decay width for ICD: We have studied the decay

of the 2s state of Na+ in Na+-H2O at various bond lengths. The distance between sodium and

oxygen is varied. d) To study the effect of polarization on the decay width, we have studied

Li+-water and Na+-water systems in the gaseous and liquid phases. We have used the PCM

model253 to study the liquid phase.

We have studied ICD of the Sodium 2s state in Na+-(H2O)n; n=1,2 and Auger decay

of potassium 2s and 2p states in K+-(H2O). Geometries were optimized using the Gaus-

sian09254 software package. For the rest of the calculations, the codes used are homegrown.

2.4.1 Choice of basis set for ETMD process of 1s state of Li+ in Li+-H2O

We have studied Li+-water in four different basis sets. Basis-A is an aug-cc-pVDZ basis

set.255 Basis-B is constructed by adding an extra Rydberg type f function on the oxygen atom

of the water molecule in Basis-A. In the Li+-water system, after ionizing the electron from

the 1s orbital of lithium, an electron will be transferred from oxygen to fill the 1s vacancy

created on lithium. The excess energy will be used to knock out a secondary electron from

oxygen. Thus, it is important to have a Rydberg-type function on oxygen to get the continuum

effect. The exponent of the f function is constructed according to the method of Kaufmann et
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al.256 Basis-C is an aug-cc-pVTZ basis set.257 Basis-D is constructed using the aug-cc-pVTZ

basis set on lithium and oxygen atoms and the cc-pVTZ basis set for the hydrogen atom. In

basis-D, an extra Rydberg f function is added to the oxygen atom, similar to the basis-B. The

CAP box side lengths are chosen to be Cx = Cy = δc and Cz = δc+R/2 a.u. The δc value is

chosen to be 5.0 a.u for the aug-cc-pVDZ basis set and 6 a.u for the aug-cc-pVTZ basis set.

Table 2.1 reports the resonance position and decay width (lifetime) for the Lithium 1s state

in all four basis sets. The triple zeta (TZ) quality basis reduces the decay position by 0.5 eV.

The addition of the Rydberg f function on oxygen has minimal effect on the decay position

(i.e., ionization potential) and the decay width in double zeta and triple zeta basis sets. For

the Li+-water dimer and trimer study, we have used basis-A (i.e., aug-cc-pVDZ basis255) as

the method scales N6, making it computationally expensive with the higher basis set.

2.4.2 Effect of different molecular environments on the ETMD process

To see the impact of different molecular environments on the decay of the lithium 1s state, we

have chosen Li+-NH3 and Li+-H2O as study systems. Since they are iso-electronic systems,

they are relevant systems to study the effect of different molecular environments on the decay

width of lithium 1s state for the ETMD process. We have used the aug-cc-pVTZ + Rydberg

1f function on oxygen and nitrogen. The δc value is chosen to be 6.0 a.u. We have presented

our results in Table 2.2.

The ionization potential of the Li 1s state is 71.89 eV and 71.18 eV in Li+-H2O and

Li+-NH3, respectively. The decay widths are 7 meV and 8 meV, respectively. The decay

is faster in Li+-NH3 (lifetime of 81 fs) than the Li+-H2O (lifetime of 96 fs). It means that

the transfer of the electron to the 1s vacant position of the Li atom is faster in the case

of ammonia than water. It can be explained on the following basis a.) Electronegativity:

Oxygen is a more electronegative atom than nitrogen, making the electron transfer slower in

case of water than ammonia. b.) Position of lone pair electron: The position of the lone pair

electron in the Li+-NH3 is between Li+ and nitrogen. In Li+-H2O, the position of lone pair
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Figure 2.2: a) Orientation of lone pair in Li+-NH3 is toward Li atom, making electron transfer
easier, hence a shorter lifetime. b) The direction of the lone pair in Li+-H2O is perpendicular
to the molecular plane, making electron transfer difficult and, thus, a more significant life-
time. The above picture is generated for isosurface value 0.02 e ˚A−3. Atom colour code Pink:
Lithium, Blue: Nitrogen, Red: Oxygen, and White: Hydrogen.

Table 2.2: Effect of different molecular surroundings on ETMD process for Li 1s state in
Li+-H2O and Li+-NH3 using aug-cc-pVTZ+1f basis set.

System Energy (eV) Width (meV) lifetime(fs)

Li+−H2O 71.89 7 96

Li+−NH3 71.18 8 81

is perpendicular to Li+-H2O molecular plane (not in between Li+ and oxygen); see figure-

2.2. Because of the directional nature of the p-orbital and lone pair’s orientation toward

lithium, electron transfer is much faster in case of ammonia than water. Orbitals of figure-

2.2 are generated by Gaussian09254 software package using density functional theory with

B3LYP functional258–261 and aug-cc-pVTZ basis set.257 The error bar of the IP-EOM-CCSD

method is larger than 1meV. However, the trend should remain the same. To confirm this,

we have calculated the ionization potential (IP) for both systems using CCSD(T) method.

The IP values are 71.81 eV and 71.18 eV for Li+-H2O and Li+-NH3 with partial inclusion of

triples, respectively. We hope that the qualitative trend for decay width will be similar. Hence

concluding that the Li+-NH3 decays faster than the Li+-H2O should remain the same.
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2.4.3 Li+-water clusters: Effect of the increasing number of water molecules

in surrounding on the ETMD process

For the Li+-water dimer and trimer systems aug-cc-pVDZ basis set has used. The CAP box

size used for the dimer is Cx = 8 a.u; Cy = Cz = 5 a.u. and Cx = Cy = 10 a.u; Cz = 5 a.u for

the trimer. The Li+ ion is a good example to study the ETMD process since it has only core

electrons. Therefore, ICD and Auger decay processes cannot occur in this system.

If the Li+-water cluster is ionized by removing an electron from the 1s subshell of

the Li+ ion, then the molecule relaxes via the ETMD process. The ETMD process of

Li2+(1s−12s−1) state in Li+-water clusters can be described as follows. After removing an

electron from the 1s orbital of Li+ ion in Li+-H2O (i.e., formation of Li2+-H2O), the 1s va-

cancy of Li2+(1s−12s−1) ion is filled up by a 2p outer valence electron of the oxygen atom

of one of the water molecules. Then, the released energy emits a secondary outer valence

electron from the same or another water molecule. Therefore, the final state (Li+-H2O2+ or

H2O+-Li+-H2O+) of the ETMD process is a double ionized state (with respect to our ini-

tial system, i.e., Li+-H2O). The Li+-H2O2+ final state is produced via an ETMD(2) process,

where both the positive charges are present on one water molecule. The H2O+-Li+-H2O+

double ionized final state (with respect to our initial system, i.e. Li+-H2O) is produced via

ETMD(3). The ETMD channel is open for the 1s ionized state of Li+ ion because the en-

ergy of the Li2+(1s−12s−1) state lies above the double ionized final states (i.e. Li+-H2O2+

or H2O+-Li+-H2O+). Thus, the positively charged water molecules will repel the positively

charged Lithium ion leading to a Coulomb explosion. The different variants of ETMD (i.e.

ETMD(2) or ETMD(3)) may be possible with an increasing number of water molecules sur-

rounding the Li+ ion. The 1s ionization energy of the Li+ ion in Li+-water cluster varies from

72.35 to 67.45 eV depending on the number of water molecules present in the surroundings

of Li+ ion. Here, we have calculated the lifetime of 1s ionized state of Li+ ion in various

Li+-water clusters.

In figure-2.3, we have plotted the decay values for the Li+-(H2O)n;n=1,3 system, where
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the aug-cc-pVDZ basis set is used. As we move from the monomer to the trimer, the decay

position reduces from 72.35 eV to 67.45 eV. On the other hand, the decay width increases

from 11 meV to 63 meV. There are two factors that can affect the decay width: first, the bond

distance between the Li+ and H2O molecules and second, the number of surrounding water

molecules. The bond length does not seem to have much effect as we move from the monomer

(1.867 Å) to the dimer (1.86 Å). Therefore, the number of decay channels play a significant

role in increasing the decay width as we move from monomer to dimer. From figure-2.3, we

have noticed that the decay width increases nonlinearly. The possible reason for the nonlinear

growth of the decay width is that the number of decay channels increases nonlinearly with

an increasing number of water molecules surrounding the Li+ ion. Cederbaum and Müller69

have studied Li+-H2O with up to five water molecules using a perturbation theory ansatz

with SCF integrals. They estimated lifetimes in the range of 100-20 fs. Our results give the

decay time range from 60 fs to 10 fs from monomer to trimer in the aug-cc-pVDZ basis.255

In the aug-cc-pVTZ basis set,257 we obtained a lifetime of 98 fs, which is in good agreement

with the Cederbaum and Müller. See reference262 for details of the IP and DIP spectra of the

Li+-(H2O)n complex.

2.4.4 Na+-water cluster: Effect of distance and increasing number of

water molecules on the ICD process

The 2s ionized state of the Na atom in the Na+-H2O system can relax via the ICD process.

The ICD process of the 2s ionized state of the Na atom in the Na+-H2O system can be

described as follows: after removing an electron from the 2s subshell of Na atom, the 2s

vacancy of the Na atom in the Na2+-H2O is filled up by a 2p outer valence electron of the

Na atom. Then the released energy is transferred to the neighbouring H2O molecule which

emits a secondary electron. Therefore, the final state of the ICD process is characterized by

the Na2+ (2p−13s−1) O+H2 (2p−1) triple ionized state. Energetically, the ICD process is

possible in the Na+-H2O system because the energy of the 2s ionized state of the Na atom
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Figure 2.3: Effect of the increased number of surrounding water molecules on ETMD process
using an aug-cc-pVDZ basis set.

lies above the energy of the Na2+ (2p−13s−1) O+H2(2p−1) final state.

The decay of the Sodium 2s state in the Na+-H2O system is studied in a modified maug-

cc-pV(T+d)Z263 basis set and augmented by 3s3p1d functions for Oxygen atom only(taken

from the basis set exchange library,264 then modified) for sodium and oxygen and cc-pVDZ255

for hydrogen. The detailed basis set used for the system is described in supporting informa-

tion. To see the effect of bond length on the decay width, we have studied the Na+-water

system for various bond lengths, i.e. 2.24988 Å to 5.0 Å between the sodium and the oxygen

atom. The geometry was optimized using the CCSD method in the aug-cc-pVDZ basis255

and the bond distance between sodium and oxygen was found to be 2.24988 Å. Thus, we

have used this bond distance. The CAP box size used in our calculation is Cx = 8.7 ,Cy = 6.5

and Cz = 5.0 a.u. Figure-2.4 summarizes the results for various bond lengths. We know from

equation 2 that the decay width and lifetime of a temporary bound state (TBS) are inversely

proportional to each other. We observe that the lifetime increases rapidly as the bond length
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Figure 2.4: Effect of bond length on ICD process for the 2s state of Na in Na+-H2O using
maug-cc-pV(T+d)Z basis set.

increases or the decay width rapidly decreases with an increase in the bond length. A sharp

change in decay width from 251 meV (2.6 fs) at 2.24988 Å to 142 meV (4.6 fs) at 2.29 Å is

observed. Then it saturates at 33 meV (20 fs) at 5.0Å. It may become bound with a further

increase in the bond length. We also report the Fano-ADC246 results at 2.30 Å, which uses

cc-pCVTZ+2s2p2d1f KBJ256 basis for sodium and oxygen and cc-pVTZ+1s1p1d KBJ256 for

hydrogen. The lifetime of 7 fs was reported using the Fano-ADC method. The experimen-

tal265 value of the decay time of the Na 2s state is 3.1 fs. Our results predict the decay time to

be 2.6 fs at the equilibrium bond length which shows good agreement with the experimental

value.

To see the effect of the increased number of surrounding molecules on the decay width

in the ICD process, we also studied the Na+-water dimer. The optimized geometry was ob-

tained using the B3LYP functional258–261 and the 6-311++g(3d,2p) basis set266 in the Gaus-

sian09254 software package. The CAP box size used for the Na+-water system in our calcu-

lation is Cx = 12 ,Cy = 7 and Cz = 7 a.u. We have used a spherical basis set for the Na+-water

dimer due to scaling of the CC equations (i.e., in a cartesian basis, the Na+-water dimer is
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Table 2.3: Different decay process in different systems: Auger decay in K+-H2O, ICD in
Na+-(H2O)n and ETMD in Li+-(H2O)n (where n=1,2).

Basis System Energy (eV) Width in meV (fs)

maug-cc-pV(T+d)Z@ Li+-H2O 71.81 7.64 (86)

maug-cc-pV(T+d)Z@ Li+-(H2O)2 69.03 16.12 (40.8)

maug-cc-pV(T+d)Z∗∗ Na+-H2O 79.49 129 (5.1)

maug-cc-pV(T+d)Z∗∗ Na+-(H2O)2 78.19 305 (2.1)

aug-cc-pVDZ-X2C K+-H2O (2s) 396 423 (1.5)

278 (2.4)∗

aug-cc-pVDZ-X2C K+-H2O (2p) 315 74.86 (8.8)

246 (2.7)∗

* represents the 2nd decay value that we have observed.
** represents the maug-cc-pV(T+d)Z + 3s3p1d on O atom in Spherical basis.
@ represents the maug-cc-pV(T+d)Z + 3s3p1d on O atom in Cartesian basis.

computationally very expensive). To compare Na+-(H2O)2 with Na+-H2O, we again run

Na+-H2O in a spherical basis set. In Na+-(H2O)2 and Na+-H2O, the bond distances between

sodium and oxygen are 2.2453 and 2.24988 Å, respectively. The decay width of the 2s state

of Sodium in Na+-(H2O)2 is 305 meV (2.1 fs) compared to 129 meV (5.1 fs) in Na+-H2O.

2.4.5 Auger Decay process for the 2s and 2p ionized states of K in K+-

water

The 2s and 2p ionized states of the K atom in the K+-H2O can relax via the Auger process.

In our calculations, we have used the optimized geometry for K+-H2O obtained using the

B3LYP functional258–261 and the 6-311++g(3d,2p) basis set267 in the Gaussian09254 software

package. For the computation of the decay width, we have employed the aug-cc-pVDZ-X2C

basis set268 for potassium, aug-cc-pVDZ255 for oxygen and the cc-pVDZ basis set255 for

hydrogen. The results for the 2s and 2p ionized states are presented in Table-2.3 along with

Li+-(H2O)n and Na+-(H2O)n; n=1,2. Here, for the Li+-(H2O)n; n=1,2, we have used the
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maug-cc-pV(T+d)Z263+ 3s3p1d basis set on Oxygen while for Li we have used maug-cc-

pV(T+d)Z basis set263 to maintain consistency. The CAP box size used for K+-water system

in our calculation is Cx = 7 ,Cy = 4 and Cz = 4 a.u. In the case of the K+-H2O system,

we observed two stationary points on the η trajectory indicating decay through a cascade

mechanism. Experimentally, a similar kind of two stationary points (cascade decay type

effect) was observed.269 The η trajectory shows only one stationary point for the other two

systems (Li+-H2O, Na+-H2O).

The Auger process of the (2s, 2p) ionized state of the K atom in K+-H2O (4s−1) can be

rationalized as follows: After removing an electron from the 2s or 2p subshell of the K atom

in K+-H2O (formation of K2+-H2O)(2s−1 4s−1 or 2p−1 4s−1), the 2s or 2p vacancy is filled

up by a 3p or 3s outer valence electron of the K atom. Then the released energy is used

to knock out another secondary outer valence electron from the 3p or 3s subshell of the K

atom (formation of K3+-H2O). This two-hole state ( K3+(3p−2 4s−1)H2O or K3+(3p−1 3s−1

4s−1)H2O or K3+(3s−2 4s−1)H2O) (which is with respect to our initial system K+-H2O) is

unstable and further relax via another decay process which is a three-hole state. Energetically

the Auger process will be viable if the energy of the 2s or 2p ionized state of the K atom lies

above the triple ionized final states. The calculation of the three-hole state is beyond the

scope of this thesis.

The Auger decay width for the 2p ionized state is 75 meV (i.e. 8.8 fs) which undergoes

further decay with a decay width of 246 meV corresponding to a lifetime of 2.7 fs. Similarly,

the Auger decay width for the 2s ionized state is 423 meV with a lifetime of 1.5 fs which

undergoes further decay with a decay width of 278 meV corresponding to a lifetime of 2.4

fs. Pokapanich et al.270 have studied the Auger decay in potassium chloride surrounded by

water molecules.
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Table 2.4: Polarization effect on decay width in ETMD and ICD processes for X+-H2O
system (X = Li, Na).

Basis System medium Energy (eV) Width in meV(fs)

aug-cc-pVDZ +F(O) Li+−H2O GAS 72.36 12 (56)

aug-cc-pVDZ+F(O) Li+−H2O PCM 72.3 9.7 (67)

m-aug-cc-PV(T+d)Z Na+−H2O GAS 79.78 143 (4.6)

m-aug-cc-PV(T+d)Z Na+−H2O PCM 79.73 108 (6.0)

2.4.6 Polarized Surrounding effect on ETMD and ICD

We have studied the Li+-water and Na+-water in the gaseous and aqueous medium to see

the effect of a polarized surrounding on the decay width in the ETMD and ICD processes,

respectively. We have used the PCM model253 for the aqueous phase, where water is the

solvent. The bond distance and CAP box size were kept identical for the gaseous and aque-

ous phases. The results are presented in Table 2.4. For the Li+-water 1s state, the decay

position remains almost identical; however, the decay width changes from 12 meV (56 fs)

for the gaseous medium to 9.7 meV (67 fs) for the aqueous medium. The decay is slower

in the aqueous medium compared to the gaseous medium. A similar trend was observed for

the Na+-water’s 2s state and the decay width changes from 143 meV (4.6) for the gaseous

medium to 108 meV (6 fs) for the aqueous medium. The slow decay in the aqueous medium

is due to the polarization provided by the medium which makes the ionized state more stable

than the gaseous medium.

2.5 Conclusions

This chapter has used the CAP-IP-EOM-CCSD method to study the various decay processes

in microsolvated alkali metal ions i.e. Li+, Na+ and K+. The CAP-IP-EOM-CCSD method is

used for the first time to explore the ETMD lifetimes for the Li 1s state in Li+-H2O clusters.

It is observed that the decay widths are sensitive to the bond length, surrounding atoms,
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medium (gas or liquid) and the number of neighboring molecules. We have studied the effect

of all these parameters on the decay width of Li+-H2O and Na+-H2O clusters.

We have studied the decay of 1s, 2s, and both 2s and 2p states in Li+, Na+ and K+ with

water, respectively. The Li 1s state undergoes ETMD whereas the Na 2s state decays via ICD.

The K 2s and 2p states undergo Auger decay. To study the impact of different molecular

environments, the 1s ionized state of the Li atom was studied in Li+-NH3 and Li+-H2O.

Since water and ammonia are isoelectronic, it will be interesting to study the effect of the

environment on the decay width. We found that decay is faster in Li+-NH3 (81 fs) than in

Li+-H2O (96 fs). The possible explanation for this could be, first, the higher electronegativity

of oxygen than nitrogen, making electron transfer more difficult than nitrogen. Second, the

location of the lone pair. In Li+-NH3, it is between Li+ and nitrogen, whereas in Li+-H2O,

it is perpendicular to the molecular plane. Because of the directional nature of p-orbitals and

the orientation of the lone pair toward lithium, electron transfer is much faster in the case of

ammonia than water (See Figure-2.2 for details).

We have studied the ETMD lifetime for the 1s ionized state of the Li atom in the Li+-

(H2O)n (n=1,3) system to see the effect of the number of water molecules on the decay. The

lifetime obtained for the Li+-(H2O)n system is 60 fs, 16 fs and drops further to 10 fs as n

increases from 1 to 3. The lifetime of an ETMD exhibits a considerable drop as the number

of neighbors increases. This is due to a nonlinear increase in the number of decay channels

with an increasing number of surrounding atoms.

To see the effect of bond length on the decay width for the ICD process, we studied the

2s ionized state of Na atom in Na+-H2O at various bond lengths, i.e. 2.2489 Å to 5.0 Å. We

observe that as the bond length increases, the decay width reduces and the lifetime increases

from 2.6 fs at 2.24 Å to 20 fs at 5.0 Å. A similar trend was observed using the Fano ADC

method.247 The authors report a lifetime of 5.5 fs at 2.21 Å and 7 fs at 2.30 Å. Our results for

sodium 2s state are in good agreement with the experiment265 and the Fano ADC247 method.

We have also investigated the ICD lifetime for the 2s ionized state of the Na atom in the Na+-
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(H2O)n (n=1,2) systems to study the effect of increased water molecules in the surrounding

on ICD. The computed ICD lifetime for the Na+-H2O system is 5.1 fs, and it decreases

strongly to 2.1 fs for the Na+-(H2O)2 system. We have used a spherical Gaussian basis set

here for monomer and dimer to have a proper comparison. The sensitivity of the decay width

to the spherical or cartesian basis is also observed. We have investigated the Auger lifetime

for the 2s and 2p ionized state of the K atom in the K+-(H2O) system. The computed Auger

lifetimes for the 2s and 2p ionized states are 2.36 fs and 2.67 fs, respectively. The η trajectory

indicates a cascade decay for the K+-(H2O) system. The Auger decay initiates another decay

after a short-lived state leading to a more stable state. Since the Auger decay is a localized

decay, we do not expect much change with bond length or number of neighbours.

To know the polarization effect on the ICD and ETMD processes, we studied the decay of

the 1s state of the Li atom and the 2s state of Na in Li+-(H2O) and Na+-(H2O), respectively.

We used the PCM model253 in our study. In both cases, our results show that the polarization

stabilizes the system, i.e., decay time is increased in the liquid phase compared to the gaseous

phase. In this chapter, we studied the decay width of alkali metal ions as a function of differ-

ent molecular environments, increase of surrounding molecules in a system, bond distance,

basis set and polarization of the medium.
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Chapter 3
Effect of Protonation and Deprotonation

on Electron Transfer Mediated Decay

and Interatomic Coulombic Decay
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3.1 Abstract

Electronically excited atoms or molecules in an environment are often subject to interatomic/intermolecular

Coulombic decay (ICD) and/or electron transfer mediated decay (ETMD) mechanisms. A

few of the numerous variables that can impact these non-radiative decay mechanisms include

bond distance, the number of nearby atoms or molecules, and the polarisation effect. In this

chapter, we have studied the effect of protonation and deprotonation on the ionization poten-

tial (IP), double ionization potential (DIP), and lifetime (or decay width) of the temporary

bound state in these non-radiative decay processes. We have chosen LiH-NH3 and LiH-H2O

as test systems. The equation of motion coupled cluster singles and doubles method aug-

mented by complex absorbing potential (CAP-EOM-CCSD) has been used in calculating the

energetic position of the decaying state and the system’s decay rate. Deprotonation of LiH-

NH3/LiH-H2O either from the metal center (LiH) or from ammonia/water lowers the IP and

DIP compared to the neutral systems. In contrast, protonation increases these quantities com-

pared to neutral systems. The protonation closes the inner valence state relaxation channels

for ICD/ETMD. For example, the decay of the O-2s/N-2s state stops in protonated systems

(LiH+
2 -H2O, LiH+

2 -NH3, and LiH-NH+
4 ). Our study also shows that the efficiency, i.e., the

rate of ICD/ETMD, can be altered by protonation and deprotonation. It is expected to have

implications for chemical and biological systems.

3.2 Introduction

The knowledge on the importance of non-radiative processes like interatomic and intermolec-

ular coulombic decay (ICD)35,42 and electron transfer mediated decay (ETMD)59,60,69,241,242,246

has substantially increased over the past two decades. ICD, first proposed by Cederbaum et

al.,35,42 is a nonlocal and efficient decay mechanism that occurs at the femtosecond timescale.

During this process, when an ionized/excited system relaxes non-radiatively in an environ-

ment, an electron from an outer valence shell fills the inner valence shell’s vacancy, resulting
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in a virtual photon emission that knocks out a valence electron from an adjacent atom or

molecule. This situation leads to a Coulomb explosion due to the proximity of two pos-

itively charged species. The energy transfer happens quickly, i.e. in a few to a hundred

femtoseconds. ICD was initially studied theoretically43–45 and experimentally47,48,50,54,70,71

in hydrogen-bonded,37 and weakly bound rare gas clusters.36,38 In ETMD, an electron is

transferred from a neighboring atom to an initially ionized atom or molecule. The excess

energy can knock out a second electron from the same donor atom/molecule in ETMD(2)

process. While in ETMD(3), secondary electron ejection occurred from the second adjacent

atom/molecule. Since ETMD involves the transfer of electrons from a neighboring species to

an initially ionized species, it is usually slower than the ICD. See figure 3.1 for a better under-

standing of the difference between ICD and ETMD. The low-energy electrons generated dur-

ing ICD and ETMD have different kinetic energies. One can use this information to identify

the specific local environment. Thus, the study of ICD and ETMD is essential to understand-

ing the decay of the ionized inner valence state in an environment. Recent studies40,58 show

that various factors influence the ICD/ETMD process, like the number of surrounding atoms

or molecules, bond distance, geometry, and the medium in which energy/electron transfer

happens. The environment can change the lifetime of a temporary bound state (TBS) under-

going ICD / ETMD by stabilizing or destabilizing it. Thus, environmental effects/properties

play a particularly relevant role. In this chapter, we explore an important environmental ef-

fect: the protonation and deprotonation effect on ICD and ETMD. Specifically, we will study

the impact of protonation and deprotonation on ionization potential (IP), Double ionization

potential (DIP), and decay width (or the lifetime of TBS). Recently, the effect of protonation

and deprotonation on IP and DIP in pure ammonia clusters271 has been studied. Still, the

impact of protonation and deprotonation on the lifetime of TBS has not been studied. We are

the first ones to learn it through this study. The reason to choose LiH-H2O-related systems is

that the effect of protonation and deprotonation (as studied in Chapter 3) on ETMD can only

be analyzed using a Li+ ion-related system without interference of other decay processes
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Figure 3.1: Visual representation of electronic decay processes. (1a.) In ETMD(2), an inner
valence vacancy is filled by an outer valence electron of the neighboring molecule B, and
another valence electron is emitted from the same molecule B, leaving a final AB2+ molecular
state. (1b.) ICD, a valence electron from molecule A, fills the vacancy, and the released
energy is transferred to an outer valence electron of neighboring molecule B. Thus forming
A+B+ as the final state. (1c.) ETMD(3) process in which the vacancy in molecule A is
filled by an outer valence electron of the neighboring molecule B, and ejection of the second
electron occurs from another adjacent molecule C, leaving AB+C+ as the final state. The
number 2 and 3 represents the number of molecules involved in the ETMD process.

because there is no valence electron in Li+ ion. Since LiH-H2O-related systems do not exist

in biological systems, however, by using these systems, one can gain a high understanding

of the behavior of the ETMD process upon protonation and deprotonation, which is very

important.

Our aim is to understand the effect of protonation/deprotonation on the ICD/ETMD us-

ing alkali metal ions microsolvated in water and ammonia. Understanding this may help us

control the relevant process in a chemical environment. This tells us how a change in sur-
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rounding and protonation/deprotonation affects the decay process and lifetime of the TBS.

The first step towards this will be doing these calculations accurately for a metal ion-water

system and its protonated/ deprotonated form with the coupled-cluster methods, which scale

as N6. To get the decay width, we need to solve the CC equation thousands of times, which

makes it computationally expensive. Thus, we wanted to study the smallest possible metal-

related system. Therefore, we chose Lithium, although we know that the alkali metals Na+,

K+, etc., are more relevant biologically. Also, as the first step towards this, gas-phase cal-

culations are done. We may have to implement some approximate method for the actual

interesting systems. We have discussed our finding and their possible reasons in the results

and discussion section, followed by the Conclusion. Last, we have discussed the Computa-

tional and Theoretical details of the Equation of motion coupled cluster methods.

3.3 Theory and Computational Details

We will initially examine the computational specifics before going through the decay pro-

cesses’ theory and procedures. Geometries of all molecules were optimized in the Gaus-

sian09 software package254 using B3LYP258–261 functional and 6-311++g(2d,p) basis set.272

The IPs of neutral, protonated, and deprotonated clusters are calculated using the equation

of motion coupled-cluster singles and doubles (EOM-CCSD) method.159,160,167,170 The DIP

values are computed using the diagonalization of the 2-hole block of EOM-CCSD. The decay

position and width of the system are calculated using the EOM-CCSD method augmented by

the complex absorbing potential (CAP).187–190,214,218 The aug-cc-pVTZ basis set257 is used

for CAP-EOM-CCSD calculations. For information on the CAP-EOM-CCSD technique for

ICD, ETMD(2), and ETMD(3), see reference.40 For both neutral systems, the CAP-EOM-

CCSD computations have been performed with various box sizes. The dimension of optimum

box size was found to be Cx = Cy = Cz = 9 a.u and δC in protonated, deprotonated, and neutral

LiH-NH3. δC = R/2 was added along the molecular axis. For protonated, deprotonated, and
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neutral LiH-H2O systems, box dimensions were Cx = Cy = Cz = 11 a.u and δC. Again, the

δC = R/2 value was added along the molecular axis, where R is the length of the molecule

in atomic units. Calculations of IP, DIP, and decay widths are done using homegrown codes.

We will now quickly go over the CAP-EOM-CCSD methodology.

The target state, which is one hole state, is generated by the action of a linear operator

R̂(k) on the ground state wavefunction. The equation for the target state |Ψk〉 can be written

as

|Ψk〉= R̂(k)|Φcc〉 (3.3.1)

where |Φcc〉 is the coupled-cluster wavefunction. It can be defined as

|Φcc〉= eT̂ |Φ0〉 (3.3.2)

Where |Φ0〉 is the ground state Hartree-Fock wavefunction, R̂(k) is an ionization operator,

and T’s (T = T1 + T2 for CCSD) are hole-particle excitation operators. T and R commute

with each other. The linear operator R̂(k) within singles and doubles approximation is written

as

R̂(k) = ∑
i

ri(k)i+ ∑
i, j,a

ra
i j(k)a

† ji (3.3.3)

The similarity transformed Hamiltonian HN is formed as below.

HN = e−T̂ ĤNeT̂ −〈Φ0|e−T̂ ĤNeT̂ |Φ0〉 (3.3.4)

The ionization potential values are obtained by diagonalizing the coupled-cluster similarity

transformed Hamiltonian within (N−1) electron space. This similarity transformed Hamil-
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tonian is formed within 1-hole and 2-hole one particle space.

HNR̂(k)|Φ0〉= ωkR̂(k)|Φ0〉 (3.3.5)

Where ωk is the difference between the N and (N-1) electronic state, which is the IP of the kth

state. The position and lifetime of the decaying state are obtained by augmenting the EOM-

CCSD by complex absorbing potential (CAP). CAP approach adds a one-particle potential

to the physical Hamiltonian -iηW. This makes the original Hamiltonian complex and non-

hermitian Ĥ(η) = Ĥ-iηW. Where W is the real potential and η is the strength of CAP. The

complex eigenvalues of the non-hermitian Hamiltonian give us the system’s position and half

decay width. In CAP-EOM-CCSD, we get the total decay width, i.e., the contribution from

all possible decay channels. We do not get the decay width for the individual decay process.

We solve the Ĥ(η) = Ĥ-iηW equation for various values of η to obtain complex energies that

are η dependent. Real part vs. imaginary part of energy plotted in energy plot that shows the

η trajectory. The stationary point on the trajectory provides the stabilization point.

3.4 Results and Discussion

We will study the effect of protonation and deprotonation on the IP, DIP, and lifetime of O-

2s, N-2s, and Li-1s TBS in the gaseous state. We have chosen LiH-H2O and LiH-NH3 as

test systems for our study. Protonation and deprotonation can occur either from LiH (metal

center) or H2O/NH3. Thus, LiH+
2 -NH3 and LiH-NH+

4 will be formed by the protonation of

LiH-NH3 and Li−-NH3 and LiH-NH−2 by deprotonation. Similarly, for the LiH-H2O system,

we have Li−-H2O and LiH-OH− as deprotonated and LiH+
2 -H2O only as a protonated system.

Due to the instability of LiH-H3O+, global minima could not be found. Understanding the

impact of deprotonation and protonation on ICD and ETMD in microsolvated systems is a

step toward helping us control these relevant and abundant processes in various chemical

environments and may also be in biological systems. We will first study, analyze and then
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Figure 3.2: The IPs of neutral LiH-H2O and its deprotonated and protonated species. The
smaller black line denotes the lowest DIP value. The structure of the respective system is
shown on the right of each panel. Atom color code : Red: Oxygen, Pink: Lithium, and
White: Hydrogen.

compare the effect of the protonation and deprotonation on IP and DIP for LiH-NH3, LiH-

H2O, along with their protonated and deprotonated systems. Later, we will examine the

factors that affect TBS lifetime and whether it is possible to find a general trend in the lifetime

of TBS on protonation and deprotonation.

3.4.1 Effect of protonation and deprotonation on the IP and DIP

Figures 3.2 and 3.3 display all the IPs (except O-1s) and the lowest DIP values of the neu-

tral, protonated, and deprotonated LiH-H2O and LiH-NH3 systems, respectively. We have
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Figure 3.3: The IPs of deprotonated, protonated, and neutral LiH-NH3. The smaller black
line denotes the lowest DIP value. The structure of the respective system is shown on the
right of each panel. Atom color code : Blue: Nitrogen, Pink: Lithium, and White: Hydrogen.
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written down a few observations from both figures (3.2 and 3.3) and will provide possible

explanations for them. First, we observe the decrease in system’s IP and DIP values with

deprotonation and an increase after protonation. This is due to the change in effective nu-

clear charge on deprotonation and protonation. Protonation increases the effective nuclear

charge (ENC) while deprotonation decreases it. Electron ejection becomes challenging as

ENC rises. As a result, we saw that IP and DIP value increased on protonation and decreased

after deprotonation. Second, from figure 3.3, if we compare the IP values of the two depro-

tonated systems of LiH-NH3, i.e., Li−-NH3 and LiH-NH−2 . The IP values for all the states of

Li−-NH3 are higher than the corresponding LiH-NH−2 , except for the IP of HOMO. HOMO’s

IP of LiH-NH−2 (3.06 eV) is more than HOMO’s IP of Li−-NH3 (0.33 eV), which is just op-

posite of the rest of the IP trend. A similar trend is observed between deprotonated systems

of LiH-H2O (see Figure 3.2).

The IP values of HOMO in the metal-centered deprotonated systems (Li−-NH3 and Li−-

H2O) almost drop to zero. The lowest IP (HOMO’s IP) values of metal-centered deprotonated

systems are so small that both systems may lose their outer-valance electron vibrationally. To

know that, we have calculated these system’s ionization energy (IE) and zero point energy.

The IE value was found to be 0.54 eV and 0.46 eV for the Li−-H2O and Li−-NH3, respec-

tively. But the zero point energy is 0.62 eV for Li−-H2O and 0.99 eV for Li−-NH3. It is

clear that the zero-point energy of the metal-centered deprotonated systems is higher than

its ionization energy. Thus, we conclude that the metal-centered deprotonated systems can

lose electrons vibrationally in their ground state and are not electronically stable. Therefore,

we will not further study the metal-centered deprotonated systems for the decay width. We

have used the CCSD(T) method (a gold standard in theory) for the ionization energy and

zero-point energy with the aug-cc-pVTZ basis set.257

Till now, it’s clear that electrons can lose vibrationally, but it does not tell why the

HOMO’s IP values of metal-centered deprotonated systems are so low than HOMO’s IP of

their respective neutral systems and other deprotonated systems (LiH-NH−2 and LiH-OH−).
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To understand that, we will discuss both systems’ geometric and electronic structures before

returning to the ionization spectra. Our primary focus will be the HOMO since HOMO does

not fit the rest of the IP trend.

We must know about the HOMO and its constituting atomic orbitals in neutral and metal-

centered deprotonated systems to understand the changes clearly. Lithium-2s and hydrogen-

1s atomic orbitals form the HOMO in neutral systems (LiH-NH3 and LiH-H2O). After de-

protonation from the metal center, HOMO is mainly Li-2s in metal-centered deprotonated

systems (Li−-NH3 and Li−-H2O). However, the HOMO of other deprotonated systems (LiH-

NH−2 /LiH-OH−) is similar to the corresponding neutral systems. The LiH bond is ionic, so

electron density is mainly towards the more electronegative atom in the Li-H bond, which

is the hydrogen atom. Figure 3.4(a,b, and c) shows the location of HOMO (Li-2s), the low-

est unoccupied molecular orbital (LUMO) (N-H antibonding), and both in one frame for

Li−-NH3. There is a partial overlapping in space between the HOMO and LUMO, which

indicates the possibility of electron density transfer from HOMO to LUMO. Natural bond

order (NBO) analysis proves this possibility, showing that the system stabilizes by 8.66×3 =

25.98 kcal/mol by delocalizing the electron density to 3 degenerate N-H antibonding orbitals

from HOMO. Since the HOMO of Li-2s is spherical, all three delocalizations can happen

simultaneously. One more interaction stabilizing the system by 3.61 kcal/mol occurs be-

tween HOMO and Rydberg states (3s orbital) of N. Resulting in HOMO will have negligible

electron density. Hence, the IP of HOMO is lowered dramatically to 0.33 eV in Li−-NH3.

The NBO analysis has been done using the CCSD(T) level of theory and aug-cc-pVTZ basis

set257 in the Gaussian09 software package.254 MOs in figure 3.4, has been generated after

NBO analysis. A similar kind of partial overlapping in space (shown in figure 3.4d) and in-

teraction between HOMO and LUMO is observed in Li−-H2O. Here, the system stabilizes

by 17.18×2 = 34.36 kcal/mol by delocalizing Li-2s electron density to 2 O-H antibonding or-

bitals, drastically lowering the IP of HOMO to 0.42 eV. A similar interaction between HOMO

and LUMO did not observe in the rest of the systems.
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a

c db

Figure 3.4: a and b show HOMO and LUMO in Li−-NH3. c shows HOMO and LUMO are
together in one picture in Li−-NH3. d shows the same for Li−-H2O. This figure (c and d)
demonstrates these orbitals partially overlap in space. Images are generated for 0.02 eÅ−3

isosurface value. Atom color code-: Blue: Nitrogen, Red: Oxygen, Pink: Lithium, and
White: Hydrogen.

In Li−-NH3 and Li−-H2O, we have seen delocalization of the electron density. However,

despite the fact that both LiH-OH− and LiH-NH−2 are deprotonated systems, why is there

no delocalization in these systems? This can be explained by the fact that lithium is less

electronegative than oxygen and nitrogen in water and ammonia, respectively. As a result,

the lone pair stays close to the oxygen/nitrogen atoms. Second, Li is bound to the pz-orbitals

of nitrogen and oxygen in LiH-OH− and LiH-NH−2 . The electron density after deprotonation

is still present in the px and py orbitals of nitrogen/oxygen. Unlike the s-orbital of Li-2s in

Li−-NH3 and Li−-H2O, which is spherical, p-orbitals are directional. Therefore, in LiH-OH−

and LiH-NH−2 , we do not observe delocalization on deprotonation from ammonia/water.

Third, we noted that the IP was increased more by protonation from the metal center (IP’s

in LiH+
2 -NH3) than by protonation from ammonia (IP’s in LiH-NH+

4 ). For example, the IP

of HOMO is higher in LiH+
2 -NH3 (18.24 eV) than in LiH-NH+

4 (15.10 eV). The reason is

the charge transfer. The location of a H+ ion is critical within the molecule because it can

help promote and demote the charge transfer between lithium and nitrogen. Let’s understand
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how the H+ ion affects charge transfer. As discussed earlier, HOMO in LiH-NH3 is more

localized on hydrogen than lithium. An extra added H+ ion shifts the lithium’s 2s electron

density. Thus, almost all-electron density will be on H+
2 in LiH+

2 -NH3 and LiH-NH+
4 , and

lithium will be left with nearly nothing. However, the direct sharing of a lone pair of am-

monia in LiH+
2 -NH3 overcomes this lack of electron density on Li and stabilizes the system.

LiH+
2 -NH3 geometry shows (see Figure 3.3) that the additional H+ ion is located far from the

ammonia, facilitating charge transfer even more. Such direct electron sharing is impossible

from ammonia to lithium in LiH-NH+
4 since H+

2 is between lithium and nitrogen. Fourth, we

observe that the DIP value is the lowest (4.73 eV for Li−-NH3) and highest (48.26 eV for

LiH+
2 -NH3) when deprotonation and protonation occur from the metal center (LiH), respec-

tively. That’s because HOMO, which corresponds to the lowest DIP orbital, is a combination

of lithium and hydrogen atomic orbitals. Thus, any change to these orbitals can lead to a

considerable shift in DIP. We have so far talked about how protonation and deprotonation

affect IP and DIP values. We have observed that protonation increases the IP and DIP values,

resulting in a few decay (inner valance) channels closing. For example, N-2s TBS in LiH+
2 -

NH3 and LiH-NH+
4 , and O-2s TBS in LiH+

2 -H2O stop showing the decay. Note that the IP

and DIP of the protonated/deprotonated system tell us whether a system is temporarily bound

or not. In other words, if decay is possible or not. Decay is only possible when a state’s IP

exceeds the lowest DIP. This means whether a lifetime of a decaying state will increase or

decrease on protonation or deprotonation cannot be concluded based only on the IP and DIP

values. To know that, we will now study how the protonation and deprotonation affect the

decay width (in meV) and lifetime (in fs) of the TBS, along with the possible reasons.

3.4.2 Effect of protonation and deprotonation on the lifetime of Li-1s

and O-2s/N-2s TBSs in LiH-H2O and LiH-NH3

The visual representation of the ICD and ETMD processes for a general system ABC is

shown in figure 3.1. Since ICD and ETMD(2) include two atoms/molecules, we are not
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Table 3.1: Energetic position of the decaying state and the decay width after Li-1s and O-2s
ionization of LiH-H2O along with its protonated and deprotonated systems.

System Li-1s O-2s

Energy(eV) Width in meV (fs) Energy (eV) Width in meV (fs)

LiH-OH− 55.56 64.27 (10.24) 23.10 16.6 (39.62)

LiH-H2O 61.93 13.41 (49) 35.22 4.7 (139.6)

LiH+
2 -H2O 70.79 50.17 (13.17) — —

a. b. c.
Figure 3.5: a, b, and c show the partially overlapping in space between Li-1s orbital and the
lone pair orbital of oxygen/nitrogen, which are perpendicular to the molecular axis in LiH-
H2O, LiH-OH−, and LiH-NH−2 , respectively. It shows that the orbital’s partial overlapping
in space increases from LiH-H2O to LiH-OH−. Images are generated for 0.02 eÅ−3 isosur-
face value. Atom color code-: Red: Oxygen, Pink: Lithium, Blue: Nitrogen, and White:
Hydrogen.

mentioning molecule C there. You can distinguish between various decay mechanisms by

identifying their final DIP states. The final two-hole states are localized on two separate

molecules in ICD, i.e., A+B+, but in ETMD(2), they are localized on one atom/molecules,

i.e., AB2+ or A2+B. The two-hole localization in ETMD(3) is on the pair of neighboring

molecules, i.e., C+AB+. DIP eigenvalues and eigenvectors offer information on the local-

ization of two holes in molecules. Specifically, eigenvalues tell us whether decay is feasible,

whereas eigenvectors predict whether a process will be ICD, ETMD(2), or ETMD(3). In the

following section, we will compare the systems in tables 3.1 & 3.2 and examine potential

explanations for any variations in the lifetime of Li-1s and O-2s/N-2s TBS on protonation

and deprotonation.
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Lifetime of Li-1s TBS in LiH-H2O, LiH-NH3 and their deprotonated systems

When we compare the lifetime of Li-1s TBS in deprotonated LiH-OH− and neutral LiH-H2O

systems in Table 3.1, we observe a decrease in the lifetime of Li-1s TBS. That’s due to an

increase in the orbital’s partial overlapping in space (see fig. 3.5(a and b) that facilitates a

faster electron transfer from p-orbitals of oxygen to Li-1s orbital. This partial orbital overlap

is influenced by three different causes. First is the charge. In LiH-OH−, oxygen has an

entirely negative charge, while lithium has a high positive charge. Here two adjacent atoms

have opposite charges on them. We know opposite charges attract each other. Therefore,

there will be an increase in attraction force (or partial overlapping of orbitals). The O-Li bond

distance is the second. We observed a reduction in the O-Li bond length while switching from

LiH-H2O (1.924 Å) to LiH-OH− (1.690 Å). This further increases the partial overlapping

between orbitals. The third is electron-electron repulsion. After LiH-H2O deprotonated, an

additional lone pair appeared on OH− in LiH-OH−, which is perpendicular to the molecular

plane. The Li-H bond’s electron density is mostly on hydrogen (more electronegative than Li)

because it is an ionic bond. Therefore, an incoming oxygen’s electrons may feel substantially

less repulsion from Li-2s electrons. This makes the shift of lone pair electrons of oxygen

toward lithium more favorable. This shift of lone pairs increases further when there is a

vacancy formation on Li during the decay, making electron transfer faster between oxygen

and lithium. Thus, we are getting a low lifetime for Li-1s TBS in LiH-OH− than LiH-H2O.

Similar reasoning can explain a decrease in Li-1s TBS lifespan in LiH-NH−2 compared to

LiH-NH3.

Additionally, we’ve seen that the decrease in Li-1s TBS lifetime in LiH-NH−2 relative to

its neutral system is less pronounced than the decrease in Li-1s TBS lifetime in LiH-OH−

relative to its neutral system. Two factors can explain this. First is the number of lone pairs.

LiH-OH− has two lone pairs, which are perpendicular to the molecular plane, while LiH-

NH−2 has one such lone pair. As a result, electron transfer from the oxygen/nitrogen lone

pair to the Li-1s orbital will happen twice as quickly in LiH-OH− as in LiH-NH−2 . Bond
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distance is the second. The O-Li bond distance (1.69 Å) in LiH-OH− is shorter than the

N-Li bond distance (1.85 Å) in LiH-NH−2 . Therefore, the partial overlapping between the

lone pair orbital of oxygen and the lithium 1s orbital will be greater than that between the

lone pair orbital of nitrogen and the lithium 1s orbital. This strong partial overlapping makes

electron transfer faster between O/N and Li-1s in LiH-OH− than in LiH-NH−2 . The lone

pair of oxygen/nitrogen that we are talking about are the ones that are perpendicular to the

molecular axis of each system. Hence, observing a significant reduction in LiH-OH− than in

LiH-NH−2 compared to their neutral systems.

Lifetime of O-2s and N-2s TBS in LiH-H2O, LiH-NH3 and their deprotonated systems

We have seen a large shift in the lifetime of O-2s TBS and a minor decrease in N-2s TBS

in LiH-OH− and LiH-NH−2 compared to their respective neutral systems. There are three

reasons for that. First, LiH-OH− has two lone pairs, which are perpendicular to the molecular

plane, while LiH-NH−2 has one such lone pair. It means LiH-OH− and LiH-NH−2 each have

one lone pair extra than their respective neutral systems. We are aware that bonded electron

density is governed by two attractive forces from two separate nuclei, whereas lone pair

electrons are affected by one nucleus (atom specific). It means the O-2s or N-2s vacancy

can be filled faster in deprotonated systems than in respective neutral systems. Hence, we

observed that the decay becomes faster, and the lifetime will reduce. Second, oxygen is

more electronegative than nitrogen. Thus, attraction felt by electrons is higher in LiH-OH−

than LiH-NH−2 , making decay faster. The third is the eigenvector analysis. We observe that

N-2s have two possible decay channels in LiH-NH−2 , while O-2s have four possible decay

channels in LiH-OH−. Based on eigenvector analysis, N-2s TBS decays by the ICD process

only. In contrast, O-2s TBS decays by ETMD and ICD. Besides these three reasons, huge

geometry and symmetry change may also be the reason for a large drop in the lifetime of

O-2s in LiH-OH− and a minor change in the lifetime of N-2s in LiH-NH−2 compared to their

respective neutral systems. In water-related systems, the H-O-Li bond angle changes from
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Table 3.2: Energetic position of the decaying state and the decay width after Li-1s and N-2s
ionization of LiH-NH3 along with its protonated and deprotonated systems.

System Li-1s N-2s

Energy(eV) Width in meV (fs) Energy (eV) Width in meV (fs)

LiH-NH3 61.48 39.18 (16.79) 30.00 7.19 (91.48)

LiH+
2 -NH3 70.17 10.39 (63.32) — —

protonation and deprotonation on nitrogen

LiH-NH−2 55.50 65.52 (10.45) 19.51 7.48 (87.90)

LiH-NH3 61.48 39.18 (16.79) 30.00 7.19 (91.48)

LiH-NH+
4 71.01 144.06 (4.57) — —

126.6◦ (in LiH-H2O) to 180◦ (in LiH-OH−), and symmetry changes from C2V to C∞v. While

in ammonia-related systems, the H-N-Li bond angle changes from 112.4◦ (in LiH-NH3) to

127.9◦ (in LiH-NH−2 ), and symmetry changes from C3v to C2v. This change in the geometry

of the ammonia-related system is not profound compared to the geometry change of LiH-

OH− form LiH-H2O.

Lifetime of Li-1s TBS in LiH-H2O, LiH-NH3 and their protonated systems

The situation changes in LiH+
2 -H2O and LiH+

2 -NH3 because the molecule can be seen as

three separate units, namely H2O/NH3, Li+, and H2. You might wonder if it makes a dif-

ference whether a molecule has two or three subunits. It matters because the prerequisites

for the ETMD(3) process are met (two nearby atoms or molecules in addition to the atom

or molecule that forms the TBS). The ETMD(3) decay process can be described for Li-1s

TBS in LiH+
2 -H2O and LiH+

2 -NH3, as the lithium atom receives a second positive charge

due to photoionization (Li-1s vacancy formation). Then an electron from the H2 subunit will

fill the Li-1s vacancy, and the released virtual photon will eject a secondary electron from

either NH3 or H2O. The directional nature of p-orbitals is critical in explaining increases and

decreases in the lifetime of the Li-1s TBS in the protonated systems (LiH+
2 -H2O, LiH+

2 -NH3,
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and LiH-NH+
4 ). The nitrogen/oxygen lone pair orbital is oriented toward the Li-1s TBS in

LiH+
2 -NH3 and perpendicular to the molecular plane in LiH+

2 -H2O. As a result, charge trans-

fer in LiH+
2 -NH3 is eased, and we can observe that lone pairs of ammonia stabilize Li-1s

TBS while LiH+
2 -H2O does not experience this stabilization from water. This explains why

the Li-1s TBS lifetime in LiH+
2 -H2O and LiH+

2 -NH3 differs from those of their neutral sys-

tems. Since H2 sits between Li and ammonia in LiH-NH+
4 , there is no direct stabilizing effect

by ammonia’s lone pair in this compound. As a result, LiH-NH+
4 has a lower Li-1s TBS life-

time than LiH-NH3. Protonation raises the IP and DIP values, which shuts the decay channel

for the O-2s and N-2s in their respective protonated systems (LiH+
2 -H2O, LiH-NH+

4 , and

LiH+
2 -NH3). This explains the absence of N-2s and O-2s peaks in their respective protonated

systems.

3.5 Conclusion

The impact of protonation and deprotonation on the system’s IP, DIP, and lifetime has been

examined in this chapter. LiH-NH3 and LiH-H2O have been selected as test systems. For

our research, we employed the EOM-CCSD approach with CAP potential. Our investigation

found that protonation raises IP and DIP values relative to the neutral system, while deproto-

nation decreases IP and DIP values. However, we do not see such a general trend for the decay

width/lifetime on protonation or deprotonation. In general, a molecule’s protonation or de-

protonation impacts its structural stability, which results in noticeable changes to the system’s

geometry and charge distribution. For example, due to protonation/deprotonation, geometry

changes dominate the decay widths in water-related systems. However, in ammonia-related

systems, we observe that charge transfer makes the system stable (i.e., LiH+
2 -NH3), caus-

ing a significant difference in decay width. These two elements influence the difference in

the decay width of the system. We cannot state that protonation or deprotonation will cause

an increase or decrease in decay width, unlike the IP/DIP values. We find that protonation
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(either from the metal center (LiH) or from H2O/NH3) shuts N-2s and O-2s (inner valence)

decay pathways. However, the decay channel remains open for the core state Li-1s even after

protonation. Li-1s TBS decays more quickly in deprotonated systems than in the correspond-

ing neutral system because deprotonation increases the number of potential decay channels

relative to the neutral system. Since the ammonia lone pair orbital is oriented toward Li and

facilitates faster electron transmission, the Li-1s TBS decays in LiH-NH3 more quickly than

in LiH-H2O. We draw the conclusion that the Li-1s TBS decays in neutral and deprotonated

systems through ICD and ETMD(2) based on eigenvector analysis of the DIP. However, Li-

1s decays via ETMD(2 & 3) in LiH+
2 -NH3 and LiH+

2 -H2O following protonation. O-2s and

N-2s TBS decay via ICD and ETMD(2) in the neutral system. But in deprotonated systems,

N-2s decay via ICD (in LiH-NH−2 ) only, whereas O-2s (in LiH-OH−) decay via ICD and

ETMD(2). All three decays are feasible for the decay of Li-1s in LiH-NH+
4 .
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Chapter 4
Effect of Charge and Solvation Shell on

Non-Radiative Decay Processes in s-Block

Cationic Metal Ion Water Clusters
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4.1 Abstract

Intermolecular coulombic decay (ICD) or electron transfer-mediated decay (ETMD) are the

autoionization processes through which a molecule can relax. This relaxation is only possible

if the inner valence’s ionization potential (IP) exceeds the system’s double ionization poten-

tial (DIP). To study the effects of charge and solvation shell, we have calculated the IP, DIP

values, and the lifetime of Na-2s and Mg-2s temporary bound states (TBSs) in various opti-

mized structures of Na+-(H2O)n and Mg2+-(H2O)n (n=1-5) micro-solvated clusters, where n

water molecules are distributed in a way that some are directly bound to the metal ion and the

rest to the water molecules. The first and second solvation shells are the names for the former

water-binding positions and the latter. For a given number n, the lifetime of decaying states

is longer when water molecules are in the second solvation shell. We found that the Mg-2p

state can decay for all n values in Mg2+-(H2O)n clusters, whereas the Na-2p state’s decay is

possible for n≥2 in Na+-(H2O)n clusters. Our findings highlight the influence of metal ions’

charge, different solvation shell structures, and the number of water molecules on the decay

rate. These systems are relevant to the human body, which makes this study significant.

4.2 Introduction

In nature, we find various metal ions that act as catalysts and are necessary for enzymatic

activity. Few metal ions play an essential role in many biological processes. Sodium and

Magnesium ions are such ions, out of a few (i.e., Na, Mg, K, Ca, Zn, Fe, Cu, etc.), that

are essential for the human body. Studies273–275 have shown that magnesium ion alone has

been involved in more than 300 enzymatic systems as a cofactor. For example, magnesium

is required in the human body for making proteins, maintaining the health of muscles and

neurons, controlling blood glucose levels, and structural development of bone. Additionally,

magnesium aids in the active movement of calcium and potassium ions across cell mem-

branes, which is necessary for the conduction of nerve impulses, the contraction of muscles,
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and a regular heartbeat. Magnesium also helps in adenosine triphosphate (ATP) production

(the energy currency of the human body). Three sodium and two potassium ions use this

energy currency to move in and out of the cells. Na+ ion is one of the main elements of the

sodium-potassium pump in the human body. Na+ ion also plays an important role in neural

signaling251 and preventing brain disease.252 Studying non-radiative decay processes in mi-

crosolvated clusters will provide insight into the chemistry involved in radiation damage in

the human body.

Most of the human body’s chemical and biological reactions occur in the liquid phase.

But studying the reactions in the liquid phase is more challenging than in the gaseous phase

because of the large number of solvent molecules and weak interactions (solvent-solute and

solvent-solvent weak interactions) between these large numbers of molecules in the liquid

phase. But, understanding these weak interactions is essential for more accurate results. Thus

one can use the concept of micro-solvation, where calculations are performed in the gaseous

phase using a few molecules of solvent (at least up to 1st solvation shell). Micro-solvation

includes weak interaction, is not too computationally expensive, and provides good-quality

results.

Our chosen study system is so versatile that many studies40,276–280 have been conducted.

Most of these investigations target the spectra, thermal stability, and global minimum for the

ground state structure of the clusters. Micro-solvated metal ions can serve as a valuable model

for studying solution chemistry at the molecular level. These studies are essential for solva-

tion chemistry, electron transfer, charge-induced reactivity, and other properties. However,

only a few studies246,279 have explored the non-radiative decay process using micro-solvated

cationic metal ion water systems. Non-radiative decay processes, characterized by the ab-

sence of radiation or photon emission, have short lifetimes in the femtosecond range, making

them challenging to detect. Intermolecular or interatomic coulombic decay35,58 (ICD), Elec-

tron transfer-mediated decay59 (ETMD) are examples of non-radiative decay processes. You

can check details on ETMD and ETMD in section-1.2.2 and 1.2.3 (or figures-1.2 and 1.3).
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Recently, various factors40,41,58,68,281 that affect the non-radiative decay process have

been studied, for example, the effect of protonation and deprotonation,68,271 bond length,198,247

polarization, different molecular environment effect,40 etc. Stumpf et al.247 studied the de-

cay width of the Na+-(H2O)n; n=1,4 and Mg2+-(H2O)m; m=1,6 clusters as a function of

metal-oxygen distance and the number of nearest neighbors. They initiated their study with

the optimized geometry of the cluster containing the highest number of water molecules,

namely Na+-(H2O)4 and Mg2+-(H2O)6. They gradually removed one water molecule at a

time while maintaining the high number of cis-pairs to retain the position and bond distance

for subsequent geometries. There is no unique way to remove water molecules from these

clusters; one can follow any method. However, removing the water molecules from various

positions in a cluster will lead to different geometries. It is known that the bond length40 and

geometry affect the decay width. Using three different geometries of Na+-(H2O)2, our study

shows that the position of the water molecules contributes significantly to the decay width. In

this study, we have used the various optimized structures of Na+-(H2O)n and Mg2+-(H2O)n

(n=1-5) micro-solvated clusters, where the n water molecules are distributed such that some

are directly bound to the metal ion and the rest to water molecules. We refer to the former

arrangement as the first solvation shell and the latter as the second. Check Section III-A for

further details regarding different solvation shell structures. In this chapter, our primary goal

is to understand the influence of metal ions’ charge, different solvation shell structures (water

molecule’s position), and the number of water molecules on the decay rate using Na+-(H2O)n

and Mg2+-(H2O)n clusters. How all these factors affect the IP and DIP trend within clusters

also have been studied.
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4.3 Computational Methods

4.3.1 Fano approach for decay width

The metastable states generated via photoionization can decay through Auger decay, ICD,

and ETMD. The decay happens through two-electron autoionization mechanisms; hence,

these processes can belong to the Feshbach-type resonance states. The characteristic of these

metastable states is governed by the system’s decay width Γ. According to Fano-Feshbach’s

theory, the resonance states are a combination of continuum and bound states. The coupling

between the bound and continuum part of the resonance state gives us the decay width. The

decay width Γ in this approach is provided by

Γ = 2π ∑
f
|〈φ |Ĥ|χ f ,ε〉|2 (4.3.1)

where Ĥ is the total electronic Hamiltonian, f indicates open decay channels that belong to

the continuum subspace, and ε is the asymptotic kinetic energy of the ICD/ETMD electron.

To construct the bound and continuum parts of the resonance state, we have divided the

Hilbert space into the Q subspace for bound configurations and the P subspace for continuum

configurations. P and Q subspace would have to fulfill the following conditions, which are

P+Q = 1 and P∗Q = 0. We have obtained the bound part of the resonance state through the

diagonalization of Ĥ projected on the Q subspace. Q subspace included

QĤQ|φ〉= Eb|φ〉 (4.3.2)

We have obtained the continuum part of the resonance state through the diagonalization of Ĥ

projected on the P subspace.

PĤP|χ f ,ε〉= E f |χ f ,ε〉 (4.3.3)
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The continuum states we obtained using equation-3 are not true continuum because the L2 ba-

sis set has been used in our calculations. They show wrong normalization and asymptotic be-

havior. Therefore, they are pseudo-continuum in nature. To obtain the correct normalization

and accurate value of decay width, we have employed the Stieltjes imaging technique.238,282

For the construction of Ĥ, we have used the extended second-order algebraic diagram-

matic construction (ADC(2)X) scheme of the Green’s function (defined within the space

spanned by the one-hole (1h) and two-hole one particle (2h1p) configurations). In ADC(2)X

approach,234–237 the coupling between the 1h configurations is treated as the second order of

perturbation theory. However, the coupling between 1h and 2h1p configurations and the cou-

pling between 2h1p configurations is treated to first-order perturbation theory. We considered

the 2h1p configurations to construct the P subspace, representing the final double-ionized

state with an outgoing free electron. In one hole block (part of Q subspace), we include

all occupied orbitals except for the core orbitals of the metal and oxygen atoms. The 2h1p

configurations are partitioned in such a way that the ones which are open decay channels

(i.e., DIPs lower than IP) are in the P subspace, and the rest are in the Q subspace. In this

approach, we can get the total and partial decay width. For details on the Fano-ADC method,

please see the reference.234–237

4.4 Results and Discussion

4.4.1 Cluster geometries and basis set

We must familiarize ourselves with the solvation shell’s concept since we are examining

its impact through this chapter. The solute’s solvation shell refers to the number of water

molecules (solvent molecules) surrounding a solute (a metal ion in our case). The distinction

between these two structures (first and second solvation) lies in the positioning of water

molecules within the cluster. In the first solvation shell structure, all the water molecules

are directly connected to the metal ion. Conversely, in the second solvation shell structure,
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a few water molecules are not directly linked to the metal ion but rather connected to the

water molecules of the first solvation shell. To denote the different solvation shell structures

in our clusters, we use a general notation: Na+-(H2O)p+q and Mg2+-(H2O)p+q, where p

and q represent the number of water molecules in the first and second solvation shells. The

sum of p and q is n, the total number of water molecules in any cluster. To illustrate this

notation with examples of sodium-water clusters, let’s consider the case when n = 2. The

Na+-(H2O)2+0 cluster denotes the first solvation shell geometry, where both water molecules

directly interact with the Na+ ion. On the other hand, Na+-(H2O)1+1 is the second solvation

shell geometry, where one water molecule is directly connected to Na+ (present in the first

solvation shell). The second water molecule is linked to the first water molecule or indirectly

connected to a metal ion (makes it in 2nd solvation shell). Similarly, for n=3, Na+-(H2O)3+0

and Na+-(H2O)2+1 are the first and second solvation geometries, respectively. Numerous

structural possibilities278 exist for the first and second solvation shells when n≥3. We solely

consider the lowest energy structure for each solvation shell.

The number of water molecules in the first solvation shell of Na+ ion is reported differ-

ently by different articles. You can find these studies through reference278 and references

within it. The coordination number of Na+ ion in the gaseous phase is close to 4, while in

bulk, it is between 5 and 6. This means that in the gaseous phase, the first solvation shell

structure for n≤4 will be the lowest minimum structure, whereas the second solvation shell

structure will be the lowest energy structure for n≥5 in Na+-(H2O)n. As for Mg2+-(H2O)n

clusters, the coordination number is close to 6. The Mg2+’s coordination number in Mg2+-

(H2O)n tells that the first solvation shell structure will be the lowest minimum structure up to

n≤6.

Geometries of Na+-(H2O)n and Mg2+-(H2O)n clusters were optimized using the Gaus-

sian09 software package254 with B3LYP258–261 functional and 6-311++g(2d,p) basis set.272

Grimme’s GD3 dispersion correction has been used while optimizing geometries. To en-

sure accurate results, we employed tight convergence criteria for optimizing all structures in
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Na+-H2O Na+-(H2O)2+0

Na+-(H2O)2+1 Na+-(H2O)3+0 Na+-(H2O)3+1

Na+-(H2O)4+0 Na+-(H2O)4+1 Mg2+-(H2O)1+1

Na+-(H2O)1+1

Figure 4.1: Geometries of the first and second solvation shells of Na+-(H2O)n=1−5 and
Mg2+-(H2O)1+1 clusters. Atom colour code Yellow: Magnesium, Violet: Sodium, Red:
Oxygen, and White: Hydrogen.

our study. The maximum and RMS forces were constrained below 15×10−6 and 10×10−6

atomic units, respectively, while the maximum and RMS displacements were limited to

60×10−6 and 40×10−6 atomic units. Symmetry was not enforced during the optimization

process, allowing for unrestricted exploration of the cluster geometries. Figure 4.1 shows

sodium-water clusters’ optimized 1st and 2nd solvation shell structures for different n values.

The optimized geometries of magnesium-water clusters’ are similar to the corresponding

geometries of sodium-water clusters, except for the second solvation shell geometry when

n=2. The Mg2+-(H2O)1+1 geometry differs significantly from Na+-(H2O)1+1 even though

95



4.4. RESULTS AND DISCUSSION Chapter 4

both have the same symmetry, as depicted in the second and last geometries shown in figure

4.1. The bonding between two water molecules is different in both structures. In Mg2+-

(H2O)1+1, because of the +2 charge of magnesium, the water molecule in 1st solvation shell

gets partial charge, and the O-H bond becomes elongated, which is stabilized by the water of

the second solvation shell. Considering the significance of symmetry in determining a clus-

ter’s geometry, let us delve into the symmetries observed in sodium and magnesium water

clusters. Except for p=2, where Na+-(H2O)2+0 and Mg2+-(H2O)2 exhibit D2 and D2d sym-

metries,respectively, the symmetries of Na+-(H2O)p+0 and Mg2+-(H2O)p+0 are identical for

p=1,3,4, which are C2v, D3 and S4. Symmetries of Na+-(H2O)p+0 for p=5 and 6 are C1 and

S6, whereas for Mg2+-(H2O)p+0 they are C2v, and TH . The second solvation shell structures

of sodium and magnesium-water clusters (Na+-(H2O)p+1 and Mg2+-(H2O)p+1) were also

found to have the same symmetries. The symmetries are Cs for p=1, C2v for p=2, C2 for p=3

and C2 for p=4. In the second solvation shell structure for n=6, the 4+2 structure type (p=4,

q=2) has smaller energy than the 5+1 type structure (p=5, q=1). D2d is the symmetry for 4+2

type structure of Na+ and Mg2+ water clusters.

We have already discussed the basis set for geometry optimization. The CAS-SCF283–290

and MS-CASPT2 methods291–293 have been used to calculate the IP and DIP in MOLCAS 8.4

version.294 We have used the cc-pVTZ basis257 for Hydrogen atom, aug-cc-pVTZ basis257

for Oxygen atom, and ANO-L basis295 for Mg2+ and Na+ metal ions. IP have computed

using aug-cc-pVTZ basis set257 for all chemical species (H, O, Na+, and Mg2+) using the

EOM-CCSD method.296 We have used the FANO-ADC(2)X approach234–237 for the decay

width calculations. Decay widths are very sensitive to the basis set. The accurate calculation

of decay width requires a proper description of the continuum wave function. Therefore, we

added 4 s-type 4 p-type 4 d-type continuum-like basis functions (4s4p4d) to the cc-pVTZ ba-

sis set for Oxygen and Sodium atoms, and the cc-pVTZ basis set augmented by 1s1p1d func-

tions are used for the Hydrogen atom in Na+-(H2O)1−3 clusters. Basis functions addition

is done using Kaufmann-Baumeister-Jungen (KBJ)256 continuum-like basis functions ap-
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proach. Adding the extra functions will provide a good description of the pseudo-continuum.

However, adding extra KBJ functions also increases the calculation’s cost. Thus one has to

choose the basis set by keeping the cost of calculation and the result’s accuracy in mind.

Therefore, for the decay width calculation of Na+-(H2O)4,5 clusters, the cc-pVTZ basis set

augmented with 2s2p KBJ continuum like basis functions for Oxygen, cc-pVTZ basis set for

Hydrogen and the cc-pVTZ basis set plus 3s3p1d KBJ continuum like basis functions for the

Sodium atom has been used. For Mg2+-(H2O)1−5 clusters, we have used the cc-pVTZ basis

set for Hydrogen, cc-pCVTZ basis set + 2s2p KBJ functions for Oxygen, and cc-pCVTZ

basis set264 + 3s3p1d KBJ functions for Magnesium atom.

4.4.2 Solvation shell’s effect on IP and DIP of Na+-(H2O)1−5 and Mg2+-

(H2O)1−5 clusters

It is well known that the core IP is dominated by relaxation, whereas outer valence IP is gov-

erned by correlation. In the case of inner valence ionization, relaxation, and correlation297

both play an important role. In some cases, the interplay of these effects causes Koopamans’

approximation298 to fail. The inner valence ionized state in a surrounding has a finite lifetime

and decays via ICD or ETMD. These decay processes form double-ionized states, resulting in

significant reorganization and relaxation within the system. Shake-up states usually accom-

pany the double ionization potentials, highlighting the importance of considering many-body

effects in DIP calculations. There are two possibilities within double ionized states. First

is the single site double ionized states (ss-DIP), where two holes are confined on a single

site (A2+B or AB2+). Second is two sited-doubly ionized states (ts-DIP), where two holes

are localized on two different sites (A+B+ or AB+C+). You can see these two types of

two-hole states in figure 1.2 and 1.3. The ss-DIP states are usually larger in energy than the

ts-DIP because two positive charges repel each other more strongly if they are on the same

molecule rather than two different molecules. The ts-DIP states are usually responsible for

the non-radiative decay process since they are likely to be smaller than the IP of the inner
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valence state. This implies that decay occurs only when the lowest DIP is smaller than the

target state’s IP. The count of DIPs smaller than the target state’s IP provides the number of

potential decay channels. The IPs (Na+-2s, Na+-2p, Mg2+-2s, and Mg2+-2p) and the low-

est DIPs of Na+-(H2O)1−5 and Mg2+-(H2O)1−5 clusters, are reported in table 4.1 and table

4.2, respectively. The CASSCF and MS-CASPT2 method involves Complete-active space

(CAS or CA space) that contains the number of active orbital and active electrons. We have

excluded the 1s orbitals of metal ions(Mg, Na) and Oxygen atoms from CAS, and the re-

maining orbitals are in CAS. For example, the total number of electrons in Na+-(H2O)2 is 30

in 15 orbitals. Out of these 2+1 1s-orbitals contains, six electrons belong to Na and O. CA

space for IP will be CAS(12,23). Where 12 represents the number of active orbitals and 23

(30-6-1(for IP)=23) active electrons. Similarly, for DIP, this space will be CAS(12,22). In

this way, we have calculated the CA space for every cluster. To ensure the accuracy of the

IP values obtained from the MS-CASPT2 method, we also performed IP calculations using

the EOM-CCSD method. The trend observed in the IP values obtained from both methods

is consistent. It also supports the reliability of the MS-CASPT2 results. However, it should

be noted that calculating double ionization potentials (DIPs) using the EOM-CCSD method

is computationally expensive. Consequently, we employed the MS-CASPT2 method to cal-

culate the DIP values, as it balances the accuracy and computational cost. One will need

two different solvation shell structures to study the solvation shell effect. The construction of

the first and second solvation shells requires a minimum of two water molecules. Therefore,

we focused on the lowest energy structures of the first and second solvation for our study.

For Na+-(H2O)2−4 and Mg2+-(H2O)2−4, we have studied two different geometries which

correspond to the first and second solvation.

Tables 4.1 and 4.2 provide valuable insights, leading to the following observations. We

will try to understand the reasons behind them. First, in sodium-water clusters, we observe

a decreasing trend in IP values as the number of water molecules in the first solvation shell

of Na+ ion increases. The decrease in effective nuclear charge (ENC) is the key here. As the
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Table 4.1: It shows the ionization potentials (IP) of Na-2s and Na-2p and the lowest double
ionization potential (DIP) in Na+-(H2O)n n=1,5 clusters. All the values are in eV.

Cluster IP of Na-2s IP of Na-2p Lowest DIP

CAS MSCAS EOM CAS MSCAS EOM MSCAS

SCF PT2 CCSD SCF PT2 CCSD PT2

Na+-H2O 80.23 79.12 79.89 45.39 45.25 45.55 53.05

Na+-(H2O)2+0 79.10 77.61 78.70 44.37 44.01 43.70 40.16

Na+-(H2O)1+1 80.14 78.67 — 45.39 45.74 — 40.27

Geometry Ab 80.27 78.93 — 45.48 45.56 — 38.34

Na+-(H2O)3+0 78.00 76.46 77.17 43.27 42.45 42.26 39.08

Na+-(H2O)2+1 78.80 77.55 — 44.06 43.78 — 39.79

Na+-(H2O)4+0 77.04 75.96 75.84 42.35 42.32 41.01 38.27

Na+-(H2O)3+1 77.75 76.42 — 44.06 42.71 — 38.35

Na+-(H2O)4+1 76.76 75.29 — 42.18 41.91 — 37.13

b: First solvation geometrical arrangement with O-Na bond distances of second solvation
structure.

Note: IP of Na-2s (78.3 eV) for Na+-H2O is reported by Stumpf et al. using ADC
method247

number of water molecules in the first solvation shell of the Na+ ion increases, the +1 charge

of the Na+ ion decreases. This is because the increasing number of water molecules facil-

itates greater charge transfer from the water molecules to the sodium ion. In other words,

the water molecules effectively distribute the sodium’s charge among themselves, leaving

the sodium ions with a less positive charge. Natural bond order (NBO) analysis supports this

hypothesis. It reveals the charge transfer between the water’s lone pair and the sodium’s 3s or-

bital stabilizes the system by 1.20 kcal/mol, 1.71×2=3.42 kcal/mol, 5.60×3=16.80 kcal/mol,

and 7.68×4=30.72 kcal/mol for n=1 to n=4 in Na+-(H2O)n, respectively. Consequently, the

effective nuclear charge (ENC) experienced by the sodium’s electrons in Na+-H2O is no-

tably higher than that experienced in Na+-(H2O)4, leading to a low ENC in the latter case.
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This lower ENC results in a low ionization potential (IP) since less energy is required to

eject an electron. Therefore, the IP value decreases as water molecules increase in the Na+

ion’s first solvation shell in the sodium-water clusters. A similar trend is observed for Mg2+-

(H2O)n=1−5 clusters. Since the Mg atom has a +2 charge and the O-Mg bond distance is

smaller than the O-Na bond distance, it promotes the charge transfer even more. Because of

the larger charge on Mg than Na, the ENC felt by magnesium’s electrons is higher than the

electrons of sodium. As a result, we found that Mg-2s and Mg-2p’s IP values are larger than

Na-2s and Na-2p’s IP values, respectively.

Table 4.2: It shows the ionization potentials (IP) of Mg-2s and Mg-2p and the lowest double
ionization potential (DIP) in Mg2+-(H2O)n n=1,5 clusters. All the values are in eV.

Cluster IP of Mg-2s IP of Mg-2p Lowest DIP

CAS MSCAS EOM CAS MSCAS EOM MSCAS

SCF PT2 CCSD SCF PT2 CCSD PT2

Mg2+-H2O 116.82 115.51 116.08 76.37 76.01 75.64 69.30

Mg2+-(H2O)2+0 114.12 113.04 113.12 73.71 73.39 72.44 55.16

Mg2+-(H2O)1+1 115.13 113.23 — 74.89 73.88 — 53.29

Mg2+-(H2O)3+0 112.03 109.80 110.59 71.70 70.86 69.99 53.77

Mg2+-(H2O)2+1 113.66 111.92 — 73.33 72.71 — 52.44

Mg2+-(H2O)4+0 110.32 107.20 107.97 70.05 69.26 — 51.32

Mg2+-(H2O)3+1 111.52 109.27 — 71.21 70.44 — 50.22

Mg2+-(H2O)5+0 109.00 102.53 107.31 68.77 68.33 — 50.05

Mg2+-(H2O)4+1 109.82 107.60 107.70 69.56 68.95 — 48.73

Note: Mg-2s IP (115.3 eV) for Na+-H2O is reported by Stumpf et al. using ADC method247

Second, we have observed that the Na-2s/Mg-2s and Na-2p/Mg-2p’s IP values are larger

in the second solvation structures than in the respective first solvation structures of sodium-

water and magnesium-water clusters. To illustrate this, let’s consider the example of the

Na+-(H2O)2 cluster. Two water molecules are directly connected to the metal ion in the
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first solvation shell (Na+-(H2O)2+0), while only one is in the second solvation shell (Na+-

(H2O)1+1). As a result, in the first solvation shell, more charge transfer will occur between

the oxygen’s lone pair electrons and the sodium’s 3s orbital than in the second solvation shell.

Therefore, a metal ion’s positive charge diffuses across two molecules in the first solvation

shell, while in the second solvation shell, it diffuses over just one. As a result, the electrons

of Na and Mg experience a larger ENC in their second solvation shell than in their first.

Hence, the second solvation shell structures of Na+-(H2O)2−4 and Mg2+-(H2O)2−4 have

larger IP values than the first. Third, we observed that the lowest DIP values decrease as

the number of water molecules (n) increases. Once again, ENC plays a crucial role in this

trend. Initially, all sodium-water clusters have a +1 charge. The two-hole final states formed

after double ionization have a +3 total charge. This +3 charge will be on one sodium atom

and one water molecule (two subunits) in Na+-H2O. In Na+-(H2O)5, this +3 charge will be

shared by one sodium atom and the five water molecules (six subunits). Therefore cluster

electrons will experience a drop in ENC as cluster size rises. This decrease in ENC leads to

smaller DIP values as the cluster size increases. Fourth, we have observed that the decay of

Na-2p is not possible in all sodium-water clusters, while the decay of Mg-2p is possible in

all magnesium-water clusters. This is because the IP of Mg2+ is larger than the lowest DIP

value of magnesium-water clusters when n=1, while the IP of Na+ is not. The higher charge

on the magnesium ion makes the IP larger, which allows the decay of Mg-2p to occur even

when there is only one water molecule in the cluster. The decay of Na-2p, on the other hand,

requires at least two water molecules to be present in the cluster.

4.4.3 Solvation shell’s effect on lifetimes of Na-2s and Mg-2s TBSs

We have reported the total decay width (Γ) and lifetime (τ) of Na-2s and Mg-2s TBSs in Na+-

(H2O)1−5 and Mg2+-(H2O)1−5 clusters, along with the O-Na+ and O-Mg2+ bond lengths, in

Tables 4.3 and 4.4, respectively. We have compared our results with theoretical calculations

of Stumpf et al.,247 and with the Öhrwall et al.’s experimental value265 of Na-2s and Mg-2s
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Table 4.3: Shows the total decay width due to ICD and ETMD processes and the total lifetime
of Na-2s TBS in Na+-(H2O)n; n=1,5 clusters.

Cluster Solvation O-Na bond Na-2s

length (in Å) decay width Lifetime

Γ (in meV) τ (in fs)

Na+-H2O First 2.24 113.97 5.78

Stumpf et al. First 2.21 — 5.5a

Stumpf et al. First 2.30 — 7.0a

Na+-(H2O)2+0 First 2.26 302.89 2.17

Geometry-Ab First 2.18, 4.12 209.54 3.14

Na+-(H2O)1+1 Second 2.18, 4.12 154.66 4.25

Na+-(H2O)3+0 First 2.29 335.25 1.96

Na+-(H2O)2+1 Second 2.23, 3.88 260.37 2.53

Na+-(H2O)4+0 First 2.32 400.64 1.64

Na+-(H2O)3+1 Second 2.27, 2.29, 3.98 325.23 2.02

Stumpf et al. First 2.30 365.00 1.8a

Na+-(H2O)4+1 Second 2.32, 2.30, 4.05 419.73 1.57

Experimental — — 3.1c

Note: the O-Na Bond lengths are rounded-off to two decimal places.
a: The Fano-ADC-Stieltjes method is used for calculation with cc-pCVTZ+2s2p2d1f KBJ

basis for Na & O and cc-pVTZ + 1s1p1d KBJ basis for H.247

b: First solvation geometry with different O-Na+ bond lengths
c: Experimental value by Öhrwall et al. in aqueous solutions of NaCl Ref.265

TBS’s lifetime in NaCl and MgCl2’s aqueous solutions. We observed that our calculated

lifetime of Na-2s TBS in Na+-H2O (5.78 fs) at 2.24 Å is in close agreement with the findings

of Stumpf et al. (5.5 fs at 2.21 Å). They also report the decay width of 7.0 fs at 2.30 Å. The

change in distance here (Stumpf et al.) is 0.09 Å, yet it brings a 21 % change in decay width

values. This demonstrates the high sensitivity of decay width values to even small changes
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Table 4.4: Shows the total decay width due to ICD and ETMD processes and the total lifetime
of Mg-2s TBS in Mg2+-(H2O)n; n=1,5 clusters.

Cluster Solvation O-Mg bond Mg-2s

length (in Å) decay width Lifetime

Γ (in meV) τ (in fs)

Mg2+-H2O First 1.93 261.33 2.52

Stumpf et al. First 2.08 178 3.6a

Mg2+-(H2O)2+0 First 1.95, 1.95 442.82 1.49

Mg2+-(H2O)1+1 Second 1.84, 3.95 340.96 1.93

Mg2+-(H2O)3+0 First 1.97 525.42 1.25

Mg2+-(H2O)2+1 Second 1.92, 3.41 391.99 1.68

Mg2+-(H2O)4+0 First 2.00 593.93 1.11

Mg2+-(H2O)3+1 Second 1.95, 1,98, 3.55 493.96 1.33

Stumpf et al. 2.08 560 1.17a

Mg2+-(H2O)4+1 Second 1.99, 2.01, 3.66 515.81 1.28

Experimental — 1.5b

Note: the O-Mg Bond lengths are rounded-off to two decimal places.
a: The Fano-ADC-Stieltjes method is used for calculation with cc-pCVTZ+2s2p2d1f KBJ

basis for Mg & O and cc-pVTZ + 1s1p1d KBJ basis for H.247

b: Experimental value by Öhrwall et al. in aqueous solutions of MgCl2 Ref.265

in bond length. Despite this sensitivity of decay width values to changes in bond length, we

have shown that the different positions of water molecules in a cluster can also affect the

decay width. We will be discussing this in the upcoming point named observation number

two.

From tables 4.3 and 4.4, first, we observed that the decay width increases (or lifetime

decreases) as the number of water molecules (n) grow39,43,299 within the first or second sol-

vation shell in Na+-(H2O)n and Mg2+-(H2O)n clusters. As n increases, the O-Na+ and O-

Mg2+ bond distances increase, and a larger bond distance typically leads to a longer lifetime.
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a.   Na+-(H2O)2+0

c.   Geometry-A

b.   Na+-(H2O)1+1

2.24 Å 2.24 Å

2.18 Å 4.12 Å

2.18 Å

4.12 Å

Figure 4.2: Geometries of the first (shown by a) and second solvation shells (shown by b) for
n=2 in Na+-(H2O)n clusters. c shows the geometry-A, formed by changing the O-Na bond
distances of the first solvation shell structures. The O-Na bond lengths of geometry-A are
equal to those in the second solvation shell structure. A decay width (or lifetime) comparison
between a and c provides the effect of bond length on decay width. In contrast, comparing
b and c offers the impact of position on decay width. A decay width comparison among
these geometries helps us understand what affects the lifetime of Na-2s TBS more: the O-Na
bond length or the position of the water molecule. Atom colour code Violet: Sodium, Red:
Oxygen, and White: Hydrogen.

Surprisingly, we observed that the Na-2s TBS’s lifetime decreases instead of increasing with

increasing cluster size. It implies that the effect of an increased number of water molecules

dominates over the bond length effect. The decrease in Na-2s/Mg-2s TBS’s lifetime is due to

the non-linear increase in the number of DIPs smaller than the targeted state’s IP on increas-

ing n value. Therefore, we observed a faster decay (or a shorter lifetime) of Na-2s/Mg-2s

TBS with an increase of n in Na+-(H2O)n and Mg2+-(H2O)n.

Second, we have observed that Na-2s TBS’s lifetime is longer in all the second solvation

structures than its first one for a given n value. For example, the lifetime of Na-2s is longer in

Na+-(H2O)1+1 (4.26 fs) than Na+-(H2O)2+0 (2.17 fs). These two geometries have the same

number of water molecules but differ in the position of the water molecules and the O-Na

bond distances. Since the number of possible decay channels is almost identical in both cases,

the reason can only be explained based on the O-Na bond distance and the different positions
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of water molecules. There is one more factor that can affect the Na-2s TBS’s lifetime, and

that is the type of non-radiative decay process. In Na+-(H2O)1+1, ICD could be the dominant

channel while ETMD could be in Na+-(H2O)2+0 or vice-versa. To investigate this further, we

have done the partial decay width calculations reported in table 4.5. The partial decay width

calculations reveal that ICD and ETMD decay processes are approximately 1.9 and 2.7 times

faster in Na+-(H2O)2+0 than Na+-(H2O)1+1. However, ICD is the dominant decay channel

in both geometries. Now the question is, what affects the Na-2s TBS’s lifetime more: the

position of water molecules or the O-Na bond distance? To address this, we have studied one

more geometry of sodium-water cluster for n=2, named geometry-A. The geometry-A has

similar water positions as the first solvated shell structure, while the two O-Na bond lengths

are the same as the second solvated structure. See Figure 4.2 for a clear understanding. The

importance of geometry-A is that the comparison of Na-2s TBS’s lifetime in geometry-A

with that in Na+-(H2O)2+0 will provide the effect of bond length on Na-2s TBS’s lifetime

because the difference in both geometries is of the O-Na bond lengths while the position of

water molecules is the same in both cases. Let’s call it condition-1. Furthermore, comparing

the Na-2s TBS’s lifetime in geometry-A with that in Na+-(H2O)1+1 cluster will provide the

effect of position on Na-2s TBS’s lifetime because the difference in both geometries is of

the different water molecular positions, while the O-Na bond length is the same in both

cases. Let’s call it condition-2. The Na-2s TBS’s lifetimes are 2.17 fs, 4.25 fs, and 3.14

fs in Na+-(H2O)2+0, Na+-(H2O)1+1 and geometry-A, respectively. The difference in Na-2s

TBS’s lifetime in condition-1 and 2 are 0.97 fs and 1.11 fs. This clarifies that the effect of the

positions of water molecules (1.11 fs) is slightly larger than the effect of bond length (0.97 fs)

on Na-2s TBS’s lifetime. Therefore we have concluded that the effect of the second water’s

position (or geometric effect) is more important than the bond length effect. Let’s see the

detailed analysis of partial decay widths. Table 4.5 presents the partial decay widths for the

three geometries of Na+-(H2O)2 cluster. It is observed that the influence of bond length and

water molecule position on the decay width varies across different channels. Specifically,
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in the Na+2pO+
2p channel, the change attributed to bond length exceeds that of the position

change. Conversely, in the Na+2pH+
1s and O+

2pO+
2p channels, the position change exhibits a

larger impact on the decay width compared to the bond length change. Our analysis focuses

on the first two ICD channels since these channels dominate the decay process in these three

geometries. Conclusively, the contribution of different positions of water molecules to the

total decay width outweighs the change resulting from bond length alterations. Third, we

also noticed that the lifetime of Na-2s/Mg-2s TBS is longer in the second solvation shell

structures than in its first solvation shell structures. To address this, we have calculated the

transition dipole moment because the decay width is proportional to the transition dipole

moment.300,301 The transition dipole moment values have been calculated using the EOM-

CCSD method with the aug-cc-pVDZ basis sets for n=2 (as an example case) in the sodium

water cluster’s first and second solvation shell structure. The left and right eigenvectors were

obtained by diagonalizing the 1-hole block of the Hamiltonian matrix generated using the

EOMCCSD method. The transition dipole moment is calculated for the dominant decay

channel only. The calculated transition dipole moment values from Na(2p) to O(2p) are

0.123717 a.u. and 0.091239 a.u. in the first and second solvation shell structures. A large

value of transition dipole moment implies that the jumping of an electron between two orbital

is fast. It means the vacancy generated during the decay process can be occupied more

quickly in the first solvation shell, leading to quicker decay. That’s why we have observed

a larger decay width (or a shorter lifetime) for the first solvation shell structures than for the

second ones. Fourth, an interesting trend emerges if we compare the lifetime values of TBSs

in sodium-water (5.78 fs to 1.64 fs) and magnesium-water clusters (2.52 fs to 1.11 fs). The

lifetime values are dropping at a faster rate in the sodium-water clusters than magnesium-

water clusters. It tells that due to a higher charge on magnesium ion than sodium ion, the

decay will be slower in the magnesium water cluster than the sodium water cluster. Fifth,

we also observe that the difference in the decay width between the first and second solvation

gradually reduces with the increase in water molecules. For example, Na-2s TBS’s lifetime
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Table 4.5: Partial decay widths (for ICD and ETMD) of Na-2s ionized state in various ge-
ometries (see figure 4.2) of Na+-(H2O)n clusters for n=2.

Decay Decay Decay Width (in meV)

Type Channels Na+-(H2O)2+0 Geometry-A Na+-(H2O)1+1

ICD Na+2pO+
2p 262.7 149.00 139.33

ICD Na+2pH+
1s 24.20 31.97 13.06

ETMD O+
2sO

+
2p 5.84 3.25 2.26

ETMD O+
2pO+

2p 0.81 1.5 0.59

increases by 96% in Na+-(H2O)1+1 compared to the Na+-(H2O)2+0, whereas the increase

from first to second solvation is only 29% and 10% for n=3 and 4, respectively. We know

that the solvation shell number of sodium-ion is close to 4 in the gas phase. Therefore a

difference in Na-2s TBS’s lifetime in Na+-(H2O)4+1 (1.64 fs) and Na+-(H2O)4 (1.57 fs) will

tell us about the effect of the solvation shell on the decay rate. In this case, Na-2s TBS’s

lifetime difference is 0.07 fs (4.5%), indicating that the change in the solvation shell (from

first to second) affects the decay rate in a minimal. Similar results are also observed in

the study of rare gas clusters by Fasshaue et al.302,303 They showed that apart from nearest

neighbors, the second shell also contributes to an observable second peak in the spectrum of

ICD electrons. However, it has little impact on the total decay width (same as our results).

In Na+-(H2O)4, the lifetime of Na-2s TBS in our results (1.64 fs) and Stumpf et al. (1.80

fs) theoretical results agree well with each other. However, it is much lesser than the exper-

imental value (3.0 fs). The difference between theoretical and experimental values is due to

experimental and computational errors. The experimental errors can be due to the averaging

of numerous possible structures, while the Fano-ADC method also has its limitations that

introduce some errors.

107



4.5. CONCLUSIONS Chapter 4

4.5 Conclusions

In this chapter, we have studied the effect of solvation shells on ionization potential (IP),

double ionization potential (DIP), and a lifetime of 2s ionized states using Na+-(H2O)n=1−5

and Mg2+-(H2O)n=1−5 clusters as the test systems. We have specifically looked at the impact

of several variables on the lifetime of Na-2s/Mg-2s TBS, including the number of water

molecules present, the solvation shell’s effect, and the effect of the metal ion’s charge. The

decay width has been calculated using the Fano-ADC(2)X method, whereas the CAS-SCF,

MS-CASPT2, and EOM-CCSD methods have been used to report the system’s IP. The lowest

DIPs are reported using the MS-CASPT2 method.

Conclusions related to IP and DIP are as follows. First, the IP of inner valence (Na-2s, Na-

2p, Mg-2s, and Mg-2p) and the lowest DIP values decrease as the number of water molecules

increases. The decrease in IP and DIP values with increased cluster size is due to a reduction

in the effective nuclear charge (ENC). Second, we observed that the IP values would decrease

continuously even after attaining the first solvation shell. However, the decrease in IP will

be marginal after achieving the first solvation shell. Third, the IP of Na-2s and Mg-2s in

the second solvation shell of sodium-water and magnesium-water clusters is larger than its

corresponding first solvation shell. That is due to the direct connection of water molecules in

the first solvation shell that stabilizes the positive charge on metal ions, which decreases the

ENC. Fourth, the decay of Mg-2p occurs even when only one water molecule exists in the

cluster. On the other hand, the decay of Na-2p requires at least two water molecules to be

present in the cluster.

Conclusions related to the lifetime of TBS in sodium-water and magnesium-water clus-

ters are as follows. a.) We observe that the lifetime of the TBS decreases as the number of

water molecules (n) increases. This is surprising because the increase in the oxygen-metal

bond length, which occurs with increasing n, typically leads to a longer lifetime. However,

our results suggest that the effect of the number of water molecules dominates over the ef-

fect of bond length on the lifetime of the TBS. This is because additional water molecules
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increase the number of decay channels, leading to a shorter lifetime. b.) The lifetime of

Na-2s/Mg-2s TBS is longer in the second solvated shell structures than in their respective

first ones. For example, Na-2s TBS’s lifetime is longer in Na+-(H2O)1+1 (4.25 fs) than in

Na+-(H2O)2+0 (2.17 fs). That is due to two reasons. (i) There is a huge increase in one of the

O-Na bond lengths in Na+-(H2O)1+1, which decreases the decay rate in the second solvation

shell structure. (ii) The transition dipole moments for the first solvation were more than that

for the second solvation shell, making faster decay in the first solvation shell structure. c.)

A difference in Na-2s TBS’s lifetime in Na+-(H2O)4+1 (1.64 fs) and Na+-(H2O)4 (1.57 fs)

will tell us about the effect of solvation shell on the decay rate. This difference in lifetime is

0.07 fs (4.5%), indicating that the solvation shell’s impact will be minimal after attaining the

first solvation shell. d.) Fourth, the lifetime of TBSs decreases faster in sodium-water clus-

ters (5.78 fs to 1.64 fs) than in magnesium-water clusters (2.52 fs to 1.11 fs). The lifetime

values are dropping more quickly in the sodium-water clusters than in the magnesium-water

clusters. This is because of the higher charge on the magnesium ion than the sodium ion,

which slows down the decay process. e.) The lifetime of Na-2s TBS is longer than the Mg-2s

TBS’s lifetime in their corresponding clusters. For example, the lifetime of Na-2s TBS in

Na+-H2O (5.78 fs) is longer than Mg-2s TBS in Mg2+-H2O (2.47 fs). The reasons for this

could be (i) The number of decay channels is more in the magnesium-water clusters than in

sodium-water clusters. (ii) The metal-oxygen bond lengths are smaller for magnesium-water

clusters than sodium-water clusters. (iii) Due to the charge of a metal ion.
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5.1 Abstract

In this article, we investigate the relaxation process of the 2a1 ionized state of the water in

a water dimer. Usually, the relaxation occurs through the intermolecular Coulombic decay

(ICD) process after inner valance ionization. We want to know whether the 2a1 ionized state

of water would relax through a proton transfer or with ICD. We aim to understand which one

will be the dominant relaxation channel. Additionally, we seek to identify conditions that

may favor or inhibit proton transfer within this context. To learn about proton dynamics, we

performed two Born-Oppenheimer molecular dynamics (BOMD) simulations by creating a

hole in the 2a1 state of each water molecule in a water dimer. As for the electronic decay

part, we have calculated the lifetime of 2a1 state of each water molecule using CAP-EOM-

CCSD method with an aug-cc-pVTZ basis + 1s1p1d KBJ type continuum functions. In a

water dimer system, one molecule acts as a proton-donating water molecule (PDWM) and

another as a proton-accepting water molecule (PDWM). Proton transfer was observed within

14 femtoseconds (fs) when the vacancy was located in the 2a−1
1 state of a PDWM. Conversely,

no proton transfer occurred when the vacancy was placed in the 2a−1
1 state of a PAWM. Using

intermediate geometries of the BOMD simulation for 2a−1
1 state of PDWM and PAWM, the

ionization potential (IP) and double ionization potential (DIP) are calculated using an aug-cc-

pVTZ/CASPT2 method. We observed that all the decay channels get closed for the PDWM

at RO−H >1.187 Å, whereas all the decay channels remain open for PAWM. After comparing

the proton transfer time (14 fs) and the lifetime of 2a1 ionized state of PDWM (36.6 fs), we

can say that proton transfer occurs faster than ICD. In contrast, ICD is the only relaxation

channel for 2a−1
1 state of PAWM. In short, our study confirms that proton transfer alters the

decay path and suppresses the decay channel depending on the position of the vacancy.
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5.2 Introduction

Water is an essential molecule in chemistry and biology. It is also a universal solvent and

surrounds most biological matter. Therefore, it is crucial to understand how water responds

to ionizing radiation. When an inner valence state in the water clusters is ionized, it can relax

through a process known as Intermolecular Coulombic decay (ICD). ICD is a non-local, non-

radiative decay process.35,47,48,54,58 In ICD, after photoionization, the initial inner valence

hole is filled by an outer valence electron of the same molecule, and the excess energy is

used to ionize the neighboring molecule. It leads to a doubly ionized state (A+B+) where

two different molecules (A and B) have a hole or a positive charge on each of them. Due

to the proximity of the two positive charges, a Coulomb explosion occurs, and molecules

move apart. A very similar process is electron transfer mediated decay (ETMD),59 where

the initial inner valence vacancy on molecule-A is filled by the outer valence electron of the

neighboring molecule-B, and the excess energy is used to ionize the neighboring molecule-B,

resulting in AB2+ type doubly ionized species formation.

In water-rich environments such as living tissues and other biological systems, radiation-

induced damage76,304 is predominantly observed mainly through ICD. Experimental evi-

dence supports the occurrence of ICD in liquid water following the inner valence ioniza-

tion of a water molecule.50,305 These non-radiative decays are highly significant as they pro-

duce low-energy electrons306 (LEEs) that can exert notable biological effects, including DNA

damage.77,78,248 The prevailing belief is that DNA damage primarily arises from the interac-

tion between ionized products of water and DNA rather than direct biomolecular ionization.

Therefore, investigating ICD in liquid water is critical. However, it is theoretically chal-

lenging to replicate all potential interactions in the liquid phase. The complexity escalates

dramatically with the number of interacting molecules due to the growing number of param-

eters influencing relaxation. This complexity hinders the study of the impact of individual

parameters on relaxation processes within larger systems. To address this challenge, we have

selected a water dimer as our study’s test system.
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The water dimer, a simple model system exhibiting hydrogen bonding, offers a unique

opportunity to investigate non-local relaxation phenomena.307 It allows us to accurately track

the dynamics of electronic and nuclear components throughout the relaxation process using

quantum mechanical techniques. It is well-known that nuclear motion can alter the potential

energy surfaces (PES) and affect the electronic coupling between the ionized and ground

state,38,61,308 directly impacting the decay process.

Jahnke et al.309 studied the decay process for 2a1 ionized state of water dimer. They

revealed that ICD is faster than proton transfer, leading the water dimer into two H2O+ frag-

ments. Subsequently, Richter et al.240 employed electron-electron coincidence spectroscopy

with theoretical calculations and observed proton transfer in their study of a water dimer,

leading to H3O+ cation and OH radical formation. Their theoretical research focused on the

proton-donating water molecule (PDWM) in a water dimer system. The timescale associated

with proton transfer was comparable to the ICD timescale, and experimental studies substan-

tiated these deductions. However, Jahnke et al.309 did not observe proton transfer. Due to

these two divergent conclusions, we have studied the 2a1 ionized state of water molecules

within the water dimer system to explore the potential implications of proton transfer on re-

laxation pathways. Two possible scenarios can emerge in response to the removal of a 2s

electron from a water molecule in a water dimer:

H2O−H2O
2s vacancy−−−−−−→

creation
H2O+−H2O (5.2.1)

1. Proton transfer occurs faster than ICD: In this case, equation 5.2.2 describes the

overall process.

H2O+−H2O
proton−−−−→

transfer
OH −H3O+ (5.2.2)

2. ICD occurs faster than proton transfer, or proton transfer does not occur: In this
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scenario, the overall process can be represented by equation 5.2.3.

H2O+−H2O
faster ICD or−−−−−−−−−−→

no proton transfer
H2O+−H2O+ (5.2.3)

This exploration will provide valuable insights into the fundamental mechanisms govern-

ing the relaxation dynamics of water molecules and their implications for various chem-

ical and biological processes. The theory section of this article briefly overviews Born-

Oppenheimer Molecular Dynamics (BOMD) and the CAP-EOMCCSD method. It also con-

tains the computational details regarding calculations done in this article. The following sec-

tion after the theory is the results and discussion section, where we will discuss our findings.

Finally, the last section offers conclusions based on our findings.

5.3 Theory

In this section, we will briefly understand the working principles behind the various methods

used in our calculation.

5.3.1 Born-Oppenheimer Molecular Dynamics

Born-Oppenheimer Molecular Dynamics (BOMD) is a simulation method based on the Born-

Oppenheimer (BO) approximation used to model the dynamics of molecules. Since the mass

of a nucleus is higher than that of an electron, electronic and nuclear motion can be treated

separately. In BOMD simulations, the coordination of a molecular system provides the po-

sition, and the velocities are typically assigned randomly based on Boltzmann distribution

for a specific temperature for the first iterative step of BOMD. These initial positions and

velocities serve as starting values for the simulation. Now, the first step is to calculate the

electronic ground-state energy for a given nuclear coordinates using Kohn-Sham equations

(ĤKSΨi(r;R) = εiΨi(r;R)). Where ĤKS is Kohn-Sham Hamiltonian and Ψi(r;R) is the molec-
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ular wavefunction that depends parametrically on the nuclear coordinate R. The r represents

the electronic coordinate, and εi denotes the energy of the molecular system. After calcu-

lating energy, the forces get calculated on atoms. The forces for all atoms are calculated

using the Hellmann-Feynman theorem, which states that the force on an atom is equal to the

negative gradient of the electronic energy concerning the atom’s position. The Verlet algo-

rithm310 is used in BOMD simulations to update the velocities (based on Newton’s second

law of motion) using previously calculated force, and using updated velocities, the position

of the atoms also gets updated at each time step. This process was repeated iteratively. This

iterative process unfolds over the simulation duration, allowing atoms to progress in time

efficiently.

5.3.2 Complex Absorbing Potential (CAP)

We have used the equation of motion coupled cluster singles and doubles methods (CAP-

EOM-CCSD) to calculate the lifetime of the ionized state. Now, we will briefly review the

CAP part of the CAP-EOM-CCSD method and later explain the EOM-CCSD part. The

CAP method helps deal with metastable states identified as eigenfunctions associated with

complex eigenvalues. These complex energies are known as Siegert energy,186 denoted as

Eres = ER− i
Γ

2
(5.3.1)

ER is the real part of the energy that tells us about the orbital’s energy from where elec-

trons get ejected or attached, and the imaginary parts (represented by iota ’i’ in equation

5.3.1) provide information about decay width Γ. The decay width is inversely related to

the lifetime τ of the system (Γ = h̄/τ). The complex-valued eigenvalues are obtained by

adding CAP (-iηŴ ) to the Hamiltonian (Ĥ), making it a complex symmetric Hamiltonian (

Ĥ(η) = Ĥ− iηŴ ). Here, η signifies the strength of the potential, and Ŵ represents a real-

valued local potential. The CAP is always added at the periphery of the molecular system
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because CAP is added to absorb the outgoing electron without disturbing the system. CAP

can be added at various levels of electronic structure calculations, like the SCF, the coupled

cluster level, or the EOM-CCSD levels. Adding CAP at the SCF or CCSD level calculations

will perturb the N electron ground state, which is undesirable. Therefore, the CAP addi-

tion at the EOM-CCSD level (or N-1 electronic state) is the right choice. This is the CAP’s

advantage that it is easy to implement and can be integrated with any electronic structure

method.40,45,311,312

An appropriately chosen CAP causes an asymptotic damping of the Siegert eigenfunction

(Ψ(η)), making wavefunction square integrable. The form of cap that we are using is a box-

shaped CAP. It can be written as

Ŵ (x;c) = ∑
i=1,3

Wi(xi;ci) (5.3.2)

where

Wi(xi;ci) = {0,xi ≤ ci

= (|xi− ci|)2; |xi|> ci

(5.3.3)

where ci (i=1,2,3) represents the CAP box length in different directions and xi (i=1,2,3) is the

length of the molecule in different coordinate axes from the center of the coordinate axis.

The exact resonance eigenvalues (Eres) and eigenfunctions are obtained in the limit of

η → 0 in a complete basis set. However, the practical calculations use finite basis sets and

discrete values of η . One has to solve the complex Schrödinger wave equation (Ĥ(η)Ψ(η) =

E(η)Ψ(η)) for various values of η to get resonance energies at each value of it. This

provides the η trajectories. We calculate δE/δη numerically and identify ηopt for which

|ηoptδE/δηopt | is minimum.
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5.3.3 Equation of Motion Coupled Cluster Singles and Doubles (EOM-

CCSD) Methods for Ionization Potential

The ground state coupled cluster wavefunction for the N electron system can be written as

|Ψcc〉= exp(T̂ )|Φo〉. (5.3.4)

|Φo〉 is an N electron Hartree-Fock determinant, and T̂ is the hole particle excitation operator,

which can generate all possible excitations w.r.t |Φo〉. In the coupled cluster (CC) method,

if operator T̂ gets truncated to singles and doubles excitation, i.e., T̂ =T̂1+T̂2, then the ap-

proximation is known as CCSD method. The ground state energy and amplitudes for CCSD

methods are obtained by solving the following equations.

〈Φo|exp(−T̂ )Ĥexp(T̂ )|Φo〉= Ecc

〈Φ∗|exp(−T̂ )Ĥexp(T̂ )|Φo〉= 0
(5.3.5)

where Φo and Φ∗ represents the ground and excited state wavefunctions. We must define

wavefunction for the (N-1) electronic state to get the ionization potential (IP) and lifetime

values. The (N-1) state is generated by the action of a CI-like linear operator (R̂(n)) on

the ground state coupled-cluster wave function (|Ψcc〉). The ionized state’s wave function

|ΨN−1(n)〉 can be expressed as

|ΨN−1(n)〉= R̂(n)|Ψcc〉 (5.3.6)

R̂(n) is a linear operator which can create a hole in the nth orbital. The form of the linear

operator R̂(n) for the ionized state can be written as
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R̂(n) = R̂1(n)+ R̂2(n)+ ... (5.3.7)

R̂(n) = ∑
i

ri(n)i+ ∑
i< j,a

ra
i ja

† ji+ ...

where i,j,.. denote the occupied orbitals, whereas a refers to the virtual or unoccupied

orbital in the Hartree Fock determinant. ri and ra
i j are the amplitude of the 1h and 2h1p

operators, respectively. Due to the high computational cost, we have considered the first two

terms of equation 5.3.7 in our calculations. In the EOM-CCSD framework, the final ionized

states are obtained by diagonalizing the coupled cluster similarity transformed Hamiltonian

HN within (N−1) electron space, and it can be expressed as

HNR̂(n)|Φ0〉= ωiR̂(n)|Φ0〉 (5.3.8)

Where ωi signifies the energy change during ionization and HN can be written as

HN = e−T ĤNeT −〈Φ0|e−T ĤNeT |Φ0〉. (5.3.9)

In the IP-EOM-CCSD approach, HN is constructed in a 1-hole and 2-hole 1-particle

space. For the lifetime of the ionized state, we need to add CAP in the HN and solve the

equations for various η values. CAP, being one particle term, is added to the Fab ∗ ra
i j in the

Hamiltonian. Then Hamiltonian, wavefunction, and eigenvalues all will become η depen-

dent. A full diagonalization approach is used to obtain the ionization energies (from the real

part of complex energy) and decay width or lifetime (from the imaginary part). A plot of the

real part vs. the imaginary part of the energy is known as a η trajectory plot, and a stationary

point on this plot provides the lifetime.

118



5.3. THEORY Chapter 5

5.3.4 Computational details

The geometry of the water dimer is optimized using B3LYP functional258–260 and 6-311++G(2d,p)

basis set272 in Gaussian09 software.254 As for the accuracy of our geometry, we have com-

pared our DFT-optimized water-dimer geometry with the CCSD(T) optimized geometry,.313

Our geometry is in good agreement with the CCSD(T) optimized geometry. The deMon2K

software314 was used for the BOMD simulations. We have used an aug-cc-pVTZ basis set257

and B3LYP functional258–260 for BOMD simulations. Additionally, BOMD simulations were

conducted using the M06-2X functional315 and an aug-cc-pVTZ basis set to validate the re-

sults. Remarkably, simulations with both DFT functionals yielded consistent results. We set

a cutoff value for determining the completion of proton transfer during BOMD simulations,

relying on the O-H bond length of the hydronium ion (H+....H2O). If the O-H bond distance

is below the cutoff value, we consider the proton transfer process as completed.

The ionization potential (IP) and double ionization potential (DIP) calculations were per-

formed using the CAS-PT2 method.291–293 with an aug-cc-pVTZ basis set in Molcas 8.4294

version. To qualitatively verify the IP-DIP crossing point (see figure 5.2), additional IP and

DIP calculations were performed at the cc-pVQZ/CASPT2 level. The 1s orbital of Oxygen

was frozen during the IP and DIP calculations. The complete active spaces (CAS) were (15,8)

for IP and (14,8) for the DIP calculations.

The decay width or lifetime calculations were done using the CAP-EOM-CCSD method.

In decay width calculation, an aug-cc-pVTZ basis set + 1s1p1d Kaufmann-Baumeister-Jungen256

(KBJ) type continuum functions on Oxygen and an aug-cc-pVTZ basis set on Hydrogen had

been implemented. In CAP-EOM-CCSD calculations,40,68,201 the CAP box side lengths are

chosen as Cx = Cy = Cz = 7 au. A δc =4 a.u was added to the CAP box length along the

molecular axis. The studied molecular system was placed at the center of the CAP box,

which was the origin (0.0,0.0,0.0). To obtain the η trajectory, CAP-EOM-CCSD calcula-

tions were performed for various η values, starting from η=0 with a step size of 0.00001

au. The optimal η value for a proton-donating water molecule (PDWM) is 0.273, while for
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a proton-accepting water molecule (PAWM) is 0.185. Achieving convergence of the equa-

tions (Ĥ(η)Ψ(η) = E(η)Ψ(η)) for multiple η values proved challenging. Therefore, we

employed full diagonalization of the matrix. We have used our in-house code to calculate the

decay width. One and two-electron integrals were obtained using the GAMESS-US code.316

We have also calculated the decay width using the FANO-ADC(2)X code, which is the in-

house code of the Heidelberg group.

5.4 Results and Discussion

Numerous experimental317,318 and theoretical240,319–321 studies have already been done to

study the proton transfer mechanism in water after core or valance ionization. Among these

studies, only Richter et al.240 have investigated this mechanism specifically after inner-

valence ionization in a water dimer. Their study involved constructing a PES for the 2a1

ionized state of water by stretching the O-H bond along the proton transfer coordinate, fol-

lowed by ab initio molecular dynamics simulations based on this PES. Though our interest

is similar, focusing on the lifetime of the 2a1 ionized state of water, our methodology differs

from Richter et al.’s.240 Unlike their approach, which required creating a distinct potential

energy surface (PES) for their simulation, our method avoids this need. We consider both

scenarios: what will happen if a vacancy is generated on a PDWM and a PAWM, whereas

Richter et al.’s240 study focused on a PDWM.

5.4.1 IP and DIP of PDMW and PAWM in a water dimer

To investigate the dynamics of proton transfer, we performed two BOMD simulations. In

each simulation, we created a hole on the 2s orbital of an oxygen atom in each water molecule

of the water dimer by defining the occupancy as 1. The simulations began with the optimized

structure of a water dimer. Interestingly, the proton transfer occurred within the first 14

femtoseconds (fs) when the vacancy was placed on a PDWM. The O-H bonds continued to
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Figure 5.1: Single and double ionization potentials of water dimer along the proton transfer
coordinates. These coordinates are taken from geometry obtained during the BOMD simu-
lation when vacancy was generated in the O-2s orbital of a proton-donating water molecule
(PDWM). The 2a1 state’s IP of PDWM has been calculated using CASPT2 (15,8) and an
aug-cc-pVTZ basis set, represented by a solid red line. All DIPs have been computed using
state-averaged (SA-15) CASPT2(14,8) and an aug-cc-pVTZ basis set. Dashed lines of differ-
ent colors show DIPs corresponding to different ICD channels. The letters S and T represent
the singlet and triplet states, respectively.

stretch and vibrate throughout the remainder of the 1 ps simulation with a timestep of 1 fs.

The simulation ended with the formation of an OH radical and H3O+ species. In this simu-

lational study, the O-H bond length along which proton transfer occurs ranges from 0.960 Å

to 1.877 Å, while the O-O bond length varies from 2.908 Å to 2.848 Å. The geometries for

each time step were recorded throughout the simulations for further analysis. The initial 15 fs

of these recorded geometries were then utilized to generate the ionization potential (IP) and

double ionization potential (DIP) surfaces for the PDWM (see figure 5.1). For the PAWM,

geometries up to 50 fs were used to generate IP and DIP surface (see figure 5.2).
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A vacancy in the inner valence state within a water dimer is known to induce multiple

satellite states,322,323 each characterized by distinct decay rates. To ensure precision in the

IP, we utilized the single-state Complete Active Space Second Order Perturbation Theory

(CASPT2) method rather than taking averaging over states. The IP that we have reported

is the primary peak corresponding to the 2a1 ionized state. By comparing the single-state

CASPT2 IP results with EOM-CCSD IP values in an aug-cc-pVTZ basis set for the equi-

librium geometry, it was observed that the all-electron EOM-CCSD IP value (31.84 eV) for

the 2a−1
1 state in PDWM closely aligns with the corresponding all-electron CASPT2 value

(32.44 eV). Notably, freezing the 1s core orbital increases the CASPT2 IP value for 2a−1
1

state of PDWM to 33.43 eV. The computed values for both IP and DIP are depicted in Figure

5.1, plotted against the O-H bond distance (RO−H) relevant to proton transfer movements that

occur in 15 fs. Constructing a PES through plotting IP and DIP data for these 15 geometries

offers comprehensive insights beyond individual IP and DIP values. Figure 5.1 shows that

the IP of the 2a−1
1 state in PDWM varies from 33.43 to 26.31 eV. The PES of the 2a1 ionized

state (IP) of the PDWM exhibits a barrier-less potential for proton transfer. It is well known

that decay is only possible if the IP of the targeted state (O-2s) is higher than the system’s

lowest DIP. Adhering to this principle and upon scrutiny of figure 5.1, one can readily notice

that the proton transfer closes the ICD decay channel for a PDWM at RO−H > 1.185 Å (in

an aug-cc-pVTZ basis set). Using a cc-pVQZ basis, this closing of the decay channel was

observed at RO−H > 1.187 Å. The theoretical study by Richter et al.240reported that the clo-

sure of the decay channel occurs at a distance of 1.3 Å in an aug-cc-pVTZ basis set. Notably,

while our findings are based on gas-phase conditions, the results of Richter et al.240 were ob-

tained using polarizable continuum models. The discrepancy in the bond length where ICD

channels close is attributed to the surrounding medium.

Now, we will examine a scenario in which a vacancy is generated in the 2a1 state of

PAWM during the BOMD simulation. The BOMD simulation is performed for 1 picosecond,

and we do not observe any proton transfer in this time interval. Figure 5.2 shows the PES
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Figure 5.2: Single and Double ionization potentials of water dimer along the O-O bond
coordinates. All DIPs belong to the ICD channels. The coordinates are taken from geometry
obtained during the BOMD simulation when vacancy was generated in the O-2s orbital of a
proton-accepting water molecule. In this case, no proton transfer occurs. The IP of 2a1 state
of accepting water has been calculated using CASPT2 (15,8) and an aug-cc-pVTZ basis set,
represented by a solid violet line. All DIPs have been computed using state-averaged (SA-15)
CASPT2(14,8) and an aug-cc-pVTZ basis set. Dashed lines of different colors show DIPs
corresponding to different ICD channels. The letters S and T represent the singlet and triplet
states, respectively.

plot of the singly and doubly ionized states of the water dimer along O-O bond distance

(RO−O). The PES profiles depicted in Figure 5.2 are derived from the initial 50 intermediary

geometries obtained during BOMD simulations. All the DIPs of Figure 5.2 are lower than

the IP of 2a1 ionized state of PAWM. Consequently, ICD emerges as the sole mechanism for

relaxation for the 2a1 ionized PAWM. In contrast to the PES associated with the 2a1 ionized

state of PDWM, it is observed that the PES corresponding to the 2a1 ionized state of PAWM

exhibits an initial energy barrier. Due to this barrier, we do not observe the proton transfer in

this case.
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Figure 5.3: η trajectory for the 2a1 ionized state of proton-accepting water in the ground state
geometry of a water dimer calculated using CAP-EOM-CCSD/ aug-cc-pVTZ+[1s1p1d] level
of theory.

5.4.2 Decay width of PDMW and PAWM in a water dimer

The lifetime of 2a1 ionized states of PDWM (see figures 5.4) and PAWM (see figures 5.3)

have been computed in the ground state geometry of a water dimer. It was noted that the

lifetime of 2a1 ionized state of PDWM (36.6 fs) is twice that of the lifetime of 2a1 ionized

state of PAWM (18 fs). This difference is because more ICD channels are available for

PAWM than PDWM. After comparing the proton transfer time (14 fs) and the lifetime of 2a1

ionized state of PDWM (36.6 fs), we can say that proton transfer occurs faster than ICD. In

addition to employing the CAP-EOM-CCSD method, we have utilized the FANO-ADC(2)X

method to compute the lifetime of 2a1 ionized PDWM and PAWM. The FANO-ADC(2)X

calculations were performed using a cc-pVTZ basis set with 5s5p5d KBJ-type continuum

functions on Oxygen and cc-PVTZ+1s1p1d KBJ-type continuum functions on Hydrogen.256
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Figure 5.4: η trajectory for the 2a1 ionized state of proton-donating water in the ground state
geometry of a water dimer calculated using CAP-EOM-CCSD/ aug-cc-pVTZ+[1s1p1d] level
of theory.

It yielded a lifetime of 25 fs for PAWM and 35 fs for PDWM, which closely agrees with

the corresponding values obtained from the CAP-EOM-CCSD method, 18 fs for PAWM

and 36.6 fs for PDWM, respectively. The analysis based on partial decay width values for the

PDWM and PAWM indicates that the singlet is the dominant decay pathway in both scenarios.

Specifically, the singlet decay channels are 59% more dominant in PDWM, whereas for the

PAWM, singlet decay channels are 81% more favorable than the triplet channel. It’s worth

noting that Richter et al.240 previously reported lifetimes of 72 fs for PDWM and 131 fs for

PAWM using the FANO-CI method with a cc-pVDZ basis set + 5s5p5d KBJ type continuum

functions.256 The difference in our and Richter et al.’s240 results is due to three reasons.

First, they considered only one singlet and one triplet decay channel for each water molecule.

Therefore, these lifetimes could be interpreted as the partial lifetimes related to specific decay
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channels. In contrast, we have considered all decay channels for PDWM (two singlet and two

triplet ) and PAWM (three singlet and three triplet channels). Since PAWM has more decay

channels than PDWM, it is anticipated that the former will exhibit a shorter lifetime than

the latter. Second, they used a smaller basis set (cc-pVDZ), whereas we used a bigger one

(cc-pVTZ). Third, the CI methodology lacks dynamic correlation compared to ADC(2)X and

CC methods, potentially leading to variations in the ordering of lifetimes observed between

different computational approaches. By integrating experimentation and theoretical analysis,

a lifetime of 12-52 fs for small water clusters is predicted in their study. Our lifetime values

for PDWM and PAWM are in this range.

Conclusion

In this article, we have studied the effect of proton transfer on ICD, a non-radiative decay

process, after 2a1 ionization of water within a water dimer system. Two BOMD simulations

were performed by ejecting an electron from the 2s orbital of Oxygen of PDWM and PAWM

in a water dimer. The geometries resulting from these simulations were then subjected to

electronic calculations to analyze the influence of nuclear motion on the ICD phenomenon.

The findings reveal that proton transfer occurs exclusively when 2s vacancy (or 2a1 ion-

ized state) was on PDWM, with a timescale of 14 femtoseconds. The proton transfer opera-

tion effectively closes off the ICD decay pathway in this scenario. This closure is observed

at RO−H > 1.185 Å with an aug-cc-pVTZ basis set and 1.187 Å with a cc-pVQZ basis set. A

comparison between the proton transfer duration (14 fs) and the electronic decay time (36.6

fs) for PDWM at ground state geometry indicates that proton transfer outpaces ICD in speed,

corroborating prior findings by Richter et al.240 The decay process culminates in OH radical

and H3O+ species formation. The lifetimes reported by Richter et al.240 are partial and not

the total lifetime, as they used only one of the possible decay channels for their calculation,

whereas we have reported the total lifetime. Our CAP-EOM-CCSD lifetime values (18 fs for
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PAWM and 36.6 fs for PDWM) are in good agreement with the FANO-ADC(2)X (25 fs for

PAWM and 35 fs for PDWM) values.

When the 2s vacancy was on PAWM, no proton transfer was observed during the simula-

tion of 1 picosecond. The lifetime of 2a1 ionized state of PAWM in the ground state is 18 fs.

It means ICD is the only decay process through which the molecule can relax, and the final

product will be H2O+ - H2O+. This observation aligns with the findings of Jahnke et al.309

In summary, our study confirms that proton transfer alters the decay path and suppresses

the decay channel depending on the position of the vacancy. In general, each molecule can

act as a proton donor and acceptor in bulk water. The dominance of proton transfer or ICD

depends on whether the water molecule functions as a proton donor or a proton acceptor at

that moment. If it acts as a PDWM, then proton transfer will be faster; otherwise, ICD.
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Summary and Future Scope

When a molecule absorbs a photon, it enters an excited state, meaning its electrons have more

energy than they do in its ground state. The molecule can relax to a lower energy state by

emitting a photon or other ways like non-radiative processes. Non-radiative decay processes

(NRDP) are essential for understanding optoelectronic devices’ efficiency, photostability of

materials, energy transfer processes, chemical and biological systems, and fundamental sci-

entific knowledge. NRDP processes involve energy transfer to the surrounding molecules

or solvent molecules, which can also help us understand the surrounding environment of a

molecule. We are interested in X-ray-induced NRDP. They are particularly challenging to

study because they occur very quickly, on the order of femtoseconds, and due to the for-

mation of Temporary Bound States (TBS), which form during these processes. The TBSs

are the combined package of bound and continuum states, making the wavefunction of TBS

non-square integrable (2nd challenge). TBSs are short-lived states that require simultane-

ous treatment of the continuum effect from free electrons and electron correlation. To ad-

dress these challenges, we used CAP with EOM-CC methods. This method perfectly tackles

the problem but is computationally expensive, making it challenging to apply to intermedi-

ate or large-sized molecules. Therefore, we also used the Fano-ADC(2)x method for larger

molecules.
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The significance of NRDP in chemical and biological systems becomes evident, consid-

ering their ability to generate free electrons, leading to DNA damage and the formation of

reactive oxygen species, posing substantial health risks. These free electrons can also cat-

alyze biomolecular reactions, aiding in understanding all the possible products formed after

the radiolysis of a molecule. All product predictions depend on the type of NRDP and TBS

that develops. Given the common occurrence of X-rays in plasma and interstellar environ-

ments, NRDP processes are widespread. Beyond catalysis, TBS in NRDP plays a vital role in

exploring diverse domains, enabling investigations into plasma, multi-photon processes, and

interstellar chemistry. Due to these potential applications, it is crucial to understand the fac-

tors that affect NRD processes. In this thesis, I have studied various factors affecting NRD

processes, including bond length, different molecular surroundings, polarization, the PCM

model, the increase in surrounding molecules, protonation and deprotonation, metal ion’s

charge, its solvation shell effect (or in other words, the position of solvent molecules in the

solvation shell), and the impact of live proton dynamics of 2a−1 (or O-2s−1) ionized water in

a water dimer on NRDP.

In 1st working chapter, I have studied the decay width of alkali metal ions as a function

of different molecular environments, the increase of surrounding molecules in a system, bond

distance, basis set, and polarization of the medium. using X+-(H2O)n n=1-3 & X=Li, Na,

K systems and CAP-IP-EOM-CCSD method. We have studied the decay of 1s, 2s, and both

2s and 2p states in Li+, Na+, and K+, respectively, with water. The Li 1s state undergoes

ETMD, whereas the Na 2s state decays via ICD. The K 2s and 2p states undergo Auger decay.

1. To see the bond length effect on the decay width for the ICD process, we studied the 2s

ionized state of Na atom in Na+-H2O for various bond lengths (2.2489 Å to 5.0 Å). We

observed that the decay width reduces as the bond length increases, and the lifetime

increases from 2.6 fs at 2.24 Å to 20 fs at 5.0 Å.

2. The Li atom’s 1s ionized state has been studied using Li+-NH3 (81 fs) and Li+-H2O

system to study the impact of different molecular environments. Despite being isoelec-
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tronic species (NH3 & H2O), we found that decay is faster in Li+-NH3 (81 fs) than in

Li+-H2O (96 fs). This is due to the higher electronegativity of oxygen than nitrogen,

and the lone pair’s directional nature and orientation make electron transfer faster in

Li+-NH3 (81 fs) than in Li+-H2O (96 fs).

3. I have checked how the number of water molecules affects the ETMD decay using a

lifetime of Li’s-1s ionized state in the Li+-(H2O)n (n = 1-3) system. The Li-1s TBS’s

lifetime in Li+-(H2O)n systems are 60, 16, and 10 fs as n increases from 1 to 3. This is

due to a nonlinear increase in the number of decay channels with an increasing number

of surrounding atoms. A similar effect is observed for ICD, too.

4. To determine the polarization effects on the ICD and ETMD processes, we studied

the decay of the Li-1s and Na-2s TBS in Li+-H2O and Na+-H2O, respectively. In

both cases, our results show that polarization provided by water solvents stabilizes the

system. Hence, the decay time is increased in the liquid phase compared to the gaseous

phase.

5. The Auger lifetime for the 2s and 2p ionized state of the K atom in the K+-H2O system

are 1.5 fs and 8.8 fs, respectively. The η trajectory indicates a cascade decay for the

2s ionized state of K in K+-H2O system. It means another decay initiates after Auger

decay, leading to a more stable state. Since Auger decay is localized decay, we do not

expect any effect of change in bond length or number of neighbors on Auger decay.

In 2nd working chapter, I have explained how protonation and deprotonation affect IP,

DIP, and NRDP using the CAP-EOM-CCSD approach in LiH-NH3 and LiH-H2O system

with their protonated and deprotonated forms. Protonation and deprotonation can take place

from the metal center (LiH) and other(NH3 or H2O).

1. Protonation raises IP and DIP values relative to the neutral system, while deprotonation

decreases IP and DIP values. However, we do not see such a general trend for the decay

width/lifetime on protonation or deprotonation.
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2. We find that protonation (either from H2O/NH3 or from the metal center (LiH)) shuts

N-2s and O-2s (inner valence) decay pathways. However, the decay channel remains

open for the core state Li-1s even after protonation.

3. Li-1s TBS decays more quickly in deprotonated systems than in the corresponding

neutral system because deprotonation increases the number of potential decay channels

relative to the neutral system.

4. The lone pair orbital in ammonia is oriented toward Li and facilitates faster electron

transmission, therefore, the Li-1s TBS decays faster in LiH-NH3 than in LiH-H2O.

5. Based on eigenvector analysis of the DIP, the Li-1s TBS decays in neutral and depro-

tonated systems through ICD and ETMD(2). However, Li-1s decays via ETMD(2 &

3) in LiH+
2 -NH3 and LiH+

2 -H2O following protonation. O-2s and N-2s TBS decay via

ICD and ETMD(2) in the neutral system. But in deprotonated systems, N-2s decay via

ICD (in LiH-NH−2 ) only, whereas O-2s (in LiH-OH− ) decay via ICD and ETMD(2).

All three decays are feasible for the decay of Li-1s in LiH-NH+
4 .

6. In general, a molecule’s protonation or deprotonation impacts its structural stability,

which results in noticeable changes to the system’s geometry and charge distribution.

For example, due to protonation/deprotonation, geometry changes dominate the decay

widths in water-related systems. However, in ammonia-related systems, we observe

that charge transfer makes the system stable (i.e., LiH+
2 -NH3), causing a significant

difference in decay width. These two elements influence the difference in the decay

width of the system.

In 3rd working chapter, I have studied the effect of the charge of a metal ion, solvation

shells of a metal ion on the lifetime of Na-2s and Mg-2s TBS, IP, and DIP using respective

Na+-(H2O)n=1−5 and Mg2+-(H2O)n=1−5 clusters. We have also examined the impact of the

water molecule’s position on the NRDP or lifetime of Na-2s/Mg-2s TBSs. Since the system
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is of intermediate size, the Fano-ADC(2)X method for decay width calculation, whereas the

CAS-SCF, MS-CASPT2, and EOM-CCSD methods have been used to report the system’s IP.

The lowest DIPs are reported using the MS-CASPT2 method.

1. The lifetime of the TBS decreases as the number of water molecules (n) increases

in Na+-(H2O)n=1−5 and Mg2+-(H2O)n=1−5 clusters. This is surprising because the

increase in the oxygen-metal bond length, which occurs with increasing n, typically

leads to a longer lifetime. However, our results suggest that the effect of the water

molecules’ number dominates over the bond length effect on the lifetime of the TBS.

This is because additional water molecules increase the number of decay channels,

leading to a shorter lifetime.

2. The lifetime of Na-2s/Mg-2s TBS is longer in the second solvated shell structures than

in their respective first ones. For example, Na-2s TBS’s lifetime is longer in Na+-

(H2O)1+1 (4.25 fs) than in Na+-(H2O)2+0 (2.17 fs). That is due to two reasons. (i)

There is a huge increase in one of the O-Na bond lengths in Na+-(H2O)1+1, which de-

creases the decay rate in the second solvation shell structure. (ii) The transition dipole

moments for the first solvation were more than the corresponding second solvation

shell, making faster decay in the first solvation shell structure.

3. The difference in Na-2s TBS’s lifetime in Na+-(H2O)4+1 (1.64 fs) and Na+-(H2O)4

(1.57 fs) is 0.07 fs (4.5%), indicating that the solvation shell’s impact will be minimal

after attaining the first solvation shell.

4. The lifetime values are dropping more quickly in the sodium-water clusters than in the

magnesium-water clusters. This is because of the higher charge on the magnesium ion

than the sodium ion, which slows down the decay process.

5. The lifetime of Na-2s TBS is longer than that of the Mg-2s TBS’s lifetime in their cor-

responding clusters. The possible reasons could be: (i) The number of decay channels
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is higher in magnesium-water clusters than in sodium-water clusters; (ii) the metal-

oxygen bond lengths are smaller for magnesium-water clusters than sodium-water clus-

ters; and (iii) the charge of the metal ion.

6. The IP of inner valence (Na-2s, Mg-2s, Na-2p, and Mg-2p) & the lowest DIP values de-

crease as the number of water molecules increases, which reduces the effective nuclear

charge (ENC).

7. The IP values would decrease continuously even after attaining the first solvation shell.

However, the decrease in IP will be marginal after achieving the first solvation shell.

8. Na-2s and Mg-2s IPs in their second solvation shells of sodium-water and magnesium-

water clusters are larger than in the corresponding first solvation shell. That is due to

the direct connection of water molecules in the first solvation shell that stabilizes the

positive charge on metal ions, which decreases the ENC.

9. The decay of Mg-2p occurs even when only one water molecule exists in the Mg-water

clusters, whereas the Na-2p decay requires at least two water molecules to be present

in the cluster.

In 4th working chapter, In this article, we have studied the effect of proton transfer

on ICD, a non-radiative decay process after 2a1 ionization of water molecules in the water

dimer. We have performed two BOMD simulations by ejecting an electron from the 2s orbital

of Oxygen of PDWM and PAWM in the water dimer. We have taken geometries generated

during these two simulations and did electronic structure calculations (IP and DIP) to observe

the effect of nuclear motion on ICD.

1. Out of two BOMD simulations, we observed proton transfer occurs only for a 2a1

ionized state of PDWM or when 2s vacancy was on PDWM, which takes 14 fs. In this

case, proton transfer closes the ICD decay channel for a PDWM, and the closing of the
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decay channel happens at RO−H > 1.185 Å (after 4 fs ) in an aug-ccpVTZ basis and

1.187 Å in a cc-pVQZ basis set.

2. After comparing the proton transfer time (14 fs) and electronic decay time (36.6 fs) of

PDWM in the ground state geometry of the water dimer, we can say that proton transfer

occurs faster than ICD. In this case, the end product will be H3 O+ - OH+.

3. when the 2s vacancy was on PAWM, no proton transfer was observed during the 1000 fs

(or 1 picosecond (ps)) of simulation, and the decay channel remained open for PAWM.

4. The lifetime of 2a1 ionized state of PAWM in the ground state is 18 fs. It means ICD

is the only decay process through which the molecule can relax, and the final product

will be H2O+ - H2O+.

5. In bulk water, each molecule can act as a proton donor and acceptor. The dominance

of proton transfer or ICD depends on whether the water molecule functions as a proton

donor or acceptor at that moment. If it acts as a PDWM, then proton transfer will be

faster; otherwise, ICD.

6.1 Future scope

In the future, I will study more factors like

1. The effect of the size of an element on moving along the group in a periodic table on

the NRDP.

2. Effect of pKa values of amino acids on NRDP.

3. I will also study the effect of water solvent on NRDP by mimicking the actual bonding

of water of bulk water solvent.
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[8] Meitner, L. Über die Entstehung der β -Strahl-Spektren radioaktiver Substanzen. Z.

Physik 1922, 9, 131–144.
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[236] Kolorenč, P.; Averbukh, V. Fano-ADC(2,2) method for electronic decay rates. J. Chem.

Phys. 2020, 152, 214107.

[237] Averbukh, V.; Cederbaum, L. S. Calculation of interatomic decay widths of vacancy

states delocalized due to inversion symmetry. J. Chem. Phys. 2006, 125, 094107.
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[291] Andersson, K.; Malmqvist, P. Å.; Roos, B. O.; Sadlej, A. J.; Wolinski, K. Second-

order Perturbation Theory with a CASSCF Reference Function. J. Phys. Chem. 1990,

94, 5483–5488.

[292] Werner, H.; Knowles, P. J. A Second Order Multiconfiguration SCF Procedure with

Optimum Convergence. J. Chem. Phys. 1985, 82, 5053–5063.
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Neumann, N.; Wallauer, R.; Voss, S.; Czasch, A.; Jagutzki, O.; Malakzadeh, A.;
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When a molecule absorbs a photon, it enters an excited state. It means its electrons have 

more energy than they do in its ground state. The molecule can relax to a lower energy state 

by emitting a photon and other non-radiative processes. The non-radiative decay processes 

(NRDP) are essential for many reasons. They can help us understand optoelectronic devices' 

efficiency, materials' photostability, energy transfer processes, chemical and biological 

systems, and fundamental scientific knowledge. NRD processes involve energy transfer to 

the surrounding molecules or solvent molecules; therefore, it also helps us to understand 

more about the surrounding environment of a molecule. X-ray-induced NRD processes are 

particularly challenging to study because they occur very quickly, on the order of 

femtoseconds. During these processes, Temporary Bound States (TBS) form. TBSs are 

short-lived states requiring simultaneous treatment of electron correlation and continuum 

effect from free electrons. On top of that, we have to make the wavefunction of TBS square 

integrable. That is why we have used Complex absorbing potential (CAP) with equation of 

motion Coupled-cluster methods. This method tackles the problem perfectly. However, the 

problem is that this method is computationally expensive, making it hard to apply to 

intermediate or large-size molecules. That's why we have also used the Fano-ADC(2)X 

method for larger molecules.  

The other importance of NRDP in chemical and biological systems is that they generate free 

electrons that can cause DNA damage and create reactive oxygen species or free radicals 

within the human body. This poses significant health risks. Free electrons can also act as 

catalysts in biomolecules. It means NRDP also helps us to understand the product formed 

after the radiolysis of the molecules. All this product prediction depends upon the type of 

NRDP and TBS's type that will develop. Beyond catalysis, TBSs play a pivotal role in 

exploring diverse domains. They facilitate the investigation of plasma, multi-photon 

processes, and even interstellar chemistries. Therefore, it is crucial to understand the factors 

that affect NRD processes. In this thesis, I have studied various factors affecting NRD 

processes, including bond length, different molecular surroundings, polarization, the PCM 

model, the increase in surrounding molecules, protonation and deprotonation, metal ion's 

charge, and its solvation shell effect or in other word position of solvent molecules in the 

solvation shell. Lastly, we have also studied the impact of live proton dynamics of 2a-1 (or 

O-2s-1) ionized water in a water dimer on NRDP. 
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ABSTRACT: We have employed the highly accurate complex absorbing potential
based ionization potential equation-of-motion coupled cluster singles and doubles
(CAP-IP-EOM-CCSD) method to study the various intermolecular decay
processes in ionized metals (Li+, Na+, K+) microsolvated by water molecules.
For the Li atom, the electron is ionized from the 1s subshell. However, for Na and
K atoms, the electron is ionized from 2s and both 2s and 2p subshells, respectively.
We have investigated decay processes for the Li+−(H2O)n (n = 1−3) systems, as
well as Na+−(H2O)n (n = 1, 2), and K+−H2O. The lithium cation in water can
decay only via electron transfer mediated decay (ETMD) as there are no valence
electrons in lithium. We have investigated how the various decay processes change
in the presence of different alkali metal atoms and how the increasing number of water molecules play a significant role in the decay
of microsolvated systems. To see the effect of the environment, we have studied Li+−NH3 in comparison to Li+−H2O. In the case of
Na+−H2O, we have studied the impact of bond distance on the decay width. The effect of polarization on decay width was checked
for the X+−H2O (X = Li, Na) systems. We used the PCM model to study the polarization effect. We have compared our results with
existing theoretical and experimental results wherever available in the literature.

■ INTRODUCTION

There are various ways in which an excited or ionized atom or
molecule can relax. It can relax either via radiative processes or
nonradiative decay processes. Radiative decay like fluorescence
or a nonradiative process like Auger decay has been
exceptionally well-known for a long time. Auger spectroscopy1

has various applications in material and surface science. In
1997, Cederbaum et al.2,3 proposed a new decay mechanism
for inner valence ionized or excited states, called interatomic or
molecular Coulomb decay (ICD). This nonlocal complex
relaxation process happens in atomic or molecular clusters. In
the original formulation of this process, a single inner-valence
hole state in an atom or molecule, which cannot decay locally
via the Auger mechanism due to energetic considerations,
decays through energy transfer to the neighboring atom. This
knocks out an outer valence electron from the adjacent atom
or molecule. Contrary to the Auger decay process, ICD is
driven by the correlation between electrons located on
different species, often a few nanometers apart. The ejected
ICD electrons have low energy, the value of which strongly
depends on the initial state and chemical nature of the
neighbor. In the ICD process, two positive charges are
produced in close proximity to each other, leading to a
Coulomb explosion.
Electron transfer mediated decay (ETMD)4 is another

interatomic decay process initiated by ionizing radiation. In
this process, not energy but electron transfer between two

subunits acts as a mediator. In ETMD, a neighbor donates an
electron to an initially ionized atom or molecule, while excess
energy is transferred either to the donor or to another
neighbor, which emits a secondary electron to the continuum.
Li+ has electrons only in its core orbital, so it is the best
example to study the ETMD process. Being an electron
transfer process, ETMD is usually considerably slower than
energy transfer driven ICD process. However, it becomes a
vital decay pathway in a medium if ICD is energetically
forbidden. Since its original formulation, ICD has been
investigated theoretically5−7 and experimentally8−11 in a
variety of systems such as rare-gas clusters,12,13 hydrogen
bonded clusters,14 and water solutions.15,16 It has been found
that not only inner-valence ionized states may undergo ICD,
but any localized electronic excitation the energy of which lies
above the ionization potential of a neighbor can undergo ICD.
Thus, the ICD of ionized-excited, doubly ionized, or neutral-
excited states of clusters have been observed and investigated
theoretically. Moreover, it turns out that this decay process can
be initiated not only by photons but also by energetic electrons
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and positive heavy ions. Experimentally, the ETMD process
has been observed in rare gas clusters17−20 and alkali doped
helium droplets.21−24 Recently, Unger et al.25 have investigated
the ETMD process in LiCl aqueous solution. The ETMD
process has been studied theoretically in hydrogen bonded
clusters.26,27 Recently, Ghosh et al.28 have investigated the
ETMD process in the HeLi2 cluster. Their investigation, has
shown that multimode nuclear dynamics play a significant role
in the ETMD process. The ETMD process has also been
investigated theoretically in microsolvated clusters.29

The high efficiency of interatomic decay processes (i.e., ICD,
ETMD) makes it imperative to take these interatomic decay
processes into account for proper understanding of phys-
icochemical phenomena induced in biological systems by
ionizing radiation and related to radiation damage. First, ICD
and ETMD result in the production of low energy electrons
(LEEs) through ionization of the medium. LEEs are known to
be very effective in causing DNA strand breaks through the
resonant dissociative attachment mechanism.30 Second, the
ionization of the medium produces genotoxic radicals such as
the hydroxyl radical, •OH. Third, both LEEs and radicals are
produced locally close to where an ionizing particle initially
deposits energy. If this happens close to the DNA molecule,
the probability of the complex being damaged significantly
increases. The feasibility of ICD and ETMD among bio-
logically relevant species was investigated theoretically.31,32

Microsolvated clusters with alkali metal cations serve as a
model system for a natural biological system because ions can
impact intracellular and extracelluar activities, that is, the
movement of enzymes33 and activities and conformers of
proteins.34 Na+ and K+ ions are the key components of the
sodium−potassium pump in the human body. These ions also
help to transmit signals inside the brain.35 The proper
functioning of Na+ and K+ ions helps us to avoid neurological
diseases.36 Therefore, the investigation of interatomic or
intermolecular decay processes in microsolvated clusters will
shed light on chemistry related to radiation damage. The decay
rate of the interatomic decay process specifically depends on
the energy of the initially ionized or excited state. Therefore,
the proper treatment of the initially ionized or excited state is
necessary to calculate the lifetime of the interatomic decay
process. The ionization potential equation-of-motion coupled
cluster method augmented by complex absorbing potential
(CAP-IP-EOM-CC)37−43 provides proper treatment of ionized
states or excited states with the inclusion of correlation effects
(dynamic and nondynamic), as well as continuum ones.
Therefore, the CAP-IP-EOM-CCSD (SD = singles, doubles

amplitude) method is promising to describe the interatomic
decay process efficiently.
In this article, we have reported the implementation of the

highly correlated CAP-IP-EOM-CCSD method, which is a
combination of the CAP approach and the equation-of-motion
coupled cluster44−50 approach, to study the ETMD decay
mechanism in microsolvated Li+−(H2O)n (n = 1,3) systems,
ICD in Na+−(H2O)n (n = 1, 2), and Auger decay in K+−
(H2O) (Figure 1). To see the effect of the environment on the
decay of the Li 1s state, we have chosen two isoelectronic
systems, Li+−NH3 and Li

+−H2O. We compare our results with
the available theoretical and experimental results. This article is
organized as follows; in the Theory section, we briefly discuss
the equation-of-motion coupled cluster theory along with the
CAP approach. Results and discussion of them are presented in
the next section. In the final section, we conclude our findings.

■ THEORY
To calculate the position and lifetime of the decaying state, we
have used the CAP-IP-EOM-CCSD method. In this section,
we discuss the CAP-IP-EOM-CCSD method briefly. The
decaying states are associated with the complex eigenvalues
within the formulation of Siegert.51

= − Γ
E E i

2res R (1)

where ER represents the resonance position and Γ is the decay
width. The relation between decay width and lifetime, τ, is
given by

τ = ℏ
Γ (2)

The metastable states are not square-integrable. They can
also be seen as discrete states embedded into the continuum.
Hence to describe the metastable states, we require a method
that can simultaneously treat electron correlation and the
continuum. CAP and complex scaling52−54 are two well-known
methods used for the calculation of resonance energies.
Complex absorbing potential (CAP),54−59 along with quantum
chemical methods, is one of the simplest and is the favored
approach. CAP has been implemented in many of the quantum
chemical methods for the calculation of resonance
states.6,7,37−43,60,61 CAP along with EOM-CCSD has been
used very successfully for the study of ICD and the shape
resonance phenomena.
In the CAP approach, a one-particle potential, iηW, is added

to the physical Hamiltonian, making the original Hamiltonian

Figure 1. Various nonradiative decay processes: (a) Auger decay, (b) ICD, (c, d) ETMD processes (3 and 2 represent the number of atoms in each
process).
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complex symmetric and nonhermitian (i.e., H(η) = H − iηW).
As a result, we obtain complex eigenvalues from the CAP
augmented Hamiltonian (H(η)). The real part denotes the
resonance position, and the imaginary part gives half of the
decay width. In H(η) = H − iηW, η represents the CAP
strength, and W is a local positive-semidefinite one-particle
operator. With the appropriate choice of CAP, the
eigenfunctions of the complex symmetric Hamiltonian become
square-integrable, and eigenvalues are discrete. H(η) is solved
for various values of η. The resonance energy is obtained by
diagonalizing the complex Hamiltonian matrix H(η) for
multiple values of η. The η trajectory is obtained by plotting
the real part vs imaginary part of energy. The local minimum of
trajectory is associated with the position and half decay width
of the decaying state.

ν η η
δ
δη

= E
( )i

i

(3)

The value of η for which νi(η) is minimum gives the optimal
CAP strength. We have used a box shape CAP. CAP is applied
in the peripheral region so that the target remains unperturbed
yet scattered electrons are absorbed.
In the equation of motion coupled cluster approach, the

target state is generated by the action of a configuration
interaction (CI)-like linear operator onto the initial reference
state (closed shell coupled cluster reference state). The wave
function for the kth ionized state, |Ψk⟩, is expressed as

|Ψ⟩ = |Φ ⟩R k( )k cc (4)

where R(k) is an ionization operator. The form of the linear
operator for the electron ionized state can be written as

∑ ∑= + †R k r k i r k a ji( ) ( ) (1/2) ( )
i

i
ija

ij
a

(5)

The reference CC wave function, |Φcc⟩, can be written as

|Φ ⟩ = |Φ ⟩eT
cc 0 (6)

where |Φ0⟩ is the N-electron closed shell reference determinant
(restricted Hartree−Fock determinant (RHF)) and T is the
cluster operator. In the coupled cluster singles and doubles
(CCSD) approximation, the T operator can be defined as
follows:

∑ ∑ ∑= ++ + +T t a a t a a a a1/4
ia

i
a

a i
ab ij

ij
ab

a b i j
(7)

The indices a and b represent the virtual spin orbitals and
the indices i and j represent the occupied spin orbitals. In the
IP-EOM-CCSD framework, the final ionized states are
obtained by diagonalizing the coupled cluster similarity
transformed Hamiltonian within an (N − 1) electron space.

ω̅ |Φ ⟩ = |Φ ⟩H R k R k( ) ( )N k0 0 (8)

where

̅ = −−H e H e EN
T

N
T

cc (9)

H̅N is the similarity transformed Hamiltonian and ωk is the
energy change connected with the ionization process. In the
IP-EOM-CCSD approach, the matrix is generated in the 1 hole
and 2 hole−1 particle (2h−1p) subspace. Diagonalization of
the matrix gives us ionization potential (IP) values.

In principle, CAP can be implemented at the self-consistent
field (SCF)/Hartree−Fock, coupled cluster (CC) or EOM-CC
level. Adding CAP at the coupled cluster level makes the
cluster amplitudes complex, and hence all the further
calculations are complex. The N electron ground state should
be unperturbed. Adding CAP at the CC or SCF level perturbs
the N electron ground state itself. Then to get the correct
decay width, we need to correct the N electron ground state by
removing the perturbation.

η|Φ ⟩ = |Φ ⟩ηe( ) T
cc

( )
0 (10)

η η η̅ = − ⟨Φ | |Φ ⟩η η η ηH e H e e H e( ) ( ) ( )N
T

N
T T

N
T( ) ( )

0
( ) ( )

0 (11)

The resonance energy is obtained as

η ω η η η= − − =E E E( ) ( ) ( ) ( 0)kres cc cc (12)

Thus, we lose the advantage of computing resonance energy
as the direct energy difference is obtained as eigenvalues of
H̅N(η) using the IP-EOM-CCSD approach. Our previous
study of resonance62 shows that the results are not affected
when we implement CAP at the IP-EOM-CCSD level. In our
calculation for the decay width, we have added the CAP
potential in the particle−particle block of the one-particle H̅N
matrix, leaving our N electron ground state unaffected.
Therefore, the H̅N(η) can be written as

η η η̅ = − ⟨Φ | =
|Φ ⟩

η η η

η

= = =

=
H e H e e H

e

( ) ( ) ( 0)N
T

N
T T

N
T

( 0) ( 0)
0

( 0)

( 0)
0 (13)

To generate the η trajectory for locating the stationary point,
we need to run the CAP-IP-EOM-CCSD calculations
thousands of times. We start with η = 0 and then proceed
with small incremental η values. Since IP-EOM-CCSD scales
as N6, it makes our calculations computationally intensive.
Convergence of the equations for various η values may be
difficult because we are interested in the inner valence state
and the presence of metal ion may add to the problem. Hence
we have used the full diagonalization of the matrix using BLAS
routines. The dimension of the matrix usually is NH + NH ×
NH × NP in a given basis for a system where NH and NP
represent the number of occupied and unoccupied orbitals.

■ RESULTS AND DISCUSSION
This work has studied the decay mechanism of microsolvated
clusters of small cations (Li+, Na+, K+) with water. The bond
distance, different environments, and number of neighbors play
important roles in the decay process. So, we have studied the
behavior of the decay width in microsolvated clusters as a
function of the following parameters: (a) Effect of different
molecular environments on decay width for ETMD. We have
studied the decay of the lithium 1s state in Li+−water and Li+−
ammonia. Ammonia resembles the amino group found in
biomolecules, and it is isoelectronic with water also. This is the
main reason to choose these systems to study the effect of
different environments on the ETMD process. (b) Impact of
an increasing number of surrounding molecules on the decay
width for ETMD. We have studied the decay of the Li+ 1s state
in Li+−(H2O)n (n = 1−3). (c) Effect of bond distance on the
decay width for ICD. We have studied the decay of the 2s state
of Na+ in Na+−H2O at various bond lengths. The distance
between sodium and oxygen is varied. (d) Effect of
polarization on the decay width. We have studied Li+−water
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and Na+−water systems in the gaseous and liquid phases. We
have used the PCM model63 to study the liquid phase.
We have studied ICD of the sodium 2s state in Na+−(H2O)n

(n = 1, 2) and Auger decay of potassium 2s and 2p states in
K+−(H2O). The details of the geometries used in this work are
available in the Supporting Information along with the basis set
and method used for the geometry optimization. Geometries
were optimized using the Gaussian0964 software package. For
the rest of the calculations, the codes used are homemade.
Choice of Basis Set for ETMD Process of 1s State of

Li+ in Li+−H2O. We have studied Li+−water in four different
basis sets: Basis A is an aug-cc-pVDZ basis set.65 Basis B is
constructed by adding an extra Rydberg type f function on the
oxygen atom of the water molecule in basis A. In the Li+−
water system, after ionizing the electron from the 1s orbital of
lithium, an electron will be transferred from oxygen to fill the
1s vacancy created on lithium. The excess energy will be used
to knock out a secondary electron from oxygen. Thus, it is
important to have a Rydberg type function on oxygen to get
the continuum effect. The exponent of the f function is
constructed according to the method of Kaufmann et al.66

Basis C is an aug-cc-pVTZ basis set.67 Basis D is constructed
using the aug-cc-pVTZ basis set on lithium and oxygen atoms
and the cc-pVTZ basis set for the hydrogen atom. In basis D,
an extra Rydberg f function is added to the oxygen atom
similar to basis B. The CAP box side lengths are chosen to be
Cx = Cy = δc and Cz = δc + R/2 au. The δc value is chosen to be
5.0 au for the aug-cc-pVDZ basis set and 6 au for the aug-cc-
pVTZ basis set. Table 1 reports the resonance position and

decay width and lifetime for the lithium 1s state in all four basis
sets. The triple-ζ (TZ) quality basis reduces the decay position
by 0.5 eV. The addition of the Rydberg f function on oxygen
has minimal effect on the decay position (i.e., ionization
potential) and the decay width in double-ζ and triple-ζ basis
sets. For the Li+−water dimer and −water trimer study, we
have used basis A (i.e., aug-cc-pVDZ basis65) since the method
scales N6, making it computationally expensive with the higher
basis set.
Effect of Different Molecular Environments on the

ETMD Process. To see the impact of different molecular
environments on the decay of the lithium 1s state, we have
chosen Li+−NH3 and Li+−H2O as study systems. Since they
are isoelectronic systems, they are relevant systems to study the
effect of different molecular environments on the decay width
of lithium 1s state for the ETMD process. We have used the
aug-cc-pVTZ + Rydberg 1f function on oxygen and nitrogen.
The δc value was chosen to be 6.0 au. We have presented our
results in Table 2.
The ionization potential of the Li 1s state is 71.89 and 71.18

eV in Li+−H2O and Li+−NH3, respectively. The decay widths
are 7 and 8 meV, respectively. The decay is faster in Li+−NH3
(lifetime of 81 fs) than Li+−H2O (lifetime of 96 fs). This
means that the transfer of the electron to the 1s vacant position

of the Li atom is faster in the case of ammonia than water. This
can be explained on the following basis. (a) Electronegativity:
Oxygen is a more electronegative atom than nitrogen, making
the electron transfer slower in case of water than ammonia. (b)
Position of the lone pair electron: The lone pair electron in
Li+−NH3 is between Li+ and nitrogen. In Li+−H2O, the lone
pair is perpendicular to the Li+−H2O molecular plane (not
between Li+ and oxygen); see Figure 2. Because of the

directional nature of the p-orbital and the lone pair’s
orientation toward lithium, electron transfer is much faster in
case of ammonia than water. Orbitals of Figure 2 are generated
with the Gaussian0964 software package using density
functional theory with B3LYP functional68−71 and aug-cc-
pVTZ basis set.67 The error of the IP-EOM-CCSD method is
larger than 1 meV. However, the trend should remain the
same. To confirm this, we have calculated the ionization
potential (IP) for both systems using CCSD(T) method. The
IP values are 71.81 and 71.18 eV for Li+−H2O and Li+−NH3,
respectively with partial inclusion of triples. We hope that the
qualitative trend for decay width will be similar; hence we
conclude that the Li+−NH3 decaying faster than the Li+−H2O
should remain the same.

Li+−Water Clusters: Effect of the Increasing Number
of Water Molecules in Surrounding Environment on
the ETMD Process. We have used the aug-cc-pVDZ basis set
for the Li+−water dimer and −water trimer. The CAP box size
used for the dimer is Cx = 8 au, Cy = Cz = 5 au, and Cx = Cy =
10 au, Cz = 5 au for the trimer. The Li+ ion is a good example
to study the ETMD process since it has only core electrons.
Therefore, ICD and Auger decay processes cannot take place
in this system.
If the Li+−water cluster is ionized by removing an electron

from the 1s subshell of the Li+ ion, then the molecule relaxes
via the ETMD process. The ETMD process of Li2+(1s−12s−1)

Table 1. Effect of Variation of Basis Set on Decay Width of
the Li 1s State in Li+−H2O for ETMD Process

basis energy (eV) width (meV) lifetime (fs)

aug-cc-pVDZ 72.36 11 60
aug-cc-pVDZ+F(O) 72.32 12 56
aug-cc-pVTZ 71.89 6.6 98
aug-cc-pVTZ+F(O) 72.16 7 96

Table 2. Effect of Different Molecular Surroundings on
ETMD Process for Li 1s State in Li+−H2O and Li+−NH3
Using aug-cc-pVTZ+1f Basis Set

system energy (eV) width (meV) lifetime (fs)

Li+−H2O 71.89 7 96
Li+−NH3 71.18 8 81

Figure 2. (a) Orientation of the lone pair in Li+−NH3 toward Li
atom, making electron transfer easier and hence producing a shorter
lifetime. (b) Direction of the lone pair in Li+−H2O perpendicular to
the molecular plane, making electron transfer difficult and thus
producing a longer lifetime. Image is generated for isosurface value
0.02 e Å−3. Atom color code: pink, lithium; blue, nitrogen; red,
oxygen; white, hydrogen.
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state in Li+−water clusters can be described as follows. After
removing an electron from the 1s orbital of Li+ ion in Li+−
H2O (i.e., formation of Li2+−H2O), the 1s vacancy of
Li2+(1s−12s−1) ion is filled by a 2p outer valence electron of
the oxygen atom of one of the water molecules. Then the
released energy emits a secondary outer valence electron from
the same water molecule or another water molecule. Therefore,
the final state (Li+−H2O

2+ or H2O
+−Li+−H2O

+) of the
ETMD process is a double-ionized state (with respect to our
initial system, Li+−H2O). The Li+−H2O

2+
final state is

produced via an ETMD(2) process, where both the positive
charges are present on one water molecule. The H2O

+−Li+−
H2O

+ double-ionized final state (with respect to our initial
system, Li+−H2O) is produced via ETMD(3). The ETMD
channel is open for the 1s ionized state of Li+ ion because the
energy of the Li2+(1s−12s−1) state lies above that of the double-
ionized final states (i.e., Li+−H2O

2+ or H2O
+−Li+−H2O

+).
Thus, the positively charged water molecules will repel the
positively charged lithium ion leading to a Coulomb explosion.
Different variants of ETMD (i.e., ETMD(2) or ETMD(3))
may be possible with an increasing number of water molecules
surrounding the Li+ ion. The 1s ionization energy of the Li+

ion in the Li+−water cluster varies from 72.35 to 67.45 eV
depending on the number of water molecules present in the
surroundings of the Li+ ion. Here, we have calculated the
lifetime of 1s ionized state of Li+ ion in various Li+−water
clusters.
In Figure 3, we have plotted the decay values for the Li+−

(H2O)n (n = 1−3) system. In this case, we have used the aug-
cc-pVDZ basis set for the study. As we move from the
monomer to the trimer, the decay position reduces from 72.35
to 67.45 eV. On the other hand, the decay width increases
from 11 to 63 meV. There are two factors that can affect the
decay width: first the bond distance between the Li+ and H2O
molecules and second the number of surrounding water
molecules. The bond length does not seem to have much effect
as we move from the monomer (1.867 Å) to the dimer (1.86
Å). Therefore, the number of decay channels play a significant
role in increasing the decay width as we move from monomer
to dimer. From Figure 3, we have noticed that the decay width

increases nonlinearly. The possible reason for the nonlinear
growth of the decay width is that the number of decay
channels increases nonlinearly with an increasing number of
water molecules surrounding the Li+ ion. Cederbaum and
Müller26 have studied Li+−H2O with up to five water
molecules using a perturbation theory ansatz with SCF
integrals. They estimated lifetimes in the range of 100−20 fs.
Our results give decay time in the range from 60 to 10 fs from
monomer to trimer in the aug-cc-pVDZ basis.65 In the aug-cc-
pVTZ basis set,67 we obtained a lifetime of 98 fs, which is in
good agreement with the results from Cederbaum and Müller.
See ref 72 for details of the IP and DIP spectra of the Li+−
(H2O)n complex.

Na+−Water Cluster: Effect of Distance and Increasing
Number of Water Molecules on the ICD Process. The 2s
ionized state of the Na atom in the Na+−H2O system can relax
via the ICD process. The ICD process of the 2s ionized state of
the Na atom in the Na+−H2O system can be described as
follows: after removal of an electron from the 2s subshell of the
Na atom, the 2s vacancy of the Na atom in the Na2+−H2O is
filled by a 2p outer valence electron of the Na atom. Then the
released energy is transferred to the neighboring H2O
molecule, which emits a secondary electron. Therefore, the
final state of the ICD process is characterized by the
Na2+(2p−13s−1) O+H2(2p

−1) triple ionized state. Energetically,
the ICD process is possible in the Na+−H2O system because
the energy of the 2s ionized state of the Na atom lies above the
energy of the Na2+(2p−13s−1) O+H2(2p

−1) final state.
The decay of the sodium 2s state in the Na+−H2O system is

studied in a modified maug-cc-pV(T+d)Z73 basis set (taken
from the basis set exchange library,74 then modified)
augmented by 3s3p1d functions for oxygen and 1s1p for
sodium and cc-pVDZ65 for hydrogen. The detailed basis set
used for the system is described in Supporting Information. To
see the effect of bond length on the decay width, we have
studied the Na+−water system for various bond lengths,
2.249 88−5.0 Å between the sodium and the oxygen atom.
The geometry was optimized using the CCSD method in the
aug-cc-pVDZ basis,65 and the bond distance between sodium
and oxygen was found to be 2.249 88 Å. Thus, we have used

Figure 3. Effect of the increased number of surrounding water molecules on ETMD process using an aug-cc-pVDZ basis set.
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this bond distance. The CAP box size used in our calculation is
Cx = 8.7, Cy = 6.5, and Cz = 5.0 au Figure 4 summarizes the
results for various bond lengths. We know from eq 2 that the
decay width and lifetime of a temporary bound state (TBS) are
inversely proportional to each other. We observe that the
lifetime increases rapidly as bond length increases or the decay
width rapidly decreases with an increase in the bond length. A
sharp change in decay width from 251 meV (2.6 fs) at 2.249 88
Å to 142 meV (4.6 fs) at 2.29 Å is observed. Then it saturates
at 33 meV (20 fs) at 5.0 Å. It may become bound with a
further increase in the bond length. We also report the Fano-
ADC29 results at 2.30 Å. The basis set used in that calculation
is cc-pCVTZ+2s2p2d1f KBJ66 for sodium and oxygen and cc-
pVTZ+1s1p1d KBJ66 for hydrogen. The lifetime of 7 fs was
reported using the Fano-ADC method. The experimental75

value of the decay time of the Na 2s state is 3.1 fs. Our results
predict the decay time to be 2.6 fs at the equilibrium bond
length, which shows good agreement with the experimental
value.
To see the effect of the increased number of surrounding

molecules on the decay width in the ICD process, we also
studied the Na+−water dimer. The optimized geometry was
obtained using the B3LYP functional68−71 and the 6-311+
+g(3d,2p) basis set76 in the Gaussian0964 software package.
The CAP box size used for the Na+−water system in our
calculation is Cx = 12, Cy = 7, and Cz = 7 au. We have used a
spherical basis set for the Na+−water dimer due to scaling of
the CC equations (i.e., in a Cartesian basis, the Na+−water
dimer is computationally very expensive). To compare Na+−
(H2O)2 with Na+−H2O, we again ran Na+−H2O in a spherical
basis set. The bond distance between sodium and oxygen is
2.2453 Å in Na+−(H2O)2 and 2.249 88 Å in Na+−H2O. The
decay width of the 2s state of sodium in Na+−(H2O)2 is 305
meV (2.1 fs) compared to 129 meV (5.1 fs) in Na+−H2O.
Auger Decay Process for the 2s and 2p Ionized States

of K in K+−Water. The 2s and 2p ionized states of the K
atom in the K+−H2O can relax via the Auger process. In our
calculations, we have used the optimized geometry for K+−
H2O obtained using the B3LYP functional68−71 and the 6-
311++g(3d,2p) basis set77 in the Gaussian0964 software
package. For the computation of the decay width, we have
employed the aug-cc-pVDZ-X2C basis set78 for potassium,

aug-cc-pVDZ65 for oxygen, and the cc-pVDZ basis set65 for
hydrogen. The results for the 2s and 2p ionized states are
presented in Table 3 along with Li+−(H2O)n and Na+−

(H2O)n (n = 1, 2). Here, for the Li+−(H2O)n (n = 1, 2), we
have used the maug-cc-pV(T+d)Z73 + 3s3p1d basis set on
oxygen, while for Li, we have used maug-cc-pV(T+d)Z basis
set73 to maintain consistency. The CAP box size used for K+−
water system in our calculation is Cx = 7, Cy = 4, and Cz = 4 au.
In the case of the K+−H2O system, we observed two stationary
points on the η trajectory indicating decay through a cascade
mechanism. Experimentally, a similar kind of two stationary
points (cascade decay type effect) was observed.79 The η
trajectory shows only one stationary point for the other two
systems (Li+−H2O, Na

+−H2O).
The Auger process of the 2s, 2p ionized state of the K atom

in K+−H2O(4s
−1) can be rationalized as follows: After removal

of an electron from the 2s or 2p subshell of the K atom in K+−
H2O (formation of K2+−H2O(2s

−14s−1 or 2p−14s−1)), the 2s
or 2p vacancy is filled by a 3p or 3s outer valence electron of
the K atom. Then the released energy is used to knock out
another secondary outer valence electron from the 3p or 3s
subshell of the K atom (formation of K3+−H2O). This two-
hole state (K3+(3p−24s−1)−H2O or K3+(3p−13s−14s−1)−H2O
or K3+(3s−24s−1)−H2O, which is with respect to our initial

Figure 4. Effect of bond length on ICD process for the 2s state of Na in Na+−H2O using maug-cc-pV(T+d)Z basis set.

Table 3. Different Decay Processes in Different Systems:
Auger Decay in K+−H2O, ICD in Na+−(H2O)n, and ETMD
in Li+−(H2O)n (n = 1, 2)

basis system energy (eV) width in meV (fs)

maug-cc-pV(T+d)Za Li+−H2O 71.81 7.64 (86)
maug-cc-pV(T+d)Za Li+−(H2O)2 69.03 16.12 (40.8)
maug-cc-pV(T+d)Zb Na+−H2O 79.49 129(5.1)
maug-cc-pV(T+d)Zb Na+−(H2O)2 78.19 305(2.1)
aug-cc-pVDZ-X2C K+−H2O (2s) 396 423(1.5)

278(2.4)c

aug-cc-pVDZ-X2C K+−H2O (2p) 315 74.86 (8.8)
246(2.7)c

aThe maug-cc-pV(T+d)Z + 3s3p1d on O atom in Cartesian basis.
bThe maug-cc-pV(T+d)Z + 3s3p1d on O atom in spherical basis.
cSecond decay value observed for the system.
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system K+−H2O) is unstable and further relaxes via another
decay process, which is a three-hole state. Energetically the
Auger process will be viable if the energy of the 2s or 2p
ionized state of the K atom lies above the triple ionized final
states. The calculation of the three-hole state is beyond the
scope of this work.
The Auger decay width for the 2p ionized state is 74.86 meV

(i.e., 8.8 fs), and then the system undergoes further decay with
a decay width of 246 meV corresponding to a lifetime of 2.7 fs.
Similarly, the Auger decay width for the 2s ionized state is 423
meV with a lifetime of 1.5 fs, and then the system undergoes
further decay with a decay width of 278 meV corresponding to
a lifetime of 2.4 fs. Pokapanich et al.16 have studied the Auger
decay in potassium chloride surrounded by water molecules.
Polarized Surrounding Effect on ETMD and ICD. We

have studied the Li+−water and Na+−water in the gaseous and
aqueous medium to see the effect of a polarized surrounding
on the decay width in the ETMD and ICD processes,
respectively. We have used the PCM model63 for the aqueous
phase, where water is the solvent. The bond distance and CAP
box size were kept identical for the gaseous and aqueous
phases. The results are presented in Table 4. For the Li+−water

1s state, the decay position remains almost identical; however,
the decay width changes from 12 meV (56 fs) for the gaseous
medium to 9.7 meV (67 fs) for the aqueous medium. The
decay is slower in the aqueous medium compared to the
gaseous medium. A similar trend was observed for the Na+−
water 2s state, and the decay width changes from 143 meV
(4.6) for the gaseous medium to 108 meV (6 fs) for the
aqueous medium. The slow decay in the aqueous medium is
due to the polarization provided by the medium, which makes
the ionized state more stable than the gaseous medium.

■ CONCLUSIONS
This work has used the CAP-IP-EOM-CCSD method to study
the various decay processes in microsolvated alkali metal ions,
that is, Li+, Na+, and K+. The CAP-IP-EOM-CCSD method is
used for the first time to explore the ETMD lifetimes for the Li
1s state in Li+−H2O clusters. It is observed that the decay
widths are sensitive to the bond length, surrounding atoms,
medium (gas or liquid), and number of neighboring molecules.
We have studied the effect of all these parameters on the decay
width of Li+−H2O and Na+−H2O clusters.
We have studied the decay of 1s, 2s, and both 2s and 2p

states in Li+, Na+, and K+, respectively, with water. The Li 1s
state undergoes ETMD, whereas the Na 2s state decays via
ICD. The K 2s and 2p states undergo Auger decay. To study
the impact of different molecular environments, the 1s ionized
state of the Li atom was studied in Li+−NH3 and Li+−H2O.
Since water and ammonia are isoelectronic, it would be
interesting to study the effect of the environment on the decay

width. We found that decay is faster in Li+−NH3 (81 fs) than
in Li+−H2O (96 fs). The possible explanation for this could be
first the higher electronegativity of oxygen than nitrogen,
making electron transfer more difficult than with nitrogen, and
second the location of the lone pair. In Li+−NH3, it is between
Li+ and nitrogen, whereas in Li+−H2O, it is perpendicular to
the molecular plane. Because of the directional nature of p-
orbitals and the orientation of the lone pair toward lithium,
electron transfer is much faster in the case of ammonia than
water (See Figure 2 for details).
We have studied the ETMD lifetime for the 1s ionized state

of the Li atom in the Li+−(H2O)n (n = 1−3) system to see the
effect of the number of water molecules on the decay. The
lifetime obtained for the Li+−(H2O)n system is 60 fs, 16 fs, and
drops further to 10 fs as n increases from 1 to 3. As a
characteristic feature of ETMD, the lifetime decreases strongly
with an increasing number of neighbors. This is due to a
nonlinear increase in the number of decay channels with an
increasing number of surrounding atoms.
To see the effect of bond length on the decay width for the

ICD process, we studied the 2s ionized state of Na atom in
Na+−H2O at various bond lengths, 2.2489 Å to 5.0 Å. We
observed that as the bond length increases, the decay width
reduces and the lifetime increases from 2.6 fs at 2.24 Å to 20 fs
at 5.0 Å. A similar trend was observed using the Fano ADC
method.29 The authors reported a lifetime of 5.5 fs at 2.21 Å
and 7 fs at 2.30 Å. Our results for sodium 2s state are in good
agreement with the experiment75 and the Fano ADC29

method. We have also investigated the ICD lifetime for the
2s ionized state of the Na atom in the Na+−(H2O)n (n = 1, 2)
systems to study the effect of increased water molecules in the
surroundings on ICD. The computed ICD lifetime for the
Na+−H2O system is 5.1 fs, and it decreases strongly to 2.1 fs
for the Na+−(H2O)2 system. We have used a spherical
Gaussian basis set here for monomer and dimer to have a
proper comparison. Sensitivity of the decay width to the
spherical or Cartesian basis is also observed. We have
investigated the Auger lifetime for the 2s and 2p ionized
state of the K atom in the K+−(H2O) system. The computed
Auger lifetimes for the 2s and 2p ionized states are 1.5 and 8.8
fs, respectively. The η trajectory indicates a cascade decay for
the K+−(H2O) system. The Auger decay initiates another
decay after a short-lived state leading to a more stable state.
Since the Auger decay is a localized decay, we do not expect
much change with bond length or number of neighbors.
To determine the polarization effects on the ICD and

ETMD processes, we studied the decay of the 1s state of the Li
atom and the 2s state of Na in Li+−(H2O) and Na+−(H2O),
respectively. We used the PCM model63 in our study. In both
cases, our results show that polarization stabilizes the system,
that is, decay time is increased in the liquid phase compared to
the gaseous phase. In this work, we studied the decay width of
alkali metal ions as a function of different molecular
environments, increase of surrounding molecules in a system,
bond distance, basis set, and polarization of the medium.
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Table 4. Polarization Effect on Decay Width in ETMD and
ICD Processes for X+−H2O Systems (X = Li, Na)

basis system medium
energy
(eV)

width in meV
(fs)

aug-cc-pVDZ+F(O) Li+−H2O gas 72.36 12 (56)
aug-cc-pVDZ+F(O) Li+−H2O PCM 72.3 9.7 (67)
m-aug-cc-PV(T+d)Z Na+−

H2O
gas 79.78 143 (4.6)

m-aug-cc-PV(T+d)Z Na+−
H2O

PCM 79.73 108 (6.0)
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Effect of Protonation and Deprotonation on Electron
Transfer Mediated Decay and Interatomic Coulombic Decay
R. Kumar[a, b] and N. Vaval*[a, b]

Electronically excited atoms or molecules in an environment are
often subject to interatomic/intermolecular Coulombic decay
(ICD) and/or electron transfer mediated decay (ETMD) mecha-
nisms. A few of the numerous variables that can impact these
non-radiative decay mechanisms include bond distance, the
number of nearby atoms or molecules, and the polarisation
effect. In this paper, we have studied the effect of protonation
and deprotonation on the ionization potential (IP), double
ionization potential (DIP), and lifetime (or decay width) of the
temporary bound state in these non-radiative decay processes.
We have chosen LiH-NH3 and LiH-H2O as test systems. The
equation of motion coupled cluster singles and doubles
method augmented by complex absorbing potential (CAP-

EOM-CCSD) has been used in calculating the energetic position
of the decaying state and the system’s decay rate. Deprotona-
tion of LiH-NH3/LiH-H2O either from the metal center (LiH) or
from ammonia/water lowers the IP and DIP compared to the
neutral systems. In contrast, protonation increases these
quantities compared to neutral systems. The protonation closes
the inner valence state relaxation channels for ICD/ETMD. For
example, the decay of the O-2s/N-2s state stops in protonated
systems (LiH2

+-H2O, LiH2
+-NH3, and LiH-NH4

+). Our study also
shows that the efficiency, i. e., the rate of ICD/ETMD, can be
altered by protonation and deprotonation. It is expected to
have implications for chemical and biological systems.

Introduction

The knowledge on the importance of non-radiative processes
like interatomic and intermolecular coulombic decay (ICD)[1,2]

and electron transfer mediated decay (ETMD)[3–5] has substan-
tially increased over the past two decades. ICD, first proposed
by Cederbaum et al.,[1,2] is a nonlocal and efficient decay
mechanism that occurs at the femtosecond timescale. During
this process, when an ionized/excited system relaxes non-
radiatively in an environment, an outer valence electron fills the
vacancy in the inner valence, resulting in a virtual photon
emission which knocks out a valence electron from an adjacent
atom or molecule. This situation leads to a Coulomb explosion
due to the proximity of two positively charged species. The
energy transfer happens quickly, i. e. in a few to a hundred
femtoseconds. ICD was initially studied theoretically[6–8] and
experimentally[9–14] in hydrogen-bonded,[15] and weakly bound
rare gas clusters.[16,17] In ETMD, an electron is transferred from a
neighboring atom to an initially ionized atom or molecule. The
excess energy can knock out a second electron from the same
donor atom/molecule in ETMD(2) process. While in ETMD(3),

secondary electron ejection occurred from the second adjacent
atom/molecule. Since ETMD involves the transfer of electrons
from a neighboring species to an initially ionized species, it is
usually slower than the ICD. See Figure 1 for a better under-
standing of the difference between ICD and ETMD. The low
energy electrons generated during ICD and ETMD have differ-
ent kinetic energies. One can use this information to identify
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Figure 1. Visual representation of electronic decay processes. (1a.) In
ETMD(2), an inner valence vacancy is filled by an outer valence electron of
the neighboring molecule B, and another valence electron is emitted from
the same molecule B leaving a final AB2+ molecular state. (1b.) ICD, a valence
electron from molecule A, fills the vacancy, and the released energy is
transferred to an outer valence electron of neighboring molecule B. Thus,
forming A+B+ as the final state. (1c.) ETMD(3) process in which the vacancy
in molecule A is filled by an outer valence electron of the neighboring
molecule B, and ejection of the second electron occurs from another
adjacent molecule C, leaving AB+C+ as the final state. The number 2 and 3
represents the number of molecule involved in the ETMD process.
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the specific local environment. Thus, the study of ICD and ETMD
is essential to understand the decay of the ionized inner
valence state in an environment. Recent studies[18,19] show that
various factors influence the ICD/ETMD process, like the number
of surrounding atoms or molecules, bond distance, geometry,
and the medium in which energy/electron transfer happens.
The environment can change the lifetime of a temporary bound
state (TBS) undergoing ICD/ETMD by stabilizing or destabilizing
it. Thus, environmental effects/properties play a particularly
relevant role. In this paper, we explore an important environ-
mental effect: the protonation and deprotonation effect on ICD
and ETMD. Specifically, we will study the impact of protonation
and deprotonation on ionization potential (IP), Double ioniza-
tion potential (DIP), and decay width (or the lifetime of TBS).
Recently, the effect of protonation and deprotonation on IP and
DIP in pure ammonia clusters[20] has been studied. Still, the
impact of protonation and deprotonation on the lifetime of TBS
has not been studied. We are the first ones to learn it through
this study.

Our aim is to understand the effect of protonation/
deprotonation on the ICD/ETMD using alkali metal ions micro-
solvated in water and ammonia. Understanding this may help
us control the relevant process in a chemical environment. This
tells us how a change in surrounding and protonation/
deprotonation affects the decay process and lifetime of the TBS.
The first step towards this will be doing these calculations
accurately for a metal ion-water system and its protonated/
deprotonated form with the coupled-cluster methods, which
scale as N6. To get the decay width, we need to solve the CC
equation thousands of times, which makes it computationally
expensive. Thus, we wanted to study the smallest possible
metal-related system. Therefore, we chose Lithium, although we
know that the alkali metals Na+, K+, etc., are more relevant
biologically. Also, as the first step towards this, gas-phase
calculations are done. We may have to implement some
approximate method for the actual interesting systems. We
have discussed our finding and their possible reasons in the
Results and Discussion Section, followed by the Conclusion.
Last, we have discussed the Computational and Theoretical
Details of the Equation of motion coupled cluster methods.

Results and Discussion

We will study the effect of protonation and deprotonation on
the IP, DIP, and lifetime of O-2s, N-2s, and Li-1s TBS in the
gaseous state. We have chosen LiH-H2O and LiH-NH3 as test
systems for our study. Protonation and deprotonation can occur
either from LiH (metal center) or H2O/NH3. Thus, LiH2

+-NH3 and
LiH-NH4

+ will be formed by the protonation of LiH-NH3 and Li� -
NH3 and LiH-NH2

� by deprotonation. Similarly, for the LiH-H2O
system, we have Li� -H2O and LiH-OH� as deprotonated and
LiH2

+-H2O only as a protonated system. Due to the instability of
LiH-H3O

+, global minima could not be found. Understanding
the impact of deprotonation and protonation on ICD and ETMD
in microsolvated systems is a step toward helping us control
these relevant and abundant processes in various chemical

environments and may also be in biological systems. We will
first study, analyze and then compare the effect of the
protonation and deprotonation on IP and DIP for LiH-NH3, LiH-
H2O, along with their protonated and deprotonated systems.
Later, we will examine the factors that affect TBS lifetime and
whether it is possible to find a general trend in the lifetime of
TBS on protonation and deprotonation.

Effect of Protonation and Deprotonation on the IP and DIP

Figures 2 and 3 display the all IP (except O-1s) and the lowest
DIP values of the neutral, protonated, and deprotonated LiH-
H2O and LiH-NH3 systems, respectively. We have written down a
few observations from both figures (2nd and 3rd) and will
provide possible explanations for them. First, we observe the
decrease in system’s IP and DIP values with deprotonation and
an increase after protonation. This is due to the decrease and
increase in effective nuclear charge on deprotonation and
protonation, respectively. Protonation increases the effective
nuclear charge (ENC) while deprotonation decreases it. Electron
ejection becomes challenging as ENC rises. As a result, we saw
that IP and DIP value increased on protonation and decreased
after protonation.

Second, from Figure 3, if we compare the IP values of the
two deprotonated systems of LiH-NH3, i. e., Li� -NH3 and LiH-
NH2

� . The IP values for all the states of Li� -NH3 are higher than
the corresponding LiH-NH2

� , except for the IP of HOMO.
HOMO’s IP of LiH-NH2

� (3.06 eV) is more than HOMO’s IP of Li� -
NH3 (0.33 eV), which is just opposite of the rest of the IP trend.
A similar trend is observed between deprotonated systems of
LiH-H2O.

The IP values of HOMO in the metal-centered deprotonated
systems (Li� -NH3 and Li� -H2O) almost drop to zero. The lowest

Figure 2. The IPs of neutral LiH-H2O and its deprotonated and protonated
species. The smaller black line denotes the lowest DIP value. The structure of
the respective system is shown on the right of each panel. Atom color code:
Red: Oxygen, Pink: Lithium, and White: Hydrogen.
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IP (HOMO’s IP) values of metal-centered deprotonated systems
are so small that both systems may lose their outer-valance
electron vibrationally. To know that, we have calculated these
system’s ionization energy (IE) and zero point energy. The IE
value was found to be 0.54 eV and 0.46 eV for the Li� -H2O and
Li� -NH3, respectively. But the zero point energy is 0.62 eV for
Li� -H2O and 0.99 eV for Li� -NH3. It is clear that the zero-point
energy of the metal-centered deprotonated systems is higher
than its ionization energy. Thus, we conclude that the metal-
centered deprotonated systems can lose electrons vibrationally
in their ground state and are not electronically stable. There-
fore, we will not further study the metal-centered deprotonated
systems for the decay width. We have used the CCSD(T) method
(a gold standard in theory) for the ionization energy and zero-
point energy with the aug-cc-pVTZ basis set.[21]

Till now, it’s clear that electrons can lose vibrationally, but it
does not tell why the HOMO’s IP values of metal-centered
deprotonated systems are so low than HOMO’s IP of their
respective neutral systems and other deprotonated systems
(LiH-NH2

� and LiH-OH� ). To understand that, we will discuss
both systems’ geometric and electronic structures before
returning to the ionization spectra. Our primary focus will be
the HOMO since HOMO does not fit the rest of the IP trend.

We must know about the HOMO and its constituting atomic
orbitals in neutral and metal-centered deprotonated systems to
understand the changes clearly. Lithium-2s and hydrogen-1s
atomic orbitals form the HOMO in neutral systems (LiH-NH3 and
LiH-H2O). After deprotonation from the metal center, HOMO is
mainly Li-2s in metal-centered deprotonated systems (Li� -NH3

and Li� -H2O). However, the HOMO of other deprotonated

systems (LiH-NH2
� /LiH-OH� ) is similar to the corresponding

neutral systems. The LiH bond is ionic, so electron density is
mainly towards the more electronegative atom in the Li� H
bond, which is the hydrogen atom. Figure 4 (a, b, and c) shows
the location of HOMO (Li-2s), the lowest unoccupied molecular
orbital (LUMO) (N� H antibonding), and both in one frame for
Li� -NH3. There is a partial overlapping in space between the
HOMO and LUMO, which indicates the possibility of electron
density transfer from HOMO to LUMO. Natural bond order
(NBO) analysis proves this possibility, showing that the system
stabilizes by 8.66×3=25.98 kcal/mol by delocalizing the elec-
tron density to 3 degenerate N� H antibonding orbitals from
HOMO. Since the HOMO of Li-2s is spherical, all three
delocalizations can happen simultaneously. One more inter-
action stabilizing the system by 3.61 kcal/mol occurs between
HOMO and Rydberg states (3s orbital) of N. Resulting in HOMO
will have negligible electron density. Hence, the IP of HOMO is
lowered dramatically to 0.33 eV in Li� -NH3. The NBO analysis
has been done using the CCSD(T) level of theory and aug-cc-
pVTZ basis set[21] in the Gaussian09 software package.[22] MOs in
Figure 4, has been generated after NBO analysis. A similar
interaction between HOMO and LUMO did not observe in the
rest of the systems.

A similar kind of partial overlapping in space (shown in
Figure 4d) and interaction between HOMO and LUMO is
observed in Li� -H2O. Here, the system stabilizes by 17.18×2=

34.36 kcal/mol by delocalizing Li-2s electron density to 2 O� H
antibonding orbitals, drastically lowering the IP of HOMO to
0.42 eV.

In Li� -NH3 and Li� -H2O, we have seen delocalization of the
electron density. However, despite the fact that both LiH-OH�

and LiH-NH2
� are deprotonated systems, why is there no

delocalization in these systems? This can be explained by the
fact that lithium is less electronegative than oxygen and
nitrogen in water and ammonia, respectively. As a result, the
lone pair stays close to the oxygen/nitrogen atoms. Second, Li
is bound to the pz-orbitals of nitrogen and oxygen in LiH-OH�

and LiH-NH2
� . The electron density after deprotonation is still

present in the px and py orbitals of nitrogen/oxygen. Unlike the
s-orbital of Li-2 s in Li� -NH3 and Li� -H2O, which is spherical, p-

Figure 3. The IPs of deprotonated, protonated, and neutral LiH-NH3. The
smaller black line denotes the lowest DIP value. The structure of the
respective system is shown on the right of each panel. Atom color code:
Blue: Nitrogen, Pink: Lithium, and White: Hydrogen.

Figure 4. a and b show HOMO and LUMO in Li� -NH3. c shows HOMO and
LUMO are together in one picture in Li� -NH3. d shows the same for Li� -H2O.
This Figure (c and d) demonstrates these orbitals partially overlap in space.
Images are generated for 0.02 eÅ� 3 isosurface value. Atom color code-: Blue:
Nitrogen, Red: Oxygen, Pink: Lithium, and White: Hydrogen.
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orbitals are directional. Therefore, in LiH-OH� and LiH-NH2
� , we

do not observe delocalization on deprotonation from ammo-
nia/water.

Third, we noted that the IP was increased more by
protonation from the metal center (IP’s in LiH2

+-NH3) than by
protonation from ammonia (IP’s in LiH-NH4

+). For example, the
IP of HOMO is higher in LiH2

+-NH3 (18.24 eV) than in LiH-NH4
+

(15.10 eV). The reason is the charge transfer. The location of a
H+ ion is critical within the molecule because it can help
promote and demote the charge transfer between lithium and
nitrogen. Let’s understand how the H+ ion affects charge
transfer. As discussed earlier, HOMO in LiH-NH3 is more localized
on hydrogen than lithium. An extra added H+ ion shifts the
lithium’s 2 s electron density. Thus, almost all-electron density
will be on H2

+ in LiH2
+-NH3 and LiH-NH4

+, and lithium will be
left with nearly nothing. However, the direct sharing of a lone
pair of ammonia in LiH2

+-NH3 overcomes this lack of electron
density on Li and stabilizes the system. LiH2

+-NH3 geometry
shows that the additional H+ ion is located far from the
ammonia, facilitating charge transfer even more. Such direct
electron sharing is impossible from ammonia to lithium in LiH-
NH4

+ since H2
+ is between lithium and nitrogen. Fourth, we

observe that the DIP value is the lowest (4.73 eV for Li� -NH3)
and highest (48.26 eV for LiH2

+-NH3) when deprotonation and
protonation occur from the metal center (LiH), respectively.
That’s because HOMO, which corresponds to the lowest DIP
orbital, is a combination of lithium and hydrogen atomic
orbitals. Thus, any change to these orbitals can lead to a
considerable shift in DIP.

We have so far talked about how protonation and
deprotonation affect IP and DIP values. We have observed that
protonation increases the IP and DIP values, resulting in a few
decay (inner valance) channels closing. For example, N-2s TBS in
LiH2

+-NH3 and LiH-NH4
+, and O-2s TBS in LiH2

+-H2O stop
showing the decay. Note that the IP and DIP of the protonated/
deprotonated system tell us whether a system is temporarily
bound or not. In other words, if decay is possible or not. This
means whether a lifetime of a decaying state will increase or
decrease on protonation or deprotonation cannot be concluded
based only on the IP and DIP values. To know that, we will now
study how the protonation and deprotonation affect the decay
width (in meV) and lifetime (in fs) of the TBS, along with the
possible reasons.

Effect of Protonation and Deprotonation on the Lifetime of
Li-1s and O-2s/N-2s TBSs in LiH-H2O and LiH-NH3

The visual representation of the ICD and ETMD processes for a
general system ABC is shown in Figure 1. Since ICD and
ETMD(2) include two atoms/molecules, we are not mentioning
molecule C there. You can distinguish between various decay
mechanisms by identifying their final DIP states. The final two-
hole states are localized on two separate molecules in ICD, i. e.,
A+B+, but in ETMD(2), they are localized on one atom/
molecules, i. e., AB2+ or A2+B. The two-hole localization in
ETMD(3) is on the pair of neighboring molecules, i. e., C+AB+.

DIP eigenvalues and eigenvectors offer information on the
localization of two holes in molecules. Specifically, eigenvalues
tell us whether decay is feasible, whereas eigenvectors predict
whether a process will be ICD, ETMD(2), or ETMD(3). In the
following section, we will compare the systems in Tables 1 & 2
and examine potential explanations for any variations in the
lifetime of Li-1s and O-2s/N-2s TBS on protonation and
deprotonation.

Lifetime of Li-1s TBS in LiH-H2O, LiH-NH3 and their
Deprotonated Systems

When we compare the lifetime of Li-1s TBS in deprotonated
LiH-OH� and neutral LiH-H2O systems in Table 1, we observe a
decrease in the lifetime of Li-1s TBS. That’s due to an increase in
the orbital’s partial overlapping in space (see Figure 5a and 5b)
that facilitates a faster electron transfer between p-orbitals of
oxygen to Li-1 s orbital. This partial orbital overlap is influenced
by three different causes. First is the charge. In LiH-OH� , oxygen

Table 1. Energetic position of the decaying state and the decay width
after Li-1s and O-2s ionization of LiH-H2O along with its protonated and
deprotonated systems.

System Li-1s O-2s
Energy
(eV)

Width in meV
(fs)

Energy
(eV)

Width in meV
(fs)

LiH-OH� 55.56 64.27 (10.24) 23.10 16.6 (39.62)
LiH-H2O 61.93 13.41 (49) 35.22 4.7 (139.6)
LiH2

+-
H2O

70.79 50.17 (13.17) – –

Table 2. Energetic position of the decaying state and the decay width
after Li-1s and N-2s ionization of LiH-NH3 along with its protonated and
deprotonated systems.

System Li-1s N-2s
Energy
(eV)

Width in meV
(fs)

Energy
(eV)

Width in meV
(fs)

LiH-NH3 61.48 39.18 (16.79) 30.00 7.19 (91.48)
LiH2

+-
NH3

70.17 10.39 (63.32) – –

protonation and deprotonation on nitrogen
LiH-NH2

� 55.50 65.52 (10.45) 19.51 7.48 (87.90)
LiH-NH3 61.48 39.18 (16.79) 30.00 7.19 (91.48)
LiH-NH4

+ 71.01 144.06 (4.57) – –

Figure 5. a, b, and c show the partially overlapping in space between Li-1s
orbital and the lone pair orbital of oxygen/nitrogen, which are perpendicular
to the molecular axis in LiH-H2O, LiH-OH� , and LiH-NH2

� , respectively. It
shows that the orbital’s partial overlapping in space increases from LiH-H2O
to LiH-OH� . Images are generated for 0.02 eÅ� 3 isosurface value. Atom color
code-: Red: Oxygen, Pink: Lithium, Blue: Nitrogen, and White: Hydrogen.
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has an entirely negative charge, while lithium has a high
positive charge. Here two adjacent atoms have opposite
charges on them. We know opposite charges attract each other.
Therefore, there will be an increase in attraction force (or partial
overlapping of orbitals). The O� Li bond distance is the second.
We observed a reduction in the O� Li bond length while
switching from LiH-H2O (1.924 Å) to LiH-OH� (1.690 Å). This
further increases the partial overlapping between orbitals. The
third is electron-electron repulsion. After LiH-H2O deprotonated,
an additional lone pair appeared on OH� in LiH-OH� , which is
perpendicular to the molecular plane. The Li� H bond’s electron
density is mostly on hydrogen (more electronegative than Li)
because it is an ionic bond. Therefore, an incoming oxygen’s
electrons may feel substantially less repulsion from Li-2s
electrons. This makes the shift of lone pair electrons of oxygen
toward lithium more favorable. This shift of lone pairs increases
further when there is a vacancy formation on Li during the
decay, making electron transfer faster between oxygen and
lithium. Thus, we are getting a low lifetime for Li-1s TBS in LiH-
OH� than LiH-H2O. Similar reasoning can explain a decrease in
Li-1s TBS lifespan in LiH-NH2

� compared to LiH-NH3.
Additionally, we’ve seen that the decrease in Li-1s TBS

lifetime in LiH-NH2
� relative to its neutral system is less

pronounced than the decrease in Li-1s TBS lifetime in LiH-OH�

relative to its neutral system. Two factors can explain this. First
is the number of lone pairs. LiH-OH� has two lone pairs, which
are perpendicular to the molecular plane, while LiH-NH2

� has
one such lone pair. As a result, electron transfer from the
oxygen/nitrogen lone pair to the Li-1s orbital will happen twice
as quickly in LiH-OH� as in LiH-NH2

� . Bond distance is the
second. The O� Li bond distance (1.69 Å) in LiH-OH� is shorter
than the N� Li bond distance (1.85 Å) in LiH-NH2

� . Therefore, the
partial overlapping between the lone pair orbital of oxygen and
the lithium 1 s orbital will be greater than that between the
lone pair orbital of nitrogen and the lithium 1 s orbital. This
strong partial overlapping makes electron transfer faster
between O/N and Li-1s in LiH-OH� than in LiH-NH2

� . The lone
pair of oxygen/nitrogen that we are talking about are the ones
that are perpendicular to the molecular axis of each system.
Hence, observing a significant reduction in LiH-OH� than in LiH-
NH2

� compared to their neutral systems.

Lifetime of O-2s and N-2s TBS in LiH-H2O, LiH-NH3 and their
Deprotonated Systems

We have seen a large shift in the lifetime of O-2s TBS and a
minor decrease in N-2s TBS in LiH-OH� and LiH-NH2

� compared
to their respective neutral systems. There are three reasons for
that. First, LiH-OH� has two lone pairs, which are perpendicular
to the molecular plane, while LiH-NH2

� has one such lone pair.
It means LiH-OH� and LiH-NH2

� each have one lone pair extra
than their respective neutral systems. We are aware that
bonded electron density is governed by two attractive forces
from two separate nuclei, whereas lone pair electrons are
affected by one nucleus (atom specific). It means the O-2s or N-
2s vacancy can be filled faster in deprotonated systems than in

respective neutral systems. Hence, we observed that the decay
becomes faster, and the lifetime will reduce. Second, oxygen is
more electronegative than nitrogen. Thus, attraction felt by
electrons is higher in LiH-OH� than LiH-NH2

� , making decay
faster. The third is the eigenvector analysis. We observe that N-
2s have two possible decay channels in LiH-NH2

� , while O-2s
have four possible decay channels in LiH-OH� . Based on
eigenvector analysis, N-2s TBS decays by the ICD process only.
In contrast, O-2s TBS decays by ETMD and ICD. Besides these
three reasons, huge geometry and symmetry change may also
be the reason for a large drop in the lifetime of O-2s in LiH-OH�

and a minor change in the lifetime of N-2s in LiH-NH2
�

compared to their respective neutral systems. In water-related
systems, the H� O-Li bond angle changes from 126.6° (in LiH-
H2O) to 180° (in LiH-OH� ), and symmetry changes from C2V to
C∞v . While in ammonia-related systems, the H� N-Li bond angle
changes from 112.4° (in LiH-NH3) to 127.9° (in LiH-NH2

� ), and
symmetry changes from C3v to C2v. This change in the geometry
of the ammonia-related system is not profound compared to
the geometry change of LiH-OH� form LiH-H2O.

Lifetime of Li-1s TBS in LiH-H2O, LiH-NH3 and their Protonated
Systems

The situation changes in LiH2
+-H2O and LiH2

+-NH3 because the
molecule can be seen as three separate units, namely H2O/NH3,
Li+, and H2. You might wonder if it makes a difference whether
a molecule has two or three subunits. It matters because the
prerequisites for the ETMD(3) process are met (two nearby
atoms or molecules in addition to the atom or molecule that
forms the TBS). The ETMD(3) decay process can be described for
Li-1s TBS in LiH2

+-H2O and LiH2
+-NH3, as the lithium atom

receives a second positive charge due to photoionization (Li-1s
vacancy formation). Then an electron from the H2 subunit will
fill the Li-1s vacancy, and the released virtual photon will eject a
secondary electron from either NH3 or H2O. The directional
nature of p-orbitals is critical in explaining increases and
decreases in lifetime of the Li-1s TBS in the protonated systems
(LiH2

+-H2O, LiH2
+-NH3, and LiH-NH4

+). The nitrogen/oxygen
lone pair orbital is oriented toward the Li-1s TBS in LiH2

+-NH3

and perpendicular to the molecular plane in LiH2
+-H2O. As a

result, charge transfer in LiH2
+-NH3 is eased, and we can

observe that lone pairs of ammonia stabilize Li-1s TBS while
LiH2

+-H2O does not experience this stabilization from water.
This explains why the Li-1s TBS lifetime in LiH2

+-H2O and LiH2
+

-NH3 differs from those of their neutral systems. Since H2 sits
between Li and ammonia in LiH-NH4

+, there is no direct
stabilizing effect by ammonia’s lone pair in this compound. As a
result, LiH-NH4

+ has a lower Li-1s TBS lifetime than LiH-NH3.
Protonation raises the IP and DIP values, which shuts the decay
channel for the O-2s and N-2s in their respective protonated
systems (LiH2

+-H2O, LiH-NH4
+, and LiH2

+-NH3). This explains the
absence of N-2s and O-2s peaks in their respective protonated
systems.
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Conclusion

The impact of protonation and deprotonation on the system’s
IP, DIP, and lifetime has been examined in this paper. LiH-NH3

and LiH-H2O have been selected as test systems. For our
research, we employed the EOM-CCSD approach with CAP
potential. Our investigation found that protonation raises IP
and DIP values relative to the neutral system, while deprotona-
tion decreases IP and DIP values. However, we do not see such
a general trend for the decay width/lifetime on protonation or
deprotonation. In general, a molecule’s protonation or deproto-
nation impacts its structural stability, which results in noticeable
changes to the system’s geometry and charge distribution. For
example, due to protonation/deprotonation, geometry changes
dominate the decay widths in water-related systems. However,
in ammonia-related systems, we observe that charge transfer
makes the system stable (i. e., LiH2

+-NH3), causing a significant
difference in decay width. These two elements influence the
difference in the decay width of the system. We cannot state
that protonation or deprotonation will cause an increase or
decrease in decay width, unlike the IP/DIP values. We find that
protonation (either from the metal center (LiH) or from H2O/
NH3) shuts N-2s and O-2s (inner valence) decay pathways.
However, the decay channel remains open for the core state Li-
1s even after protonation. Li-1s TBS decays more quickly in
deprotonated systems than in the corresponding neutral
system because deprotonation increases the number of
potential decay channels relative to the neutral system. Since
the ammonia lone pair orbital is oriented toward Li and
facilitates faster electron transmission, the Li-1s TBS decays in
LiH-NH3 more quickly than in LiH-H2O. We draw the conclusion
that the Li-1s TBS decays in neutral and deprotonated systems
through ICD and ETMD(2) based on eigenvector analysis of the
DIP. However, Li-1s decays via ETMD(2 & 3) in LiH2

+-NH3 and
LiH2

+-H2O following protonation. O-2s and N-2s TBS decay via
ICD and ETMD(2) in the neutral system. But in deprotonated
systems, N-2s decay via ICD (in LiH-NH2

� ) only, whereas O-2s (in
LiH-OH� ) decay via ICD and ETMD(2). All three decays are
feasible for the decay of Li-1s in LiH-NH4

+.

Theory and Computational Details
We will initially examine the computational specifics before going
through the decay processes’ theory and procedures. Geometries of
all molecules were optimized in the Gaussian09 software package[22]

using B3LYP[23–26] functional and 6-311+ +g(2d,p) basis set.[27] The
IPs of neutral, protonated, and deprotonated clusters are calculated
using the equation of motion coupled-cluster singles and doubles
(EOM-CCSD) method.[28–31] The DIP values are computed using the
diagonalization of the 2-hole block of EOM-CCSD. The decay
position and width of the system are calculated using the EOM-
CCSD method augmented by the complex absorbing potential
(CAP).[32–37] We have used the aug-cc-pVTZ basis set[21] for CAP-EOM-
CCSD calculations. For information on the CAP-EOM-CCSD techni-
que for ICD, ETMD(2), and ETMD(3), see reference.[18] For both
neutral systems, the CAP-EOM-CCSD computations have been
performed with various box sizes. The dimension of optimum box
size was found to be Cx =Cy =Cz =9 a.u and dC in protonated,
deprotonated, and neutral LiH-NH3. dC =R/2 was added along the

molecular axis. For protonated, deprotonated, and neutral LiH-H2O
systems, box dimensions were Cx =Cy =Cz =11 a.u and dC. Again,
the dC =R/2 value was added along the molecular axis. Calculations
of IP, DIP, and decay widths are done using homegrown codes. We
will now quickly go over the CAP-EOM-CCSD methodology.

The target state, which is one hole state, is generated by the action
of a linear operator R(k) on the ground state wavefunction. The
equation for the target state jYki can be written as

Yki ¼ R kð Þj jFcci (1)

where jFcci is the coupled-cluster wavefunction. It can be defined
as

Fcci ¼ eT
�
�

�
�F0i (2)

Where jF0i is the ground state Hartree-Fock wavefunction, R(k) is
an ionization operator, and T’s (T=T1 +T2 for CCSD) are hole-
particle excitation operators. T and R commute with each other.
The linear operator R(k) within singles and doubles approximation
is written as

R kð Þ ¼
P

i
ri kð Þiþ

P

i;j;a
ra
ij kð Þayji (3)

The similarity transformed Hamiltonian �HN is formed as below.

�HN ¼ e� THNeT � F0h e� THNeT
�
�

�
�F0i (4)

The ionization potential values are obtained by diagonalizing the
coupled-cluster similarity transformed Hamiltonian within N � 1ð Þ

electron space. This similarity transformed Hamiltonian is formed
within 1-hole and 2-hole one particle space.

�HNR kð Þ F0i ¼ wkR kð Þj jF0i (5)

Where ωk is the difference between the N and (N-1) electronic state,
which is the IP of the kth state.

The position and lifetime of the decaying state are obtained by
augmenting the EOM-CCSD by complex absorbing potential (CAP).
CAP approach adds a one-particle potential to the physical
Hamiltonian –iηW. This makes the original Hamiltonian complex
and non-hermitian H(η)=H-iηW. Where W is the real potential and
η is the strength of CAP. The complex eigenvalues of the non-
hermitian Hamiltonian give us the system’s position and half decay
width. In CAP-EOM-CCSD, we get the total decay width, i. e., the
contribution from all possible decay channels. We do not get the
decay width for the individual decay process.

We solve the H(η)=H-iηW equation for various values of η to
obtain complex energies that are η dependent. Real part vs.
imaginary part of energy plotted in energy plot that shows the η
trajectory. The stationary point on the trajectory provides the
stabilization point.
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ABSTRACT
Intermolecular Coulombic decay or electron transfer-mediated decay are the autoionization processes through which a molecule can relax.
This relaxation is only possible if the inner valence’s ionization potential (IP) exceeds the system’s double ionization potential (DIP). To study
the effects of charge and solvation shell, we have calculated the IP, DIP values, and lifetime of Na-2s and Mg-2s temporary bound states in
various optimized structures of Na+-(H2O)n and Mg2+-(H2O)n (n = 1–5) micro-solvated clusters, where n water molecules are distributed
in a way that some are directly bound to the metal ion and the rest to the water molecules. The first and second solvation shells are the
names for the former and the latter water-binding positions, respectively. For a given n, the lifetime of decaying states is longer when water
molecules are in the second solvation shell. We found that the Mg-2p state can decay for all n values in Mg2+-(H2O)n clusters, whereas the
Na-2p state’s decay is possible for n ≥ 2 in Na+-(H2O)n clusters. Our findings highlight the influence of metal ions’ charge, different solvation
shell structures, and the number of water molecules on the decay rate. These systems are relevant to the human body, which makes this study
significant.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0153598

I. INTRODUCTION

In nature, we find various metal ions that act as catalysts and are
necessary for enzymatic activity. A few metal ions play an essential
role in many biological processes. Sodium and magnesium ions are
two of a few (i.e., Na, Mg, K, Ca, Zn, Fe, Cu, etc.) that are essential for
the human body. Studies1–3 have shown that magnesium ions alone
have been involved in more than 300 enzymatic systems as cofactors.
For example, magnesium is required in the human body for making
proteins, maintaining the health of muscles and neurons, controlling
blood glucose levels, and promoting the structural development of
bones. Additionally, magnesium aids in the active movement of cal-
cium and potassium ions across cell membranes, which is necessary
for the conduction of nerve impulses, the contraction of muscles,
and a regular heartbeat. Magnesium also helps in adenosine triphos-
phate (ATP) production (the energy currency of the human body).

Three sodium and two potassium ions use this energy currency to
move in and out of the cells. The Na+ ion is one of the main ele-
ments of the sodium–potassium pump in the human body. The Na+
ion also plays an important role in neural signaling4 and preventing
brain disease.5 Studying non-radiative decay processes in micro-
solvated clusters will provide insight into the chemistry involved in
radiation damage in the human body.

Most of the human body’s chemical and biological reactions
occur in the liquid phase. However, studying the reactions in the
liquid phase is more challenging than in the gaseous phase because
of the large number of solvent molecules and weak interactions
(solvent–solute and solvent–solvent weak interactions) between
these large numbers of molecules in the liquid phase. However,
understanding these weak interactions is essential for more accurate
results. Thus, one can use the concept of micro-solvation, where cal-
culations are performed in the gaseous phase using a few molecules
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of solvent (at least up to the first solvation shell). Micro-solvation
includes weak interactions, is not too computationally expensive,
and provides good-quality results.

Our chosen study system is so versatile that many studies6–11

have been conducted. Most of these investigations target the spec-
tra, thermal stability, and global minimum for the ground state
structure of the clusters. Micro-solvated metal ions can serve as a
valuable model for studying solution chemistry at the molecular
level. These studies are essential for solvation chemistry, electron
transfer, charge-induced reactivity, and other properties. However,
only a few studies10,12 have explored the non-radiative decay pro-
cess using micro-solvated cationic metal ion water systems. Non-
radiative decay processes, characterized by the absence of radiation
or photon emission, have short lifetimes in the femtosecond range,
making them challenging to detect. Intermolecular or interatomic
Coulombic decay13,14 (ICD) and electron transfer-mediated decay15

(ETMD) are examples of non-radiative decay processes. In ICD, the
initial vacancy of the inner valence subshell is filled by an electron
from the outer valence shell of the same molecule (molecule-A). The
excess energy knocks out an electron from the nearby molecule’s
valence shell (molecule B). The A+B+ type of final state will be
formed in ICD. Since there is a +1 charge on each molecule, the
coulomb explosion will happen, leading molecules to move apart.
On the contrary, in ETMD, an adjacent molecule’s electron (the elec-
tron from molecule B) fills the initial vacancy. The energy released
from this process knocks out an electron from the valance shell of
neighboring molecules. In ETMD, the AB2+ and AB+C+ double ion-
ized states will be the final states. For more details on non-radiative
decay, you can see Fig. 1.

Recently, various factors7,14,16,17 that affect the non-radiative
decay process have been studied, for example, the effects of protona-
tion and deprotonation,16,18 bond length,19,20 polarization, different
molecular environment effects,7 etc. Stumpf et al.20 studied the
decay width of the Na+-(H2O)n (n = 1, 4), and Mg2+-(H2O)m (m= 1, 6) clusters as a function of metal-oxygen distance and the
number of nearest neighbors. They initiated their study with the
optimized geometry of the cluster containing the highest number
of water molecules, namely Na+-(H2O)4 and Mg2+-(H2O)6. They
gradually removed one water molecule at a time while maintaining
the high number of cis-pairs to retain the position and bond dis-
tance for subsequent geometries. There is no unique way to remove
water molecules from these clusters; one can follow any method.
However, removing the water molecules from various positions in
a cluster will lead to different geometries. It is known that bond
length7 and geometry affect the decay width. Using three different
geometries of Na+-(H2O)2, our study shows that the position of
the water molecules contributes significantly to the decay width. In
this study, we have used the various optimized structures of Na+-
(H2O)n and Mg2+-(H2O)n (n = 1–5) micro-solvated clusters, where
the n water molecules are distributed such that some are directly
bound to the metal ion and the rest to water molecules. We refer
to the former arrangement as the first solvation shell and the latter
as the second. Check Sec. III A for further details regarding dif-
ferent solvation shell structures. In this paper, our primary goal is
to understand the influence of metal ions’ charge, different solva-
tion shell structures (water molecules positions), and the number
of water molecules on the decay rate using Na+-(H2O)n and Mg2+-
(H2O)n clusters. How all these factors affect the ionization potential

FIG. 1. Different types of non-radiative decay processes are represented visu-
ally. A vacancy in the inner valence shell (mainly in 2s orbitals) is created due
to high-energy electron or x-ray bombardment. (a) In ICD, the vacancy is filled
by a valence electron of molecule A, and the released energy will knock out
molecule B’s valence electron. The A+B+ type molecular state will be the final
state. (b) In ETMD(2), an outer valence electron from the nearby molecule B fills
an inner valence vacancy. The virtual photon will eject another valence electron
from molecule B, resulting in the final molecular state of the AB2+ type. (c) In the
ETMD(3) process, a neighboring molecule B’s outer valence electron fills the hole
in molecule A, and the virtual photon ejects a second electron from molecule C.
The AB+C+ type molecular state will be the final state. In ETMD(2) and ETMD(3),
2 and 3 are the number of molecules involved in the ETMD process.

(IP) and double ionization potential (DIP) trends within clusters has
also been studied.

II. COMPUTATIONAL METHODS
A. Fano approach for decay width

The metastable states generated via photoionization can decay
through Auger decay, ICD, and ETMD. The decay happens through
two-electron autoionization mechanisms; hence, these processes can
belong to Feshbach-type resonance states. The characteristic of these
metastable states is governed by the system’s decay width Γ. Accord-
ing to Fano–Feshbach’s theory, the resonance state can be described
as a combination of bound and continuum states. The coupling
between the bound and continuum parts of the resonance state gives
us the decay width. The decay width Γ in this approach is provided
by

Γ = 2π∑
f
∣⟨ϕ∣H∣χ f ,ε⟩∣2, (1)
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where H is the total electronic Hamiltonian, f indicates open decay
channels that belong to the continuum subspace, and ε is the asymp-
totic kinetic energy of the ICD/ETMD electron. To construct the
bound and continuum parts of the resonance state, we have divided
the Hilbert space into the Q subspace for bound configurations and
the P subspace for continuum configurations. The P and Q sub-
spaces would have to fulfill the following conditions: P +Q = 1 and
P ∗ Q = 0. We have obtained the bound part of the resonance state
through the diagonalization of H projected on the Q subspace. The
Q subspace included

QHQ∣ϕ⟩ = Eb∣ϕ⟩. (2)

We have obtained the continuum part of the resonance state
through the diagonalization of H projected on the P subspace,

PHP∣χ f ,ε⟩ = E f ∣χ f ,ε⟩. (3)

The continuum states we obtained using Eq. (3) are not true
continuums because the L2 basis set has been used in our calcula-
tions. They show incorrect normalization and asymptotic behavior.
Therefore, they are pseudo-continuums in nature. To obtain the
correct normalization and accurate value of decay width, we have
employed the Stieltjes imaging technique.21

For the construction of H, we have used the extended second-
order algebraic diagrammatic construction [ADC(2)X] scheme of
the Green’s function [defined within the space spanned by the one-
hole (1h) and two-hole one particle (2h1p) configurations]. In the
ADC(2)X approach,22–25 the coupling between the 1h configura-
tions is treated as the second order of perturbation theory. However,
the coupling between 1h and 2h1p configurations and the coupling
between 2h1p configurations are treated according to first-order
perturbation theory. We considered the 2h1p configurations to con-
struct the P subspace, representing the final double-ionized state
with an outgoing free electron. In one hole block (part of the Q sub-
space), we include all occupied orbitals except for the core orbitals
of the metal and oxygen atoms. The 2h1p configurations are parti-
tioned in such a way that the ones that are open decay channels (i.e.,
DIPs lower than IP) are in the P subspace, and the rest are in the
Q subspace. In this approach, we can get the total and partial decay
widths. For details on the Fano-ADC method, please see Refs. 22–25.

III. RESULTS AND DISCUSSION
A. Cluster geometries and basis set

We must familiarize ourselves with the solvation shell’s con-
cept since we are examining its impact in this article. The solute’s
solvation shell refers to the number of water molecules (solvent
molecules) surrounding the solute (a metal ion in our case). The dis-
tinction between these two structures (first and second solvation) lies
in the positioning of water molecules within the cluster. In the first
solvation shell structure, all the water molecules are directly con-
nected to the metal ion. Conversely, in the second solvation shell
structure, a few water molecules are not directly linked to the metal
ion but rather connected to the water molecules of the first solvation
shell. To denote the different solvation shell structures in our clus-
ters, we use a general notation: Na+-(H2O)p+q and Mg2+-(H2O)p+q,
where p and q represent the number of water molecules in the first
and second solvation shells, respectively. The sum of p and q is n,

the total number of water molecules in any cluster. To illustrate this
notation with examples of sodium-water clusters, let us consider the
case when n = 2. The Na+-(H2O)2+0 cluster denotes the first sol-
vation shell geometry, where both water molecules directly interact
with the Na+ ion. On the other hand, Na+-(H2O)1+1 is the second
solvation shell geometry, where one water molecule is directly con-
nected to Na+ (present in the first solvation shell). The second water
molecule is linked to the first water molecule or indirectly connected
to a metal ion (making it part of the second solvation shell). Simi-
larly, for n = 3, Na+-(H2O)3+0 and Na+-(H2O)2+1 are the first and
second solvation geometries, respectively. Numerous structural pos-
sibilities9 exist for the first and second solvation shells when n ≥ 3.
We solely consider the lowest energy structure for each solvation
shell.

The number of water molecules in the first solvation shell of
the Na+ ion is reported differently in different articles. You can find
these studies in Ref. 9 and the references within it. The coordination
number of the Na+ ion in the gaseous phase is close to 4, while in
bulk, it is between 5 and 6. This means that in the gaseous phase,
the first solvation shell structure for n ≤ 4 will be the lowest mini-
mum structure, whereas the second solvation shell structure will be
the lowest energy structure for n ≥ 5 in Na+-(H2O)n. As for Mg2+-
(H2O)n clusters, the coordination number is close to 6. The Mg2+’s
coordination number in Mg2+-(H2O)n tells us that the first solvation
shell structure will be the lowest minimum structure up to n ≤ 6.

Geometries of Na+-(H2O)n and Mg2+-(H2O)n clusters were
optimized using the Gaussian09 software package26 with B3LYP27–30

functional and 6-311++g(2d,p) basis sets.31 Grimme’s GD3 dis-
persion correction has been used while optimizing geometries. To
ensure accurate results, we employed tight convergence criteria for
optimizing all structures in our study. The maximum and RMS
forces were constrained below 15 × 10−6 and 10 × 10−6 atomic units,

FIG. 2. Geometries of Mg2+-(H2O)1+1 cluster and the first and second solvation
shells of the Na+-(H2O)n=1–5 clusters. Atom color code: yellow: magnesium, violet:
sodium, red: oxygen, and white: hydrogen.
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respectively, while the maximum and RMS displacements were lim-
ited to 60 × 10−6 and 40 × 10−6 atomic units. Symmetry was not
enforced during the optimization process, allowing for unrestricted
exploration of the cluster geometries. Figure 2 shows sodium-water
clusters’ optimized first and second solvation shell structures for
different n values. The optimized geometries of magnesium-water
clusters’ are similar to the corresponding geometries of sodium-
water clusters, except for the second solvation shell geometry when
n = 2. The Mg2+-(H2O)1+1 geometry differs significantly from Na+-
(H2O)1+1 even though both have the same symmetry, as depicted
in the second and last geometries shown in Fig. 2. The bonding
between two water molecules is different in both structures. In
Mg2+-(H2O)1+1, because of the +2 charge of magnesium, the water
molecule in the first solvation shell gets a partial charge, and the
O–H bond becomes elongated, which is stabilized by the water in
the second solvation shell. Considering the significance of symmetry
in determining a cluster’s geometry, let us delve into the symme-
tries observed in sodium and magnesium water clusters. Except
for p = 2, where Na+-(H2O)2+0 and Mg2+-(H2O)2 exhibit D2 and
D2d symmetries, respectively, the symmetries of Na+-(H2O)p+0 and
Mg2+-(H2O)p+0 are identical for p = 1, 3, and 4, which are C2v, D3,
and S4. Symmetries of Na+-(H2O)p+0 for p = 5 and 6 are C1 and
S6, whereas for Mg2+-(H2O)p+0 they are C2v and TH . The second
solvation shell structures of sodium and magnesium-water clusters
[Na+-(H2O)p+1 and Mg2+-(H2O)p+1] were also found to have the
same symmetries. The symmetries are Cs for p = 1, C2v for p = 2,
C2 for p = 3, and C2 for p = 4. In the second solvation shell struc-
ture for n = 6, the 4 + 2 structure type (p = 4, q = 2) has smaller
energy than the 5 + 1 type structure (p = 5, q = 1). D2d is the sym-
metry for the 4 + 2 type structure of Na+ and Mg2+ water clusters.
The coordinates of the Na+-(H2O)n and Mg2+-(H2O)n clusters first
and second solvation geometries and the counterpoise correction [or
basis set superposition error (BSSE)] for these structures are given in
the supplementary material.

We have already discussed the basis for geometry optimization.
The CAS-SCF32 and MS-CASPT2 methods33–35 have been used to
calculate the IP and DIP in the MOLCAS 8.4 version.36 We have used
the cc-pVTZ basis37 for the hydrogen atom, the aug-cc-pVTZ basis37

for the oxygen atom, and the ANO-L basis38 for Mg2+ and Na+
metal ions. We have used the aug-cc-pVTZ basis set37 for all chem-
ical species (H, O, Na+, and Mg2+) while computing IP values using
the EOM-CCSD method.39 We have used the FANO-ADC(2)X
approach22–25 for the decay width calculations. Decay widths are
very sensitive to the basis set. The accurate calculation of decay
width requires a proper description of the continuum wave function.
Therefore, we added 4s-type 4p-type 4d-type continuum-like basis
functions (4s4p4d) to the cc-pVTZ basis set for oxygen and sodium
atoms, and the cc-pVTZ basis set augmented by 1s1p1d functions is
used for the hydrogen atom in Na+-(H2O)1–3 clusters. Basis function
addition is done using the Kaufmann–Baumeister–Jungen (KBJ)40

continuum-like basis function approach. Adding the extra functions
will provide a good description of the pseudo-continuum. How-
ever, adding extra KBJ functions also increases the calculation’s
cost. Thus, one has to choose the basis set by keeping the cost of
calculation and the result’s accuracy in mind. Therefore, for the
decay width calculation of Na+-(H2O)4,5 clusters, the cc-pVTZ basis
set augmented with 2s2p KBJ continuum-like basis functions for
oxygen, the cc-pVTZ basis set for hydrogen, and the cc-pVTZ basis

set plus 3s3p1d KBJ continuum-like basis functions for the sodium
atom have been used. For Mg2+-(H2O)1–5 clusters, we have used the
cc-pVTZ basis set for hydrogen, the cc-pCVTZ basis set + 2s2p KBJ
functions for oxygen, and the cc-pCVTZ basis set41 + 3s3p1d KBJ
functions for magnesium atoms.

B. Solvation shell’s effect on IP and DIP
of Na+-(H2O)1–5 and Mg2+-(H2O)1–5 clusters

It is well known that the core IP is dominated by relaxation,
whereas the outer valence IP is governed by correlation. In the
case of inner valence ionization, relaxation, and correlation42 both
play an important role. In some cases, the interplay of these effects
causes Koopmans’ approximation43 to fail. The inner valence ion-
ized state in a surrounding environment has a finite lifetime and
decays via ICD or ETMD. These decay processes form double-
ionized states, resulting in significant reorganization and relaxation
within the system. Shake-up states usually accompany the double
ionization potentials, highlighting the importance of considering
many-body effects in DIP calculations. There are two possibilities
within double ionized states. First are the single site double ionized
states (ss-DIP), where two holes are confined to a single site (A2+B
or AB2+). Second are two sited-doubly ionized states (ts-DIP), where
two holes are localized on two different sites (A+B+ or AB+C+).
You can see these two types of two-hole states in Fig. 1. The ss-
DIP states are usually larger in energy than the ts-DIP states because
two positive charges repel each other more strongly if they are on
the same molecule rather than two different molecules. The ts-DIP
states are usually responsible for the non-radiative decay process
since they are likely to be smaller than the IP of the inner valence
state. This implies that decay occurs only when the lowest DIP is
smaller than the target state’s IP. The count of DIPs smaller than the
target state’s IP provides the number of potential decay channels.
The IPs (Na+-2s, Na+-2p, Mg2+-2s, and Mg2+-2p) and the low-
est DIPs of Na+-(H2O)1–5 and Mg2+-(H2O)1–5 clusters are reported
in Tables I and II, respectively. The CASSCF and MS-CASPT2
methods involve CAS-active space, which contains the number of
active orbitals and active electrons. The details of the active space
for Na+-(H2O)n and Mg2+-(H2O)n clusters are described in the
supplementary material. To ensure the accuracy of the IP values
obtained from the MS-CASPT2 method, we also performed IP cal-
culations using the EOM-CCSD method. The trend observed in the
IP values obtained from both methods is consistent. It also sup-
ports the reliability of the MS-CASPT2 results. However, it should be
noted that calculating double ionization potentials (DIPs) using the
EOM-CCSD method is computationally expensive. Consequently,
we employed the MS-CASPT2 method to calculate the DIP val-
ues, as it balances accuracy and computational cost. One will need
two different solvation shell structures to study the solvation shell
effect. The construction of the first and second solvations shells
requires a minimum of two water molecules. Therefore, we focused
on the lowest energy structures of the first and second solvation for
our study. For Na+-(H2O)2–4 and Mg2+-(H2O)2–4, we have stud-
ied two different geometries that correspond to the first and second
solvations.

Tables I and II provide valuable insights, leading to the follow-
ing observations: We will try to understand the reasons behind them.
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TABLE I. It shows the ionization potentials (IP) of Na-2s and Na-2p and the lowest double ionization potential (DIP) in Na+-(H2O)n n = 1, 5 clusters. All the values are in eV.
Note: The IP of Na-2s (78.3 eV) for Na+-H2O is reported by Stumpf et al. using the ADC method.20

Cluster

IP of Na-2s IP of Na-2p

CAS MSCAS EOM CAS MSCAS EOM Lowest DIP
SCF PT2 CCSD SCF PT2 CCSD MSCAS PT2

Na+-H2O 80.23 79.12 79.89 45.39 45.25 45.55 53.05

Na+-(H2O)2+0 79.10 77.61 78.70 44.37 44.01 43.70 40.16
Na+-(H2O)1+1 80.14 78.67 ⋅ ⋅ ⋅ 45.39 45.74 ⋅ ⋅ ⋅ 40.27
Geometry Aa 80.27 78.93 ⋅ ⋅ ⋅ 45.48 45.56 ⋅ ⋅ ⋅ 38.34

Na+-(H2O)3+0 78.00 76.46 77.17 43.27 42.45 42.26 39.08
Na+-(H2O)2+1 78.80 77.55 ⋅ ⋅ ⋅ 44.06 43.78 ⋅ ⋅ ⋅ 39.79

Na+-(H2O)4+0 77.04 75.96 75.84 42.35 42.32 41.01 38.27
Na+-(H2O)3+1 77.75 76.42 ⋅ ⋅ ⋅ 44.06 42.71 ⋅ ⋅ ⋅ 38.35

Na+-(H2O)4+1 76.76 75.29 ⋅ ⋅ ⋅ 42.18 41.91 ⋅ ⋅ ⋅ 37.13
aFirst solvation geometrical arrangement with O–Na bond distances of the second solvation structure (see Fig. 3).

TABLE II. It shows the ionization potentials (IP) of Mg-2s and Mg-2p and the lowest double ionization potential (DIP) in Mg2+-(H2O)n n = 1, 5 clusters. All the values are in eV.
Note: Mg-2s IP (115.3 eV) for Na+-H2O is reported by Stumpf et al. using the ADC method.20

Cluster

IP of Mg-2s IP of Mg-2p

CAS MSCAS EOM CAS MSCAS EOM Lowest DIP
SCF PT2 CCSD SCF PT2 CCSD MSCAS PT2

Mg2+-H2O 116.82 115.51 116.08 76.37 76.01 75.64 69.30

Mg2+-(H2O)2+0 114.12 113.04 113.12 73.71 73.39 72.44 55.16
Mg2+-(H2O)1+1 115.13 113.23 ⋅ ⋅ ⋅ 74.89 73.88 ⋅ ⋅ ⋅ 53.29

Mg2+-(H2O)3+0 112.03 109.80 110.59 71.70 70.86 69.99 53.77
Mg2+-(H2O)2+1 113.66 111.92 ⋅ ⋅ ⋅ 73.33 72.71 ⋅ ⋅ ⋅ 52.44

Mg2+-(H2O)4+0 110.32 107.20 107.97 70.05 69.26 ⋅ ⋅ ⋅ 51.32
Mg2+-(H2O)3+1 111.52 109.27 ⋅ ⋅ ⋅ 71.21 70.44 ⋅ ⋅ ⋅ 50.22

Mg2+-(H2O)5+0 109.00 102.53 107.31 68.77 68.33 ⋅ ⋅ ⋅ 50.05
Mg2+-(H2O)4+1 109.82 107.60 107.70 69.56 68.95 ⋅ ⋅ ⋅ 48.73

First, in sodium-water clusters, we observe a decreasing trend in IP
values as the number of water molecules in the first solvation shell
of the Na+ ion increases. The decrease in effective nuclear charge
(ENC) is the key here. As the number of water molecules in the first
solvation shell of the Na+ ion increases, the +1 charge of the Na+ ion
decreases. This is because the increasing number of water molecules
facilitates greater charge transfer from the water molecules to the
sodium ion. In other words, the water molecules effectively dis-
tribute the sodium’s charge among themselves, leaving the sodium
ions with a less positive charge. Natural bond order (NBO) analysis
supports this hypothesis. It reveals the charge transfer between the
water’s lone pair and the sodium’s 3s orbital stabilizes the system by
1.20 kcal/mol, 1.71 × 2 = 3.42 kcal/mol, 5.60 × 3 = 16.80 kcal/mol,
and 7.68 × 4 = 30.72 kcal/mol for n = 1 to n = 4 in Na+-(H2O)n,

respectively. Consequently, the effective nuclear charge (ENC) expe-
rienced by the sodium’s electrons in Na+-H2O is notably higher than
that experienced in Na+-(H2O)4, leading to a low ENC in the lat-
ter case. This lower ENC results in a low IP, since less energy is
required to eject an electron. Therefore, the IP value decreases as
water molecules increase in the Na+ ion’s first solvation shell in
the sodium-water clusters. A similar trend is observed for Mg2+-
(H2O)n=1–5 clusters. Since the Mg atom has a +2 charge and the
O–Mg bond distance is smaller than the O–Na bond distance, it pro-
motes the charge transfer even more. Because of the larger charge on
Mg than Na, the ENC felt by magnesium’s electrons is higher than
the electrons of sodium. As a result, we found that Mg-2s and Mg-
2p’s IP values are larger than Na-2s and Na-2p’s IP values for a given
value of n, respectively.
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TABLE III. Shows the total decay width due to ICD and ETMD processes and the total lifetime of Na-2s TBS in Na+-(H2O)n; n = 1, 5 clusters. Note: the O–Na Bond lengths are
rounded-off to two decimal places.

Cluster

Na-2s

O–Na bond Decay width Lifetime
Solvation Length (in Å) Γ (in meV) τ (in fs)

Na+-H2O First 2.24 113.97 5.78
Stumpf et al. First 2.21 ⋅ ⋅ ⋅ 5.5a

Stumpf et al. First 2.30 ⋅ ⋅ ⋅ 7.0a

Na+-(H2O)2+0 First 2.26 302.89 2.17
Geometry-Ab First 2.18, 4.12 209.54 3.14
Na+-(H2O)1+1 Second 2.18, 4.12 154.66 4.25

Na+-(H2O)3+0 First 2.29 335.25 1.96
Na+-(H2O)2+1 Second 2.23, 3.88 260.37 2.53

Na+-(H2O)4+0 First 2.32 400.64 1.64
Na+-(H2O)3+1 Second 2.27, 2.29, 3.98 325.23 2.02
Stumpf et al. First 2.30 365.00 1.8a

Na+-(H2O)4+1 Second 2.32, 2.30, 4.05 419.73 1.57

Experimental ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 3.1c

aThe Fano-ADC-Stieltjes method is used for calculation with cc-pCVTZ + 2s2p2d1f KBJ basis for Na and O and cc-pVTZ + 1s1p1d KBJ basis for H.20

bFirst solvation geometry with different O–Na+ bond lengths (see Fig. 3).
cExperimental value by Öhrwall et al. in aqueous solutions of NaCl (Ref. 44).

Second, we have observed that the Na-2s/Mg-2s and Na-
2p/Mg-2p’s IP values are larger in the second solvation structures
than in the respective first solvation structures of sodium-water
and magnesium-water clusters. To illustrate this, let us consider
the example of the Na+-(H2O)2 cluster. Two water molecules are
directly connected to the metal ion in the first solvation shell
(Na+-(H2O)2+0), while only one is in the second solvation shell
(Na+-(H2O)1+1). As a result, in the first solvation shell, more charge
transfer will occur between the oxygen’s lone pair electrons and the
sodium’s 3s orbital than in the second solvation shell. Therefore,
a metal ion’s positive charge diffuses across two molecules in the
first solvation shell, while in the second solvation shell, it diffuses
over just one. As a result, the electrons of Na and Mg experience a
larger ENC in their second solvation shell than in their first. Hence,
the second solvation shell structures of Na+-(H2O)2–4 and Mg2+-
(H2O)2–4 have larger IP values than the first. Third, we observed that
the lowest DIP values decrease as the number of water molecules (n)
increases. Once again, ENC plays a crucial role in this trend. Ini-
tially, all sodium-water clusters have a +1 charge. The two-hole final
states formed after double ionization have a +3 total charge. This+3 charge will be on one sodium atom and one water molecule (two
subunits) in Na+-H2O. In Na+-(H2O)5, this +3 charge will be shared
by one sodium atom and the five water molecules (six subunits).
Therefore, cluster electrons will experience a drop in ENC as cluster
size increases. This decrease in ENC leads to smaller DIP values as
the cluster size increases. Fourth, we have observed that the decay of
Na-2p is not possible in all sodium-water clusters, while the decay of
Mg-2p is possible in all magnesium-water clusters. This is because
the IP of Mg2+ is larger than the lowest DIP value of magnesium-

water clusters when n = 1, while the IP of Na+ is not. The higher
charge on the magnesium ion makes the IP larger, which allows the
decay of Mg-2p to occur even when there is only one water molecule
in the cluster. The decay of Na-2p, on the other hand, requires at
least two water molecules to be present in the cluster.

C. Solvation shell’s effect on lifetimes of Na-2s
and Mg-2s TBSs

We have reported the total decay width (Γ) and lifetime (τ) of
Na-2s and Mg-2s TBSs in Na+-(H2O)1–5 and Mg2+-(H2O)1–5 clus-
ters, along with the O–Na+ and O–Mg2+ bond lengths, in Tables III
and IV, respectively. We have compared our results with the theo-
retical calculations of Stumpf et al.20 and with the Öhrwall et al.’s
experimental value44 of Na-2s and Mg-2s TBS’s lifetime in NaCl and
MgCl2’s aqueous solutions. We observed that our calculated lifetime
of Na-2s TBS in Na+-H2O (5.78 fs) at 2.24 Å is in close agreement
with the findings of Stumpf et al. (5.5 fs at 2.21 Å). They also report a
decay width of 7.0 fs at 2.30 Å. The change in distance here (Stumpf
et al.) is 0.09 Å, yet it brings a 21% change in decay width values. This
demonstrates the high sensitivity of decay width values to even small
changes in bond length. Despite this sensitivity of decay width values
to changes in bond length, we have shown that the different posi-
tions of water molecules in a cluster can also affect the decay width.
We will be discussing this in the upcoming point named observation
number two.

From Tables III and IV, first, we observed that the decay width
increases (or lifetime decreases) as the number of water molecules
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TABLE IV. Shows the total decay width due to ICD and ETMD processes and the total lifetime of Mg-2s TBS in Mg2+-(H2O)n; n = 1, 5 clusters. Note: the O–Mg Bond lengths
are rounded-off to two decimal places.

Cluster

Mg-2s

O–Mg bond Decay width Lifetime
Cluster Solvation Length (in Å) Γ (in meV) τ (in fs)

Mg2+-H2O First 1.93 261.33 2.52
Stumpf et al. First 2.08 178 3.6a

Mg2+-(H2O)2+0 First 1.95, 1.95 442.82 1.49
Mg2+-(H2O)1+1 Second 1.84, 3.95 340.96 1.93

Mg2+-(H2O)3+0 First 1.97 525.42 1.25
Mg2+-(H2O)2+1 Second 1.92, 3.41 391.99 1.68

Mg2+-(H2O)4+0 First 2.00 593.93 1.11
Mg2+-(H2O)3+1 Second 1.95, 1,98, 3.55 493.96 1.33
Stumpf et al. 2.08 560 1.17a

Mg2+-(H2O)4+1 Second 1.99, 2.01, 3.66 515.81 1.28

Experimental ⋅ ⋅ ⋅ 1.5b

aThe Fano-ADC-Stieltjes method is used for calculation with cc-pCVTZ + 2s2p2d1f KBJ basis for Mg and O and cc-pVTZ + 1s1p1d KBJ basis for H.20

bExperimental value by Öhrwall et al. in aqueous solutions of MgCl2 (Ref. 44).

(n) grow45–47 within the first or second solvation shell in Na+-
(H2O)n and Mg2+-(H2O)n clusters. As n increases, the O–Na+ and
O–Mg2+ bond distances increase, and a larger bond distance typ-
ically leads to a longer lifetime. Surprisingly, we observed that the
Na-2s TBS’s lifetime decreases instead of increasing with increasing
cluster size. It implies that the effect of an increased number of water
molecules dominates over the bond length effect. The decrease in
Na-2s/Mg-2s TBS’s lifetime is due to the non-linear increase in the
number of DIPs smaller than the targeted state’s IP with increasing
n values. Therefore, we observed a faster decay (or a shorter life-
time) of Na-2s/Mg-2s TBS with an increase in n in Na+-(H2O)n and
Mg2+-(H2O)n.

Second, we have observed that Na-2s TBS’s lifetime is longer
in all the second solvation structures than its first one for a given n
value. For example, the lifetime of Na-2s is longer in Na+-(H2O)1+1
(4.26 fs) than in Na+-(H2O)2+0 (2.17 fs). These two geometries have
the same number of water molecules but differ in the position of
the water molecules and the O–Na bond distances. Since the num-
ber of possible decay channels is almost identical in both cases,
the reason can only be explained based on the O–Na bond dis-
tance and the different positions of water molecules. There is one
more factor that can affect the Na-2s TBS’s lifetime, and that is the
type of non-radiative decay process. In Na+-(H2O)1+1, ICD could
be the dominant channel while ETMD could be in Na+-(H2O)2+0
or vice versa. To investigate this further, we have done the par-
tial decay width calculations reported in Table V. The partial decay
width calculations reveal that ICD and ETMD decay processes are∼1.9 and 2.7 times faster in Na+-(H2O)2+0 than in Na+-(H2O)1+1,
respectively. However, ICD is the dominant decay channel in both
geometries. Now the question is: what affects the Na-2s TBS’s life-
time more: the position of water molecules or the O–Na bond

distance? To address this, we have studied one more geometry of
sodium-water cluster for n = 2, named geometry-A. The geometry-
A has similar water positions as the first solvated shell structure,
while the two O–Na bond lengths are the same as the second sol-
vated structure. See Fig. 3 for a clear understanding. The importance
of geometry-A is that the comparison of Na-2s TBS’s lifetime in
geometry-A with that in the Na+-(H2O)2+0 will provide the effect
of bond length on the Na-2s TBS’s lifetime because the difference
in both geometries is of the O–Na bond lengths while the posi-
tion of water molecules is the same in both cases. Let us call it
condition-1. Furthermore, comparing the Na-2s TBS’s lifetime in
geometry-A with that in the Na+-(H2O)1+1 cluster will provide the
effect of position on Na-2s TBS’s lifetime because the difference in
both geometries is due to the different water molecular positions,
while the O–Na bond length is the same in both cases. Let us call
it condition-2. The Na-2s TBS’s lifetimes are 2.17, 4.25, and 3.14 fs
in Na+-(H2O)2+0, Na+-(H2O)1+1 and geometry-A, respectively. The
difference in Na-2s TBS’s lifetime in condition-1 and 2 are 0.97 and
1.11 fs, respectively. This clarifies that the effect of the positions of
water molecules (1.11 fs) is slightly larger than the effect of bond
length (0.97 fs) on Na-2s TBS’s lifetime. Therefore, we have con-
cluded that the effect of the second water’s position (or geometric
effect) is more important than the bond length effect. Let us see the
detailed analysis of partial decay widths. Table V presents the par-
tial decay widths for the three geometries of the Na+-(H2O)2 cluster.
It is observed that the influence of bond length and water molecule
position on the decay width varies across different channels. In par-
ticular, in the Na+2pO+2p channel, the change attributed to bond length
exceeds that of the position change. Conversely, in the Na+2pH+1s and
O+2pO+2p channels, the position change exhibits a larger impact on
the decay width compared to the bond length change. Our analysis
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TABLE V. Partial decay widths (for ICD and ETMD) of the Na-2s ionized state in various geometries (see Fig. 3) of Na+-(H2O)n clusters for n = 2.

Decay width (in meV)

Decay type Decay channels Na+-(H2O)2+0 Geometry-A Na+-(H2O)1+1

ICD Na+2pO+2p 262.7 149.00 139.33
ICD Na+2pH+1s 24.20 31.97 13.06
ETMD O+2 sO

+
2p 5.84 3.25 2.26

ETMD O+2pO+2p 0.81 1.5 0.59

FIG. 3. Geometries of the first [shown by (a)] and second solvation shells [shown
by (b)] for n = 2 in Na+-(H2O)n clusters. (c) Shows the geometry-A, formed by
changing the O–Na bond distances of the first solvation shell structures. The O–Na
bond lengths of geometry-A are equal to those in the second solvation shell struc-
ture. A decay width (or lifetime) comparison between (a) and (c) provides the effect
of bond length on decay width. In contrast, comparing (b) and (c) offers the impact
of position on decay width. A decay width comparison among these geometries
helps us understand what affects the lifetime of Na-2s TBS more: the O–Na bond
length or the position of the water molecule. Atom color code: violet: sodium; red:
oxygen; and white: hydrogen.

focuses on the first two ICD channels since these channels domi-
nate the decay process in these three geometries. Conclusively, the
contribution of different positions of water molecules to the total
decay width outweighs the change resulting from bond length alter-
ations. To address why the lifetime of Na-2s/Mg-2s TBS is longer in
the second solvation shell structures than in the first solvation shell
structures, we have calculated the transition dipole moment because
the decay width is proportional to the transition dipole moment.48,49

The transition dipole moment values have been calculated using the
EOM-CCSD method with the aug-cc-pVDZ basis sets for n = 2 (as
an example case) in the sodium water cluster’s first and second sol-
vation shell structures. The left and right eigenvectors were obtained
by diagonalizing the one-hole block of the Hamiltonian matrix gen-
erated using the EOMCCSD method. The transition dipole moment
is calculated for the dominant decay channel only. The calculated
transition dipole moment values from Na(2p) to O(2p) are 0.123 717
and 0.091 239 a.u. in the first and second solvation shell structures,
respectively. A large value of the transition dipole moment implies
that the jumping of an electron between two orbitals is fast. It means
the vacancy generated during the decay process can be filled more
quickly in the first solvation shell, leading to quicker decay. That is
why we have observed a larger decay width (or a shorter lifetime) for
the first solvation shell structures than for the second ones. Third,

an interesting trend emerges if we compare the lifetime values of
TBSs in sodium-water (5.78 to 1.64 fs) and magnesium-water clus-
ters (2.52 to 1.11 fs). The lifetime values are dropping at a faster rate
in the sodium-water clusters than in the magnesium-water clusters.
It says that due to a higher charge on magnesium ions than sodium
ions, the decay will be slower in the magnesium water cluster than
in the sodium water cluster. Fourth, we also observe that the dif-
ference in the decay width between the first and second solvations
gradually reduces with the increase in water molecules. For example,
Na-2s TBS’s lifetime increases by 96% in Na+-(H2O)1+1 compared
to Na+-(H2O)2+0, whereas the increase from first to second solva-
tion is only 29% and 10% for n = 3 and 4, respectively. We know
that the solvation shell number of sodium-ions is close to 4 in the
gas phase. Therefore, a difference in Na-2s TBS’s lifetime in Na+-
(H2O)4+1 (1.64 fs) and Na+-(H2O)4 (1.57 fs) will tell us about the
effect of the solvation shell on the decay rate. In this case, Na-2s
TBS’s lifetime difference is 0.07 fs (4.5%), indicating that the change
in the solvation shell (from first to second) affects the decay rate in a
minimal way. Similar results were also observed in the study of rare
gas clusters by Fasshauer et al.50,51 They showed that, apart from its
nearest neighbors, the second shell also contributes to an observable
second peak in the spectrum of ICD electrons. However, it has little
impact on the total decay width (the same as our results).

In Na+-(H2O)4, the lifetime of Na-2s TBS in our results (1.64 fs)
and Stumpf et al’s. (1.80 fs) theoretical results agree well with each
other. However, it is much lower than the experimental value (3.0 fs).
The difference between theoretical and experimental values is due
to experimental and computational errors. The experimental errors
can be due to the averaging of numerous possible structures, while
the Fano-ADC method also has its limitations that introduce some
errors.

IV. CONCLUSIONS
In this article, we have studied the effect of solvation shells

on ionization potential (IP), double ionization potential (DIP), and
a lifetime of 2s ionized states using Na+-(H2O)n=1–5 and Mg2+-
(H2O)n=1–5 clusters as the test systems. We have specifically looked
at the impact of several variables on the lifetime of Na-2s/Mg-2s
TBS, including the number of water molecules present, effect of
solvation shell, and metal ion’s charge. The decay width has been
calculated using the Fano-ADC(2)X method, whereas the CAS-SCF,
MS-CASPT2, and EOM-CCSD methods have been used to report
the system’s IP. The lowest DIPs are reported using the MS-CASPT2
method.
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Conclusions related to IP and DIP are as follows: First, the IP
of inner valence (Na-2s, Na-2p, Mg-2s, and Mg-2p) and the low-
est DIP values decrease as the number of water molecules increases.
The decrease in IP and DIP values with increased cluster size is
due to a reduction in the effective nuclear charge (ENC). Second,
we observed that the IP values would decrease continuously even
after attaining the first solvation shell. However, the decrease in IP
will be marginal after achieving the first solvation shell. Third, the
IP of Na-2s and Mg-2s in the second solvation shell of sodium-
water and magnesium-water clusters is larger than its corresponding
first solvation shell. That is due to the direct connection of water
molecules in the first solvation shell, which stabilizes the positive
charge on metal ions and decreases the ENC. Fourth, the decay of
Mg-2p occurs even when only one water molecule exists in the clus-
ter. On the other hand, the decay of Na-2p requires at least two water
molecules to be present in the cluster.

Conclusions related to the lifetime of TBSs in sodium-water
and magnesium-water clusters are as follows: (a) We observe that
the lifetime of the TBS decreases as the number of water molecules
(n) increases. This is surprising because the increase in the oxygen-
metal bond length, which occurs with increasing n, typically leads to
a longer lifetime. However, our results suggest that the effect of the
number of water molecules dominates over the effect of bond length
on the lifetime of the TBS. This is because additional water molecules
increase the number of decay channels, leading to a shorter life-
time. (b) The lifetime of Na-2s/Mg-2s TBS is longer in the second
solvated shell structures than in their respective first ones. For exam-
ple, Na-2s TBS’s lifetime is longer in Na+-(H2O)1+1 (4.25 fs) than in
Na+-(H2O)2+0 (2.17 fs). That is due to two reasons. (i) There is a
huge increase in one of the O–Na bond lengths in Na+-(H2O)1+1,
which decreases the decay rate in the second solvation shell struc-
ture. (ii) The transition dipole moments for the first solvation were
higher than those for the second solvation shell, resulting in faster
decay in the first solvation shell structure. (c) A difference in Na-2s
TBS’s lifetime in Na+-(H2O)4+1 (1.64 fs) and Na+-(H2O)4 (1.57 fs)
will tell us about the effect of the solvation shell on the decay rate.
This difference in lifetime is 0.07 fs (4.5%), indicating that the solva-
tion shell’s impact will be minimal after attaining the first solvation
shell. (d) Fourth, the lifetime of TBSs decreases faster in sodium-
water clusters (5.78 to 1.64 fs) than in magnesium-water clusters
(2.52 to 1.11 fs). The lifetime values are dropping more quickly in
the sodium-water clusters than in the magnesium-water clusters.
This is because of the higher charge on the magnesium ion than the
sodium ion, which slows down the decay process. (e) The lifetime of
Na-2s TBS is longer than that of the Mg-2s TBS’s lifetime in their
corresponding clusters. For example, the lifetime of Na-2s TBS in
Na+-H2O (5.78 fs) is longer than Mg-2s TBS in Mg2+-H2O (2.47 fs).
The reasons for this could be: (i) The number of decay channels is
higher in magnesium-water clusters than in sodium-water clusters;
(ii) the metal-oxygen bond lengths are smaller for magnesium-water
clusters than sodium-water clusters; and (iii) the charge of the metal
ion.

SUPPLEMENTARY MATERIAL

Supplementary data include optimized coordinates of Na+-
(H2O)n and Mg2+-(H2O)n clusters with basis set superposition error

(BSSE) or counterpoise correction for each cluster and the CAS
active space information for IP and DIP calculations.
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22P. Kolorenč, V. Averbukh, K. Gokhberg, and L. S. Cederbaum, J. Chem. Phys.
129, 244102 (2008).
23V. Averbukh and L. S. Cederbaum, J. Chem. Phys. 123, 204107 (2005).
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