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Abstract

Abstract

In this thesis, an explicitly complex absorbing potent@AP) based equation-of-
motion coupled cluster with singles and doubles (EOM-CCfaDjpalism is developed.
The method is termed as CAP/EOM-CCSD method. The methogigmed to compute
the position and lifetime of the shape resonance. [1] It hss laeen applied to explore
the different spectroscopic phenomena such as Interatmnhitermolecular coulombic
decay (ICD),[2—11] Auger decay,[12, 13] etc. The decay o&dl€D and Auger decay is
computed using the CAP/EOM-CCSD method. The calculatedydeste is found to be
very fast for the ICD as well as auger decay.

Resonance states are quasi bound or metastable stateswidthifetime. Generally,
resonance states appear in electron molecule scattedng@ovides deep insight about
the physical system. Resonances play a significant roleriausaenergy exchange pro-
cess like, vibrational excitations of the molecules, disstive attachment, etc. It also
play an important role in high precession single molecutaireering and quantum dot
fabrication. However, resonance phenomena becomes ohe wfdst amazing phenom-
ena in chemical physics after it has been proved that resersiates are responsible for
the radiation damage[14, 15] in biological system.Thus,rfssonance phenomena can
be used as powerful tool to measure the genotoxic effecigingltissues.

Structural and spectroscopic properties of resonancesstéat quite similar to the
bound state. The accurate calculation of position andrifebf the resonance states are
required to describe the several non-radiative decay psesein chemical physics such
as Auger decay, ICD, [16] decay of double core hole statésHtbwever, main diffi-
culty in the calculation of resonance state is the treatroéttie non square integrable
resonance wavefunction. Thus, the usual bound state ngetlrechot applicable. Reso-
nance state can also be described as compound state betweehdand continuum state.
Thus, the calculation of resonance state requires simediantreatment of correlation

and continuum effects.



Abstract

Analytic continuation of the Hamiltonian in the complex egeplane is used to de-
scribe the resonance states. Two approaches are well kmovterature through which
analytic continuation of the Hamiltonian can be achievate & complex scaling ap-
proach [18] and another is complex absorbing potential (C&#proach.[19-24] The
complex scaling approach is suitable for the atomic systéfizsvever, it is difficult to
implement for the molecular systems. The main advantagleeo€AP approach is that
it is easy to implement with amyb initio electronic structure methods.

For the accurate description of auto ionizing resonandestdectron correlation and
relaxation plays significant role. The EOM-CC method[2598&ats relaxation effect
and electron correlation in an effective manner. The EOMp@&hod includes dynamic
correlation through coupled clustéroperator and it includes non-dynamic correlation
throughR operator. The main advantage of method is that it gives timéensive energy
difference. This makes the EOM-CC method suitable for thmute description of
auto-ionizing resonance state.

The thesis is organized as follows:

CHAPTER I: This chapter deals with the brief overview of resonancenpheena.
Eventually, in this chapter evaluation of position andtiifee of the resonance state using
various L? approaches such as complex scaling, complex absorbingtj@dt€CAP),
complex basis function method are presented in detail. \B&uds the varioush initio
methods used in the literature for resonance energy ev@atgich as Fock-space multi-
reference coupled cluster (FSMRCC) method, Multi-refeeeconfiguration interaction
(MRCI), Algebraic diagrammatic construction approach G@xnd EOM-CC approach.
In this chapter, We also include brief discussion about titeratomic or Intermolecular
coulombic decay (ICD) and Auger decay.

CHAPTER II: In this chapter, the equation-of-motion coupled-clustethod (EOM-
CC) is applied for the first time to calculate the energy andtlwof a shape resonance
in an electron-molecule scattering. The procedure is basedclusion of complex ab-

sorbing potential with EOM-CC theory. We have applied thistinod to investigate the
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shape resonance in- N, , e — C'O, ande — C5 H,. We have also applied this method to
study the potential energy curve (PECY®f, e — N, and?II e — C'O resonance states.

CHAPTER Il :In this chapter, the equation-of-motion coupled clusEE®i-CC)
method employing the complex absorbing potential (CAP)been used to investigate
the low energy electron scattering by0,. We have studied the potential energy curve
(PEC) for the?Il, resonance states 6O, upon bending as well as symmetric and
asymmetric stretching of the molecule. Specifically, weehstvetched thé' — O bond
length from 1.14 to 1.6 A and the bending angles are changed betw&en to 132°.
Upon bending, the low enerdgyl, resonance state is split into two components 24,
2B, due to the Renner-Teller effect (RT), which behave diffdgeas the molecule is
bent.

CHAPTER IV: In this chapter, we have explored about the Interatomicnteri
molecular coulombic decay (ICD) process. ICD is an efficiemtl ultrafast radiation
less decay mechanism which can be initiated by removal ofextren from the inner-
valence shell of an atom or molecule. Generally, the ICD ragdm is prevailed in
weakly bound clusters. A very promising approach, known AR/EOM-CC, consists
of the combination of complex absorbing potential (CAP)wthe equation-of-motion
coupled-cluster (EOM-CC) method, is applied for the firstdito study the nature of
the ICD mechanism. We have applied this technique to deterrtie lifetime of an
auto-ionized, inner-valence excited state of tie( H,0), Ne(H20), and Ne(H0);
systems. The lifetime is found to be very short and decresigadicantly with the num-
ber of neighboring water molecules.

We have also applied this method to study the interatomi¢ooabic decay (ICD)
mechanism in small hydrogen bonded clusters. The lifetinke2s inner-valence ionized
state of(HF),,, (n=2-3) clusters were calculated using this method. Thé&re is found
to be very short and decreases substantially with incrgasgnumber oHF monomer.

CHAPTER V:In this chapter, we have explored about the Auger decay. rétent

development of Linac coherent light source high intensayaser makes it possible

Xi
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to create double core ionization in the molecule. The géioeraf double core hole
state and its decay is identified by Auger spectroscopy. Hoayof this double core
hole (DCH) states can be used as a powerful spectroscopimtoleemical analysis. In
this present work, we have implemented a promising apptdaatwn as CAP/EOM-
CC method, for the first time to calculate the decay rate obtkuore hole (kk) state.
We have applied this method to calculate the lifetime of aotdzed double core hole
excited state in various systems. The calculated lifetsrieund to be very short and the
decay rate is faster compare to the single core hole (k) Adgeay.

CHAPTER VI:In this chapter, we have applied the CAP/EOM-CCSD method to
compute how the interatomic or intermolecular coulombicaye(ICD) rate of molecule
changes with changing the internuclear distance of thecutde The calculation of ICD
decay rate in different internuclear distances is a stepitdswunderstanding the dynam-
ics in challenging systems involving inner valence exciéates. In this chapter, the
summary of the thesis is presented. We have also discussttire perspective in this
field.

Xii
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Chapter 1

A brief Overview: shaperesonance,
| nteratomic or Intermolecular coulombic decay
(ICD), Auger decay and various ab initio

methods

1.1 Introduction

Resonance phenomena,[1-14] which occur in electron mieleallision, are con-
sidered as the most useful phenomena in atomic or molechieigs due to its role in
various energy exchange processes like vibrational giantadissociative attachment,
etc. It provides deep insight about the molecular systeme @fnthe most amazing
feature of resonance phenomena is that it plays a significéatin long lasting DNA
damage [15-17] of the biomolecular system. Thus the resenphenomena can be

used as a powerful tool in the measurement of genotoxictsfiediological system.



Resonance phenomena are associated with quasi bound @statestastable states
which has sufficient energy and finite lifetime and finally ieéks into two fragments.
Resonance state can also described as discrete state sviicdnigly interconnected with
the continuum state. Generally, resonance phenomena lawdveded into two classes,
one is shape resonance and another is Feshbach resonaape.r&onances are those
where electron capture occurs through the shape of the tdtéarrier. The shape
resonances can also be characterized by intermediateveegeionic complexes, which
have very short lifetime and finally, it decay into the neutaaget molecule and and a
scattered electron. Generally, it occurs in femto-sedsh@(0—'3- 10~'°) time domain.

The metastable resonance states are described by comg@walues, which are

known as Siegert energies,[18, 19]
E,es = Ep —il/2. (1.1)

where Er represents the resonance position @nh the decay width. The decay
width I" is inversely related with the lifetime = h/I".

From the structural and spectroscopic point of view resoeatates have strong sim-
ilarities with the bound states. The accurate descriptiaesonance states is extremely
important to explore the various spectroscopic phenomiéaéso plays a crucial role in
describing various non-radiative decay processes likeeAdgcay,[20—-22] Interatomic
or Intermolecular decay (ICD),[23-38] double core hole Audecay, etc. However, the
main difficulty in the calculation of resonance states ig tha Siegert wave function is
not square integrable in nature. Thus, the usual bound sitieods are not applicable.
The electron correlation and relaxation effects also playngortant role in the calcu-
lation of resonance state. Thus, the calculation of resmmatate required simultaneous
treatment of both electron correlation and relaxationatéfe

The complex resonance energy can be calculated directiynitie hilbert space us-

ing the analytic continuation of the Hamiltonian technig[89, 40] The main advantage



of this technique is that it can be applicable to the all éxgstb initio quantum chem-
istry methods and resonance energies come out simple as/aiges. Two approaches
are very much well known in literature through which anayontinuation of Hamilto-
nian can be achieved, one is complex absorbing potentiabapp (CAP) and another is
complex scaling approach. The other approach is complag hastion method. The
complex scaling approach has been implemented succgs&iullhe atomic systems.
However, it is difficult to implement for the molecular syste. The CAP approach is
very easy to implement in anyb initio electronic structure methods.

The aim of the present chapter is to give a brief over-viewesbnance phenomena
and variousb initio methods which have been used to calculate the positionfatidie
of the resonance state. In particular, the literature td&aomplex absorbing potential
(CAP), complex scaling approaches are discussed. A bisetidsion on Interatomic or

Intermolecular coulombic decay (ICD) and Auger decay ase plesented.

1.2 Resonancesin Scattering

The resonaces appear through two kinds of collision chanwoele is elastic collision
channels and another is inelastic channels. The formalfsmsonances through elstic
channels is much simpler compared to the inelastic chanimethis thesis, we have
discussed briefly about the resonances through elastisioalchannels.

Consider the elastic scattering of an incident particlenn 2 direction by a central
field potential V(r). The incident particle behaves as a fragicle in a large negetive
values of time t. For a large negetive values of t the incigmticle is not influenced
by the potential V(r). Its state can be represented by a plawee**. However, the
incident particle behaves differently in the field of V(rk i$ now split into two wave
packets, one is transmitted wave packet which continuesdpagate in the positive z
direction and another is scattered wave. The eigenstatisfysay these conditions is

called stationary scattering stat ‘ff(r) and is obtained by the superposition of a plane



wave and a scatterd wave. The asymptotic behavior of thestay scattering state is

of the form:

V(1) ~ e* + f(00)e™ /7 (1.2)

wheref.(0, ¢) is called the scattering amplitudes.

The scattering wave function is defined by the asymtotic fofthe wave function,

U(r,t) ~ / h g(k)e*zel —i Byt /R)dk + / h g(k) fr(0, ¢)e*" Jrel —iEyt /R)dE, (1.3)
0 0

which is a sum of plane wave packet and scattered wave packet.

In a particular value of V(r), the orbital angular momentwrconstant in motion.
Thus, there exist stationary state with well defined angolamentum. We can call
these states as partial waves. For the large r value cormrdsmpwave function behaves
like a free spherical wave function. The expression for tadigl wave and spherical
wave can be determined from the superposition of incomingeveand outgoing wave.
However, there is a phase shift in presence of V(r) in thegdartaves. Generally, phase
shift changes slowly with the energy change. The resonacm&®when the phase shift
changes rapidly over a small energy change. The phase ahifftecsplit into back ground
phase shift and the resonance phase shift. Neglecting tikgtmund phase shift Breit-
Winger formulla can describe an isolated scattering resomaThe mathamatical form

of the Breit-Winger formulla is

o1 = 4n/K* (21 + 1)(I'/2)?/(Ey — E)? + (I'/2)? (1.4)

The negative ion resonances in electron-molecule cafligfgpear as sharp changes
in scattering cross section at low incident electron emstgAt some incident energies,
the electron wavefunction has large amplitude within tingeta This happens only when

the incident energy falls in one of the discrete bands, wtteréncident electron finds



a comfortable quasistationary orbit in the field of targetenale. The quasi stationary
nature of the compound state is usually follw two mechani$ire first possibility and
the most common situation that causes the appearance ofares®is an effective po-
tential made up of attractive potential [attractive paation force at small distances]
combined with a repulsive potential [repulsive centrifufgeice at long distances] pro-
duces a barrier in the potential. For energies below the maxi in the barrier, there
would be bound states inside the attractive part of the pialehtunneling could be ig-
nored. However, the quantum mechanical tunneling pernaitsgbe trapped inside the
attractive part of the potential to escape to infinity, anel tlnneling rate depends on
the height and thickness of the barrier. Conversely, dagimcident on the potential at
energy close to the virtual states are able to penetrateertbe attractive barrier. This
behavior explains why resonance generally becomes naras/eincreases. Larger
values causes bigger centrifugal barriers, thus suppigessnneling. Once the electron
has entered the region inside the barrier, it will take same before the electron leaks
out to the outer region again by a tunnel effect. This typeesbnance is called shape
resonance or potential resonance since the resonancessieteuced by an appropriate
shape of the effective interaction potential between teetedn and the molecule.

The second possibility arises when the inelastic chanmels&roduced. By exciting
the target molecule, the electron loses its energy. Supihadethe incident electron
energy is not large that after the excitation the electroergghbecomes negative, and
furthermore, its value coincides with one of the boundeséatergies allowed in the field
produced by the excited target molecule. Then it will takesadime before the electron
gets its energy back from the target and escape to outsides die has a new type
of resonance process which is called core-excited typeohaasce or the resonance of
Feshbach resonance. There exists also shape resonampeatadswith the effective
potential in the inelastic channel. They are called corated type Il resonance or core

excited shape resonances.



1.3 complex scaling

Complex scaling approach has capability to solve the resmnaigenvalue problems
directly. This approach is based on the fundamental worka$lBv, Combes and Si-
mon. [41-43] This method is based with a unbound similaréyns$formation.[44—-46]
The resonanace state can be identified by square integrtatdédns associated with
the eigenfunctions of a transformed Hamiltonid®/ U !, which is obtained from the

original Hamiltonian H by an unbound similarity transfortioa. That is,
(UHU ' )(UWR) = (Eyes — il'/2)(U¥R) (1.5)

such that
UVr—0andr— oo
andUVrp, is in Hilbert space althougtlr ; are not.

The complex scaling operator can be defined as

U = ei@ra/ar (16)

such that

Uf(r) = f(re”) (1.7)

for any analytical function f(r).

By scaling the reaction coordinate, the resonance wavdiimbecomes square in-
tegrable and, consequently, the number of particles indbedinate space is conserved.
Therefore, complex scaling [47-52] has the advantage otadsng the resonance phe-
nomenon with the discrete part of the spectrum of the comptated Hamiltonian.
Moreover, the resonance state is associated with a singresgntegrable function,
rather than with a collection of continuum eigenstates etthscaled Hermitian Hamilto-
nian. Complex scaling may be viewed as a procedure which mesaes the information
about the evolution of a resonance state at infinity into alswedl defined part of the

space.



1.4 Complex absorbing potential

Complex absorbing potential approach is very promisingpédescription of the energy
position and lifetime of atomic, molecular and nuclearisadh processes. [53-58] The
molecular Hamiltonian is perturbed by an appropriate c@xplotential, which creates
an absorbing boundary condition. This complex potentiabats the outgoing particle
and consequently convert the resonance wave function inémad state one.

In the CAP approach [59, 60] CAP potentiah¥ is added to the Hamiltonian H to

describe the electronic resonance state,
H(n)=H — W (1.8)

wherey is a real positive number representing the CAP strength arsgdaidcal positive-
semidenite one-particle operator. The new Hamiltorfim) satises the Schrodinger
equation

H(n)¥(n) = E(n)¥(n). (1.9)

The presence of CAP makes the Hamiltonian operator non-tHarmif one chooses the
appropriate CAP form, the addition of complex potentialsssian asymptotic damping
of the Siegert eigenfunction which makes the wave functgurase integrable. The spec-
trum becomes discrete. However, the artificial introductbthe CAP potential perturbs
the Hamiltonian, one can obtain the exact resonance eityss/an the limityp — 0 for

a complete basis set. In practical computation, one cam the Siegert energy spec-
trum exactly since incomplete basis sets are used and ooeeegifto use finitg values.
The resonance energies are obtained through the diagathahinf H (1) for a number of

n values. The combination of resulting eigenvalues give &mjectory. The; trajectory

is examined by using the logarithmic velocityn). The resonance energy is explored

through the minimization of logarithmic velocity

v(n) =ndE/on. (1.10)



The existence of a distinct minimum,
[V (Nopt)| = min, (1.11)

gives the optimah value.

Historically, CAP has been used for the first time to caleithe resonance parame-
ters by Jolicard and Austin. [61, 62] They have illustratee $tability of the resonance
eigenvalue could be achieved by varying the strength ordbation of the absorbing
potential. Riss and Meyer addressed the question underaonalition the resonances
obtained by the CAP are the poles of the scattering mat@kI{mrod Moiseyev has
developed a universal energy independent complex abgppgatential (CAP) [53] on
the basis of the Moiseyev -Hirschfelder generalizationahplex coordinate method.
This CAP consists of flux and diffusion type operator. Whemagath exterior scaling is
used, the CAP gets non zero values in the region where thaati@n potential vanishes.
Riss and Meyer also developed another method called tnanafive CAP (TCAP). [63]
There is a connection between the smooth exterior scallB§]®ith the transformative
CAP [TCAP]. The TCAP and SES in fact become identical for affitpotentials. For
the TCAP method, Riss and Meyer started from the Hamiltopenurbed by a CAP
and ended up with a complex-scaled operator. Instead, EGBEE method, Moiseyev
started with the complex coordinate method and ended upawitin-scaled Hamiltonian
perturbed by a perfectly absorbing [universal] potentikich is energy and problem in-
dependent. Moiseyev and co-workers [64] have also develapsontinuum remover
complex absorbing potential (CR-CAP) [65] where a realsedl potential is added to
the conventionally used negative imaginary potential epleripheral of the molecule.
This new approach has excellent capability to separateheuhon-physical resonance

states form the physical states.



1.5 Analytic continuation of various ab initio methods

The analytically continuedb initio methods are well known in the calculation of direct
resonance energy. [66] The various analytically continuiethitio methods are avail-
able in literature. The self consistent field (SCF) is thetistg point of anyab initio
correlated method. McCurdy et al. [67] have developed cemptaled SCF method
for the calculation of resonance energies. In their apgroaceal Hamiltonian is used
together with the complex wave functions. However, anotioenplex SCF method has
been developed b@hrn and co-workers. [68, 69] In their approach, complex Htam
nian is used. Recently, Yeager and co-workers have progbseguadratically conver-
gent complex-scaled multi-configurational self-consisfeeld method (CMCSCF), [70]
the complex-scaled multi-configurational time-dependiartree-Fock method (CMCT-
DHF) [71] and complex-scaled multi-reference configumaiideraction method (CMR-
ClI). [72] Buenker and co-workers [73, 74] have used selfststent field and multi-
reference single- and double-excitation configuratioeraxttion (MR-CISD) calcula-
tions employing the complex basis function approach forctleulation of anionic res-
onances. The complex basis function method has also beetoged by Moiseyev and
McCurdy. [49]

The CAP [75-80] is an one-electron potential and its usdimitio methods is rather
easy compared to the complex scaling. The CAP approachieasiglbeen successfully
implemented in variouab initio methods. The first implementation of CAP method
within the configuration interaction (Cl) approach has bdene by Sommerfeld et al.
[78]for metastable anions. Santra et al. [76] have alsoemginted CAP within the CI
framework for metastable cations. Later on, Santra et ale lapplied CAP to the the
propagator theories and used CAP/ADC approach [79] to desthe resonanaces of
metastable anions. Mishra and coworkers [81] have intreslbovariational self consis-
tent field (SCF) based second order propagator method toilbesice Auger and shape

resonances. Ehara et al. have introduced CAP within the SAftamework. [82]
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The CAP [83] has also been implemented within the Rayleigh<&linger perturbation
theory.[84]

Recently, Sajeev et al. [85] have introduced CAP within tlhek=space multiref-
erence coupled cluster (FSMRCC) framework to study thenasces of anions. Very
recently, CAP has also been implemented successfullymiiti@ density functional the-
ory (DFT).[86].

1.6 Coupled cluster

The coupled cluster (CC) methods form another popular ambrdo the problem of
constructing correlated wave functions. The CC theory lehlemployed for decades
in the physics community, particularly in the area of nuclphysics by Coester and
Kummel [87] to deal with double magic atomic nuclei. It wasgmally introduced
into the quantum chemistry community by ek and Paldus [88, 89] in the late 1960's.
These early formulations used Feynman-like diagrams amdakation of second quan-
tization to aid in the derivation of programmable CC equatidBoth Feynman diagrams
and second quantization concepts were alien to quantumistsemwas Hurley [90] to
present derivation of CC theory in terms accessible to cbismbespite Huley’s deriva-
tion, the use of second quantization and diagrammatic yhisostill beneficial in the
efficient derivation of CC equations. The use of these efitaierivation tools is so im-
portant to CC theory[91, 92] because, unlike CI theory inchitthe core problem is the
diagonalization of the Hamiltonian matrix with elementsegi by Slater’s rules and in
which individual methods only differ in the basis functiamsed to construct this matrix,
standard CC theory requires the iterative solution of algeklequations which must be
re-derived with each change in method.

The CC method employs an excitation operatar

N
T=T+Ty+..= Y T (1.12)
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with
. 1 SN
T, = (_n! )2 E ti]?'.'.'alaz...ajai (1.13)

ij...ab...

TheT operator of CC theory acts exponentially:

Uee = el |®y). (1.14)

Thet?j’j}j coefficients in thel}, operators are known as cluster amplitudes. An trun-
cated CC method may be constructed by including only theetsixcitation operators
within 7. For example, the popular CCSD method is realized when de¢t and 7,
operators are included withifi. The interesting thing is that the exponential approach
produces a method which is both size consistent and sizasxég provided the refer-
ence function possesses these qualities, even @hetruncated at a chosen excitation
level.

Beginning from the universal starting point, the Schrg@inequation, one substitutes

in the form of the CC wave function given by eq 1.14 and finds

el |®y) = EeT| D). (1.15)

Projecting through on the left by the referent®y), one can obtain an expression
for the energy
(@o|HeT| Do) = E(®le” |p) = E, (1.16)

provided one employs the technique of intermediate nomatiin and sets the overlap

between the reference and the CC wave function (&,

Woe) equal to unity. Obtain-
ing an energy expression is only the first step, however ors& also determine all of
the cluster amplitudes which define the wave function witk @mergy. In order to ac-
complish this, one must left-project eq 1.16 by the excitegdninants produced by the

action of thel” operator:
(DL | HeT | go) = B(DL7 7| Do) (1.17)
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For example, one can produce an equation for the specifitaaigl;’ by left-projecting
by the|c1>g;’) excited determinant. The resulting equation is non-limer depends upon
other cluster amplitudes. However, these equations aret,exiad if one were able to
solve them with the full” operator, one would indeed obtain the full CI energy and wave
function.

The CC method depends upon the action of the exponentidhérai operator;T on

the reference. The excitation operator is expanded as therseries

T2 73
_1+T+§+§+ (1.18)

As a matter of fact, the equivalenceeﬁ? and this power series is commonly used in the

various arguments employed to justify the exponentialangaom eqg.1.16 one get
2 3

B = (@0l | o) + (0l HT|0) + (@] o] o) + <<I>0|H [1®o) oo (1.19)
from which one can find another benefit of the exponential &ism. The Hamiltonian
operator only includes one- and two- particle operatord, thns, according to Slater's
rules, matrix elements of the Hamiltonian between deteamts which differ by more
than two spin orbitals must vanish. Therefore, the fourtth ambsequent terms in the
above expansion, in which thE operator is raised to the third or higher power and
can thus produce only triply or higher excited determinamten operated upon the

reference, must also vanish and the energy expressiomisatied to
2

E = (| H|®y) + (o HT|®0o) + <%|H 1 ®0). (1.20)
This is a natural truncation of the CC equations due to theraatf the Hamiltonian and
also applies to the amplitude equations, although the eaage of allowed powers &f
will vary from that seen for the energy expression. Therefor practical CC derivations,
theorists exploit a bit of mathematical experience andiplyleq 1.16 through on the left
by e T Subsequent left-projection by the reference and excigterohinants produces

the following new set of energy and amplitude equations:
E = (ole T HeT |®y) (1.21)
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(@0 e " HT o) = E(D e el |Dg) = E(PLE|Dg) =0 (1.22)

respectively. Notice that the introduction of tiie’’ operator cancels out it counter-

part in the amplitude equations and guarantees that thehagid side vanishes, taking
any dependence of the amplitudes on the energy with it. Timdagity transformed
Hamiltonian,e~T He?, employed in the above energy and amplitude equations is not
a Hermitian operator; therefore, the energy equation de¢satisfy any variational
conditions where the energy is derived from the Average &dlheorem. Despite this
disadvantage, which is considered to be small by a numbédreairists, the use of this
similarity transformed Hamiltonian has as a second benéfithvmakes this formula-
tion of the CC equations both practical and desirable. THer e’ operator may be

expanded as a linear combination of nested commutators

e THET = B4 (B, 7]+~ ([, T+ = (.7, 7, T+ ~ ([, 7], 7], 79, 7] + -

4!
(1.23)
according to the Campbell-Baker-Hausdorff formula.

While the expansion of the similarity transformed Hamileongiven above in equa-
tion 1.23 may not, at first glance, appear to be simple butefjgence of nested commu-
tators naturally truncates due to the structure of the et Hamiltionian. The second
guantized form of the Hamiltonian includes strings contagnat most a total of four
general-index creation and annihilation operators. Whenevaluates the commutator
between the Hamiltonian and tHeoperator, one replaces one of these operators by a
Kronecker delta function. This reduces the number of alkelgeneral-index opera-
tors in the Hamiltonian by one. Thus, the sequence of nesigdrutators in eq.1.23
must truncate after the five terms explicitly written. Usthgs truncated Hausdorff ex-
pansion, it is possible to obtain analytic expressionstierdommutators which may be
inserted into both the energy and amplitude equationsllitlaese equations may then
be reduced into expressions that depend only on the amgditaidld the known one- and

two-electron integrals.
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1.7 Equation-of-motion coupled cluster

The starting point for the EOM-CC method [93-97] is a couptldster (CC) ground

state wave function. In CC method, the ground state wavdifumcan be defined as

|10) = €T|¢0>> (1.24)

where ¢, is the N-electron close shell reference determinant .¢hg. restricted
Hartree-Fock determinant (RHF) afidis the cluster operator. In the coupled cluster

singles and doubles (CCSD) approximati@mpperator can be defined as follows

T= Zt a al+1/4ZZt” afafa;a; + ... - (1.25)

ab ij
where the standard convention for the indices is usedjndiges a,b,..., refer to the

virtual spin orbitals and indices i,j,.., refer to the ocmgspin orbitals.
Within the EOM-CCSD formalism [98—-106], the wave functiam the ionized, elec-

tron attached, double ionized stateg, can be expressed as

) = R(1)[%o), (1.26)

whereR(u) is ionization, electron attachment, double ionization, eperator

R(u) = ro(p) + Ry(p) + Ro(p) + Ra(pt) + covevveeirenen (1.27)

The R(u) can be defined via creation -annihilation operator dependimthe con-

sidered process as follows

R(p)'" = Z [)a; + 1/222% )T QA+ oo (1.28)

R(p)P4 = Z )a, +1/ZZZ Dp)atay @+ e, (1.29)
)PIP 1/227’” aaj+1/6zz rap(p)a Faka;a; 4 oo, (1.30)
a ijk
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The R, (1) operator does not contribute to the expansiomgf )/ operator. The

ro operator is zero for IP, EA, DIP, etc.

The Schrodinger equation for IP, EA, DIP states can be sspkas

HyR(p)|vo) = AE,R(p)|o) (1.31)
whereHy is the normal ordered Hamiltonian and it can be expressed as
Hy = H — (¢o|H|¢o) (1.32)

The final form of EOM-CC equation is

HyR(p)| o) = w, R(1)|do) (1.33)

wherew, is the energy change connected with the considered progéssH y is
the similarity transformed Hamiltonian, in terms of conteecdiagrams and it can be

defined as
Hy =e THe" — (¢ole™ T He™| o) (1.34)

In a matrix form eq 6.10 is

HyR(p) = w,R(n) (1.35)

The Hy matrix is diagonalized in the sub space of 1h and 2hlp spagettthe
required ionization potential (IP) values and EA valuesab&ined through the diago-
nalization of Hy matrix in the sub space of 1p and 2p1h space.

The double ionization potential (DIP) values are obtairnte@ugh non-symmetric

diagonalization offf y matrix in the subspace of 2h and 3h1p space.

1.8 CAP/EOMCC

In the CAP/EOM-CCSD method, CAP is applied to the EOM-CCSDhwoé to calculate

the resonance energy and lifetime of the resonance state, AP has been applied to
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the CC method to generate the compley) amplitudes, which has been used latter to
generate théfy matrix. After addition of CAP to the CC method, the modifiedgnd

state wave function of CC method can be written as

o(n)) = "™ |¢p) (1.36)

Then, the CAP is added to the one-body particle-particle(ggr) of the Hy matrix.

The new form of the modified? y modified matrix is
Hy(n) = e "D Hy (n)e™™ — (¢ole™ ™" Hy (n)e™ ™| gy) (1.37)

Hy(n)Ry(p1) = wu Ry (1) (1.38)

Finally, the Hy matrix is diagonalized for different values . Diagonalization of
Hy matrix gives the complex eigenvalues. However, the restmanergy is obtained
by using the following equation since the ground state eesm@e supposed to be CAP
free.

Eres(n) - w,u(n) + Esrcc(ﬁ) - Esrcc(n = O) (139)

However, in this procedure the entire steps need to be darieviol00 times for differ-
entyn values starting frooy = 0. The calculation of SRCC for eaghvalue is compu-
tationally expensive since it scalesd$. we also loose the advantage of direct energy
difference. To overcome all these difficulties a new appr@tion has been introduced
for the inclusion of CAP at the EOM-CC level by keeping thewgrd state), CAP free.

Thus the ground state wave function can be defined as

Vu(n)) = Ru(n)[to)- (1.40)

The SRCC has been solved first without any CAP potential. Thster amplitudes
T (n = 0) are scaled with the CAP potential by using the following e

Dl - faa - fii (141)
ti = [t§(n = 0) x D1]/[Dy + Waa(n)] (1.42)

K3 3
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Dy = faa + foo — fii — fjj (1.43)
t22(n) = [t{7(n = 0) * Do) /[Da + Waa(n) + Win(n)] (1.44)

With these new amplituded y matrix is constructed. Then, the CAP is added to the
one-body particle particleff,) of the H matrix. So, the modified/ (1) can be defined
as

Hy(n) = e " Hy(n)e™ — (¢ole " Hye" |po) (1.45)

Hy(n) R, (n) = wu(n)Ru(n). (1.46)

Thus the SRCC part is independent of CAP perturbation. Thardedge of this approxi-

mation is that it enormously reduces the computational 8mee in this approximation

the SRCC calculation needs to be done only once to genemigtthjectory. The res-

onance energy comes out to be the direct energy differentzéneld as eigenvalues of
Hy (n) matrix for differenty values.

The Davidson Algorithm is used to diagonalize tHg matrix. In the EOM-CCSD
method, the matrix dimension becomes sufficiently large2 dimension becomes more
than 10,000 even if the small molecules and moderate size bets are used. A full
diagonalization of such matrices are not possible. The d&n Algorithm [107, 108]
helps to use the EOM-CC method for the study of resonancdeobf the moderate
size systems. The main idea of Davidson Algorithm is thagilgenvalues are obtained
through an iterative technique which avoids the computatistorage of complete matrix
and stops when certain convergence criteria is fulfilledhinDavidson Algorithm, the
dimension of the matrix is equal to the number of iterations.

The complex eigenvalues, () are obtained after solving the eq. 1.38 and eq. 1.46
for the different) values. By plotting the complex solutions in the complexrgp@lane
with the real part and imaginary part of the energy axes. Welgey trajectory. A

resonance energy is identified with the appearance of &aiidin cusps

vu(n) = ndw,(n)/on. (1.47)
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1.9 Interatomicor Intermolecular coulombic decay (ICD)

When an atom or molecule is electronically excited, it cdaxia radiative decay or
non-radiative decay . If the atom or molecule is excited laating a vacancy in the outer
valence level then the atom or molecule preferably folloes thdiative decay pathway
like photon emission for relaxation. If the excitation oy creating a vacancy in
the core level then the electronically excited atom or makececay via non-radiative
electron emission. However, another alternative ulttafas-radiative decay mode is op-
erative, called Interatomic or Intermolecular coulombecaly (ICD), if the excited atom
or molecule is embedded into the chemical environment. Tk [R3—-28] occurs only
in the presence of neighbors. It is highly sensitive to thentical environment. Thus,
the ICD can be used as a powerful spectroscopic tool to praehimical environment.
The ICD [29-31] can be initiated by emitting an electron friiva inner valence level
of an atom or molecule. In ICD, after creating a vacancy initimer valence level of
a particular monomer, an outer valence electron from theesamnomer comes out to
fill up the vacancy in the inner valence level and the releasenlgy is transferred to the
neighboring monomer from which a secondary electron igegecl he ejected secondary
electron is called ICD electron. The ICD electron contaies/Mow energy of the order
of few electron volts. In ICD, the initial state is an innefarce hole and final state
is identified by two outer valence hole which are placed on di#ferent monomers.
Thus, the two positive charged ions are formed in the ICD ggec Being presence
of two positive charges, they repel each other and theirrscawcoulomb explosion in
the system. After coulomb explosion the two positively dear ions fly apart from
each other and finally, the system breaks down into two sepéiagments. Thus, the
ICD process produces free radicals. Being highly reactivese free radicals can give
additional damage to the biological system when these fdeals interact with the
biomolecular system. The ICD process also produces lowggnaectrons from the

molecular neighbor of initially excited molecular ion ofetlorder of 3-5 electron volts
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(eV). Recently, it has been proved that the low energy elaatan efficiently break up
the DNA stand break.[16, 17] Thus, the ICD process can actsamsiece of electrons
which can produce radiation damage to the biomoleculaesyst

The ICD is a very fast relaxation process in environment. €gaty, it occurs in
femto second (fs) time domain. No other process such as pleohission, the process
involving nuclear dynamics can not compete with the ICD pesc These are very very
slow process compare to the ICD. They occus in nano secondirfms domain.[109]
Another non-radiative relaxation process which can compeéth ICD is called Auger
decay. It also occurs in femto second time domain or eversatond time domain.

In principle, ICD can be suppressed by Intramolecular Autpsay if it is energeti-
cally favorable. However, if the intramolecular auto-mation is energetically favorable
for the inner valence ionized atom or molecule and the mdddeas neighbors then the
molecule prefers to follow the ICD pathway for relaxatiomellCD relaxation process is
very much general in nature. It prevails in weakly boundtetss The weakly bound hy-
drogen bonded clusters, [110] Van der Waals clusters [1113}-dre the suitable systems
for ICD.

The spatial separation of two positively charged holes am dfferent monomers
makes the ICD process energetically viable because themresf two positive holes
on two different monomers reduces the coulomb repulsiowédxt them which lowers
the double ionization potential (DIP) value.[111-113] &y, the DIP value becomes
lower than the one inner valence IP value. This makes thesyshergetically favorable
[114] because when it goes from one inner valence ionized sbatwo outer valence
double ionized state the system gains energy.

The ICD has been studied quite throughly for both theoryiead experimentally.
The ICD is a phenomena which has been predicted theorgtifiedt and later on it
has been proved experimentally. The existence of ICD phenarhas been predicted
theoretically for the first time by Cederbaum et al. in 1923}[In their work, they
have shown the existence of ICD for the first time on hydrogemded(HF)3; (H20);
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clusters. The study of ICD of hydrogen fluoride and waterteliss|115] is extended later
using various theoretical approaches. Santra et al. [A&} maplemented the CAP/CI
approach for the first time to study the ICD decay rate of aelivalence excited state
of small hydrogen bonded cluster. In their work, they haveliag the CAP/CI method
to study the lifetime of 2s inner valence excited staté& @tom om inHF,. The results
obtained in this method suggested that the ICD decay raterisfast in nature and it
occurs in femto second time scalehit clusters. The existence of ICD has also been
proved in mixed hydrogen bondét(H,O), cluster.[116]

The existence of ICD has also been proved for the noble gatectu Among the no-
ble gas clusters, the neon dimés; is the system which has been investigated in a more
elaborate manner. The various theoretical approachesteareapplied to calculate the
lifetime of 2s inner valence excited stateldf,. Santra et al. have applied the CAP/CI
method to calculate the ICD decay rate of 2s inner valencikegkstate ofVe,. In their
work, they have found that in equilibrium bond distandel) the lifetime of 2s inner
valence excited state ofe, is 64 fs. [77] Cederbaum and co-workers have developed
the CAP/ADC approach [38] and successfully implementesl #pproach to calculate
the lifetime of inner valence excited stateNd, clusters. Another alternative approach
which has been applied successfully to investigate the I€&agwidth is Wigner- Weis-
skopf theory. [27] It has been used to investigate how the #@Bay width changes in
increasing the cluster size. It has been observed thatféterie for the ICD decay rate
decrases rapidly from 100 fs Ne, to less than 10 fs ilNe;3. Santra et al. [24] have
also investigated how the lifetime of the ICD decay rate dejgeon the internuclear dis-
tance between two atoms in a diatomic molecule. The ICD deddth of > and®%
states ofNVe; are computed as a function of internuclear distance. It kas lobserved
that ICD decay rate is strongly depends on internucleaauics. The dynamics behind
the ICD has also been investigated using the wave packeagabipn technique. The
existence of ICD in mixed van der Waals clusters such as NE¥3] NeHe [117] is also

established.
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Recently, Cederbaum and co-workers [36] have investightelCD in weakly bound
Hes. In their work, they have investigated how far two heliummtcan exchange energy
in He,. Itis reported that the two helium atomsthir, can exchange energy by ICD over
distance of more than 45 times of their atomic radious. Itdias been established thet
ICD spectroscopy can be used for imaging vibrational wawnetion of the ionized ex-
cited helium dimers. Generally, electronically excitedecale relaxes via ICD through
virtual photon exchange mechanism. Howe¥gr; does not have any inner valence in-
ner valence electron. Thus, it goes through a new kind of IG&hmanism. The ICD
mechanism irtle, can be expressed as follows : After simultaneous ionizatrahexci-
tation of one helium atom within the dimer, the energy stdngthis excited ion suffices
to ionize the neighboring neutral helium atom.

The ICD has also been observed in endohedral fullerene exegl The ICD mech-
anism is possible after ionization of an atom X in an endolefdilerene complexes
X@Cgy. Cederbaum and co-workers have calculated the decay fat@®an Ne@Cg,
complex. [118] It is shown that the ICD mechanism is forbiddethe isolated X atom.
The correlation between the endohedral atom electronsidledene electrons is respon-
sible for ICD mechanism. It is also shown that the ICD rate ndahedral fullerene
complexes is ultrafast in nature. It is reported that the IE&ime in NeQCg, is 2
fs. Moreover, it is suggested that interatomic decay in atobadral fullerene does not
necessarily lead to the destruction of the complex.

The ICD has also been observed in hydrated ions. [119] Isis established that a
new Coster-kronig (CK) type of core level ICD process opagain the microsolvated
ions which involves dipole allowed transition in the atonans. Therefore this process
is much more efficient compares to the normal core hole ICogs®.

The ICD process has been observed experimentally for thérfirs in clusters. How-
ever, Jahnke et al. [26] have performed a remarkable expationNe,. Very recently,
the lifetime of ICD in is investigated via an extreme ulti@et pump-probe experiment

at the free electron laser. The lifetime is found to be of th#eo of (1506:50) fs.[32]
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The experimental measurement of ICD in is performed by Jaletkl. [35] In their ex-
periment, the ultrafast energy transfer between two watdecunles is observed directly.
In a similar kind of experiment, Mucke et al. [120] have olveer the production of
low energy electrons in amorphous medium size water clistére ICD has also been
confirmed exprimentally for the mixed NeAr clusters.

The ICD has also been investigated theoretically for smadlirbgen bonded sys-
tems by Cederbaum and co-workers.[110] The ICD has beerestémt H,O... HCHO,
H,0...H,CNH,, H,0O..NH3, NH;s...H,O, H,0...H5S, H,S....H,O and H,O..H;O (p-
donor ...... p-acceptor). Dreuw and co-workers [121] hdh&eoved ICD for the first time
in real biological system. They observed ICD in the DNA regaizymes photolyases.
Photolyase function involves light-induced electron detaent from a reduced avin ade-
nine dinucleotidel{ADH ™), followed by its transfer to the DNA-lesion triggering eep
of covalently bound nucleobase dimers.

Recently, It is shown that the energy of ICD electron and sioissite can be con-
trolled in an efficient manner by resonant Auger decay. Trlosgss is named as resonant
Auger ICD (RA-ICD) decay.[37] In this process, an electroonf the k-shell of a spe-
cific target atom excites resonantly to a bound unoccupibitiadr Then the core excited
state follows the Auger decay for relaxation. In this Augesgess, a valence electron
comes to fill up the initial vacancy and another valence sbects emitted to the con-
tinuum while the initially excited electron remains as acptor. This Auger decay is
called spectator resonant Auger decay. This resonantapeétuger decay generates a
highly excited valence ionized state which then undergoé€b. The main advantage
of resonant Auger driven ICD (RA-ICD) process is the enerfgnitted ICD electron
can be tune in a very efficient manner. The energy of the edni@® electron particu-
larly depends on the energies and populations of the resénager final states. They
also depend on the parent core excited state. This offersad gpportunity to tune the
energy of the emitted ICD electron in a controlled manner djysting the energy of

the parent core excited state. Another advantage is thesemisite of ICD electron
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Figure 1.1: Schematic representation of ICD after inneeved ionization

can be chosen specifically by using this process. The impaagnt core excitation can
be placed specifically on a particular target atom. The r@sbAuger decay is local in
nature. Therefore, the resonant Auger decay produces tteo wlence holes which are
localized particularly on the initially excited target ato The ICD electron is ejected
specifically from the neighboring atom of initially excit¢grget atom. Therefore, the

site where the ICD electrons are generated can be selguotivesen.

1.10 Electron transfer mediated decay(ETMD)

Electron transfer mediated decay (ETMD)[122, 123] is hygéfficient ultrafast non-
radiative neutralization pathway of excited ions or molesun environment. In this
decay process, electron transfer between two subunit@aacsmediator. In ETMD, a
neighbor donates an electron to an initially excited ionjlevheleased energy transfer
to the donor (ETMD2) or another neighbors (ETMD3) which es@tondary electron
to the continuum. Therefore, in the ETMD process completgesy acquires an extra

positive charge. Being an electron transfer process ETM&olw process compare to
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the energy driven ICD process. The schematic representati@ TMD presented in Fig
1.2.

ETMD is a much faster decay process compared to the chamgsfera(CT) de-
cay. Generally, it is assumed that the neutralization of leghly excited ions proceed
through charge transfer. In this process, excited ion akpéis via electron transfer
from the neighboring species. If the potential curves ofd@tate and charge transfer
state cross to each other then charge transfer is possiltheeré is no prominent curve
crossing exists then the neutralization proceeds throadjative charge transfer (RCT).
Generally, it transpires in a nano-second time domain. IMBTprocess, no nuclear
motion is necessary for neutralization. The final state oMBTprocess automatically
fulfills the resonant condition for all the nuclear configimas at which the decay pro-
cess is energetically favorable. The electron electragraation is the main responsible
factor for the ETMD mode. Therefore, the energy involvedis process is much higher
than the CT decay which involves coupling with the electrgneic field. These are the
dominating factors which make the ETMD process much fasierpared to the charge
transfer decay.

Since electron transfer occurs in ETMD process, the orbitatlap between charge
donor and acceptor unit plays a decisive role in the rate efdtcay mechanism. The
dependence of the decay rate on the orbital overlap leads iocaease of the decay
rate non-linearly with decreasing the distance betweerligwron donor and acceptor.
Therefore, nuclear dynamics has high impact on the ETMDyeai®. The ETMD is
intermolecular in nature and its decay rate strongly depemdhe number of neighbors
present in the system.

Theoretically, ETMD process is reported by Zobeley et a22[1The lifetime of the
inner valence excited state of is calculated. The calcdlifetime is found to be in
the order of 10 femto-second (fs). It is also shown that deass strongly depends on
the inter nuclear distance between to monomer units. At dodibrium bond distance

ICD is the main decay mode. However, ETMD becomes an operatith decreasing
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Figure 1.2: Schematic representation of ETMD after innégrnvee ionization

the bond distance between and atoms. Mdller et al. [123¢ Istvown that the ETMD
becomes an operative in aqueous micro solvated clusters.cdloulated lifetime is in
the order of 20 to 100 fs for clusters with one to more water omoers. Recently, it is
shown that the multiply charged Auger final states can retay efficiently via ETMD

mechanism in presence of neighbors. Cederbaum and cosdr&ee investigated the

ETMD lifetime of excited Auger final states of atom in cluster

1.11 ExchangelCD

The decay rate of exchange ICD [124] process is governeddoglectron transfer. In
exchange ICD process, inner valence vacacy of an initiatbited monomer unit is
filled up by an outer valence electron of the neighboring nmo@io Then the excess
energy is transfered to the initially excited monomer uriick emits an another outer
valence electron from initially ionized unit. The two pos#ly charged units then un-

dergo coulomb explosion. The final state of exchange ICDg®®ds identical to the
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Figure 1.3: Schematic representation of Exchange ICD

virtual photon exchange ICD process. However, being artreled¢ransfer driven pro-
cess the decay rate of exchange ICD process is slow comp#re t6€D process. The
decay rate of exchange ICD process is quite similar to the BTgvbcess. Generally,
exchange ICD process occurs in pico-second time domainsdliematic representation

of exchange ICD process is presented in Fig 1.3.

1.12 Resonant |CD(RICD)

The resonant ICD is initiated from the ionized but from theited state of an atom or
molecule. This process is divided into two categorize, srepectator resonant ICD and
another is participator resonant ICD. The division of theorent ICD process specifi-
cally depends on the involvement of the excited electroniserlCD process. In a partic-
ipator RICD the excited electron fills the created vacaneglit Then the excess energy
is transferred to a neighboring unit, which subsequenttg gmized . The final state is
characterized by the initially excited unit to be in its gndustate and the neighboring

atom being ionized. In a spectator RICD the vacancy is fillgaibother, non-excited
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Figure 1.4: schematic representation of Spectator resdGan

electron of the same unit. The excess energy is transferitb@ iheighboring unit, which
ejects an another outer valence electron. Therefore, thkdiate of spectator RICD is
characterized by two outer valence hole placed on two @iffemonomer units. The
excited electrons act as a spectator in the entire procésssdhematic representation of
spectator resonant ICD process is presented in Fig 1.4. diestic representation of

participator resonant ICD process is presented in Fig 1.5.
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Figure 1.5: Schematic representation of ParticipatomasblCD

1.13 Auger decay

The Auger decay is discovered independently by Lise Meiamet Pierre Auger. This
process is initiated by creating a vacancy in the core lekahoatom or molecule. In
Auger decay, an electron from the outer valence level fiksvicancy in the core level
and the released energy is transferred to another outemoesakdectron which is then
emitted from the system. The emitted secondary electrog€Aalectron) contains very
low energy, in the order of few electron volts. Therefore, fihal state of Auger decay is
identified by two outer valence hole placed on the initiablyecexcited atom. Two special
kind of Auger processes are well known, one is Coster-Kr@@K) and another is Super-
Coster- Kronig (SCK) decays. In a CK decay, the vacancy Kilegtron originates from
a higher subshell of the same shell characterized by theipehquantum number n. In
a SCK decay the emitted electron also stems from the samle shel

Energetically, Auger decay is favorable when the bindingrgy of the single core

hole excited state is higher than the double ionizationstiotd. The Auger process is
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Figure 1.6: Schematic representation of Auger decay

intramolecular in nature. Therefore, the environment ey less effect on the Auger
process. The decay rate of Auger process is not alter inpcesaf neighboring atoms

or molecules. The Schematic representation of Auger descpsesented in Fig 1.6.

1.14 Objective and Scope of the thesis

The equation-of-motion coupled cluster (EOMCC) methodesywvell known for the
accurate description of energies and properties of thedsetates. It provides balanced
treatment between electron correlation and relaxatioectdf In this thesis our motiva-
tion is to apply this highly correlated EOMCC method for thadcalation of energies
and properties of the resonance states. The accurateptestof resonance states us-
ing EOMCC method requires the inclusion of continuum eff@tte complex absorbing
potential (CAP) approach treat the continuum effect adelya Therefore, a method
which is a combination of CAP approach and EOMCC approachrigpromising in the
description of resonance states.

In this thesis, We have applied the CAP/EOMCC approach fercidculation of
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resonance position and decay widths of shape resonances.caltulation has been
done in various small systems. The results for shape reseaaare compiled in the
chapter Il. The method has also been used in the calculatipntential energy curve
for the resonance states, Which is also included in the ehdiptn chapter Il the detail
investigation ofII, resonance states 6f0; is given. The potential energy curve (PEC)
for the 211, resonance states 6fO, is studied upon bending as well as symmetric and
asymmetric stretching of the molecule.

In chapter IV we have implemented the CAP/EOMCC method ferfitst time to
study lifetime of interatomic coulombic decay (ICD) mectsan. The lifetime has been
studied for the inner valence excited state of Neon atom an+veater clusters. It has
also been applied to study the lifetime of inner valencetexcstate of F atom in small
hydrogen bonde{H F'),, clusters. To validate our method the calculated lifetimecad
process is compared with the other theoretical method$dpter V we have also imple-
mented the CAP/EOMCC method for the calculation of the deatg/of Auger process.
The decay rate of Auger process is calculated using the GBMUEC method for the
core hole (K) and double core hole state (KK) states in varismall systems. In the
last chapter the same approach is used to compute how thatortec or intermolecular
coulombic decay (ICD) rate of molecule changes with chagtie internuclear distance
of the molecule. In the last chapter we also give the futurepgextive in the field of ICD

using this highly correlated method.
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Chapter 2

Equation-of-motion coupled cluster method for

the study of shape resonace

In this chapter, the equation-of-motion coupled-clustatmod (EOM-CC) is applied
for the first time to calculate the energy and width of a shas®nance in an electron-
molecule scattering. The procedure is based on inclusi@owiplex absorbing potential
with EOM-CC theory. We have applied this method to investigee shape resonance in
e— Ny ,e—CO,ande — CyH,. We have also applied this method to study the potential

energy curve (PEC) dfil, e — N, and?II e — C'O resonance states.
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2.1 Introduction

Resonances are useful phenomena in electron-molecukersogt[1]. They play
an important role in various energy exchange processesbatelectronic and nuclear
motion. Vibrational excitations of the molecules or molecuons, dissociative attach-
ment are some important processes. The resonances [2-&hpbsite particles can be
divided into two categories, one is shape (single-paitete another is Feshbach (core-
excited) resonances. The shape resonances are those ineMdttron capture process is
not accompanied by electronic excitation of the target.s€hman be described as inter-
mediate negative complexes [6], which decay by ejectiomalactron into the neutral
target molecule and a scattered electron. In general, lifeeiime can be found in a
range ofl0~!3 — 10~!® s. The structural and spectroscopic properties of sucbasstae
similar to those of bound states and that is the reason wisg thygstems are of particular
interest to the physical chemist.

Computationally, the metastable resonance states carebgfied as eigenfunctions
associated with complex eigenvalues. The complex engrgyis called as Siegert en-
ergy. Where,

Bres = Ep —il)2. (2.1)

Er is the real part of the resonance energy and the decay width. Thé’ is related to
the lifetime of the temporary state via= %/1I".

The main characteristic of these states is their exporiabavth in the asymptotic
region. Thus they are not square-integrable and Hilbertespechniques cannot be ap-
plied. They do not belong to the hermitian domain of the Heomiban. But, apart from
their asymptotic behavior, Siegert wave functions areeqeegular. They behave like
a bound state in the inner molecular region. A wave functiothis region is affected
by physical interactions, while the asymptotic exponéiytigrowing part describes the

decay. Resonance states can also be seen as discrete stgtlesl avith continuum.
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Thus, the calculation of resonance energy requires simedias treatment of electron
correlation and continuum effect. Thus, the calculatiotheflse states within quantum
mechanical bound states framework is beset with difficsiltie

Analytic continuation of the Hamiltonian into the complexeegy plane is used to
absorb an outgoing electron. The analytical continuatibthe Hamiltonian can be
achieved through complex scaling or using complex absgnbitential. [7, 8] The com-
plex scaling method has been successfully implementedh&®atomic systems. How-
ever, it is difficult to implement for the molecular problem§he CAP [9] method is
very simple to implement in any ab initio electronic struetimethods. However, the
complex basis function method of Moiseyev and McCurdy [18§ better mathematical
foundation than the CAP method because of the partially adcharacter of the CAP
method.

The method of using a CAP is very much similar to the compledisg theory. [11]
The main advantage of this method is that it can be easilytadapith any electronic
structure method. In the CAP [12-14] approach the outgolagt®n is absorbed by
an artificially introduced complex absorbing potential @his located in the peripheral
molecular region. In this way the inner region of the wavection remains unperturbed
and the 'asymptotic part’ is forced into a square-integgdblm. This method offers a
great promise for the determination of accurate Siegerggngls, 16]

The CAP method has already been implemented within varitmesrenic structure
methods for the calculation of shape resonances [17]. Ibeansed at static-exchange
level, but it becomes very much powerful and interestingmtie electron-correlation
effects are considered. The energy difference between)(Blettron metastable state
and the N-electron target ground state gives the kinetioygna the projectile at which
the resonance occurs. The first implementation of the CAmhadehas been done by
Sommerfield et al. [6] for metastable anions [18] and Sartti. €[19] for resonance
of cations, both in combination with the configuration iatetron (Cl) method. Later

on, Santra and co-workers [20] have applied the CAP apprueitie propagators theory
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and used CAP/ADC method to compute the resonances of mataataons. Mishra and
co-workers [21] have used bivariational self consisterdl f{{i8CF) based second order
propagator method for Auger and shape resonances. RecBajbev et al.[16] have
used CAP with the Fock space multireference coupled-als@MRCC) [16] method
to study resonances of anions.

In this chapter, we have implemented CAP method within theaggn-of-motion
coupled-cluster theory (CAP/EOM-CC) using singles andotiesi(SD) to calculate the
position and width of a shape resonance. We have studiedsbaance energies [22—29]
and widths for théll, state ofN, ,C>H,~ and?Il state ofCO~. The CAP/EOM-CCSD
method allows us to treat the electron correlation acclytatee have also calculated
the potential energy curves (PEC) for the low enefjy resonance state df, and?II

resonance state 6fO~.

2.2 Theory

In the CAP approach CAP potentialinV is added to the Hamiltonia# to describe

the electronic resonance state,
H(n)=H —inW (2.2)

wheren is a real positive number representing the CAP strengthiidmgla local positive-
semidefinite one-particle operator. The new Hamiltorfigm) satisfies the schrodinger
equation

H(n)y(n) = EMm)y(n). (2.3)

The presence of complex absorbing potential makes the kamnah operator non her-
mitian but it remains complex symmetric.

If one chooses the appropriate CAP form, the addition of dempotential causes an
asymptotic damping of the Siegert eigenfunction which nsake wave function square

integrable. The spectrum becomes discrete. However, thigial introduction of the
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CAP potential perturbs the Hamiltonian, one can obtain ®aeEresonance eigenvalues
and eigenfunctions in the limit — 0 for a complete basis set. In practical computation,
one cannot solve the Siegert energy spectrum exactly sihumamplete basis sets are
used and one is forced to use finiteyalues. The complex Hamiltonian matri(n) is
diagonalized for a number gfvalues to obtain the resonance energy. ¥ ti@jectories

are examined by using logarithmic velocity

vi(n) = nokE;/on (2.4)

The quantityv; can be used in two respects. Firstly, it is used to identigyrtietastable
states which are characterized by a pronounced minimuym Secondly, it is used to

determine the optimal CAP strengths,. In this case we have employed the condition
|Ui(Nopt)| = min. (2.5)

The resonance energy is not sensitive to a particular basis¢ess too small basis sets
are used. The complex energy at the optimal point is assatiaith position of the
resonance (real part) and decay width (the imaginary part).

In our calculations we have used box-shaped CAP of the form

3

W(zie) = Wilzsc), (2.6)
i=1
where
0, X Sci,
Wz(xl’ Ci) - {(|5|Ci||—ci)2a|1’i|>ci (2'7)

This CAP can be easily represented in a Gaussian basisXset4]LIt has been ap-
plied to the peripheral region of the target molecule to dbswe scattered electron while
keeping the target unperturbed.

The exact ground state wave function of a coupled-clusténoae(CC)[30-32] is

[Vgr) = exp(T)|brey), (2.8)
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where |¢,.f) is the reference wave function. Here, we have chosen clsisel-N-
electron ground state Hartree-Fock determinant as a refereave function. The clus-
ter operatofl’ consists of connected singles, doubles, up to n-trupldatian operators.

The cluster matrix elements are determined using the eaquati

(pele " He | pres) = 0 (2.9)

where|¢.) are the excited state determinants. The ground state eiseggsen by

<¢ref|e_THeT|¢ref> = Egr- (210)

There are two advantages in the coupled-cluster methodst, Fire method is size-
extensive by virtue of the exponential ansatz. Second, aeégponential nature of the
wave operator, this method gives highly accurate energyane function even in its
approximate form, within singles and doubles approxinratio

The basic idea of the EOM-CC method is very simple. The graate wave func-
tion of the single-reference coupled-cluster method igluse a starting point for the
EOM-CC approach. In the EOM-CC approach, electron atta¢ihedll electron) states

|Y), different from ground state),, ), are parametrized as

k) = R(F)[¢gr)- (2.11)

R(k) is a linear excitation operator is given by
R(k) => r*(k)a* +> > ri®(k)a™bTi+ oo, (2.12)
a ab %

where standard convention for indices is used, i.e., irsdich,.., refer to the unoccupied
orbitals and indices i,j,..., refer to the occupied orlsitdh equation-of-motion coupled-
cluster method for singles and doubles (EOM-CCSD), thegeefor electron attached
states are obtained as the eigenvalues of the similaritgfivamed effective Hamiltonian
Hjy.

Hepp=e THe' — (¢resle " He" |Grey) (2.13)
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HeffR(/{Z) = ka(/{Z) (214)

wherew, is the energy change connected with the electron attachprenéss. The
effective Hamiltonian matrix is constructed in a 1p and 2pfiace and diagonalized to
obtain the energies of electron attached states. We haliedgAP to the EOM-CCSD
[33—41] method for the calculation of shape resonance. IREESM-CCSD method,
the contribution of CAP term comes through the modificatib#/p;; matrix. The CAP
term is added with the one-body particle-particle part efifa; ; matrix. The other terms
of the H, sy matrix are modified through the appearance of complex. The new form

the complexH. ¢ (n) matrix is

Hepp(n) = e T H ()™ — (¢rerle "D H (1)e™ ™ |drer) (2.15)

Hepp(n) Ry (k) = wi(n) By (k). (2.16)

Initially the CAP is applied to the coupled-cluster (CC) hmad to generate the complex
T'(n) amplitudes, which are later used to generate the conflex(n) matrix elements.
The CAP has very little effect on the ground state endrgy After addition of CAP to
the CC method the ground state enefgy remains same. Finally, the resulting complex
H.;; matrix is diagonalized for different values.

However to obtain the resonance energies we need to uswiiojequation since

the ground state energies are suppose to be CAP free.

Eres(n) = wi(n) + Eee(n) — Eee(n = 0) (2.17)

Thus we loose the advantage of direct difference energyisnagiproach. We call
this approach as CAP/EOM-CCSD. Also, in this procedure¢hisre step needs to be
done for few hundred values gfstarting fromn = 0. The calculation of CC for each
n value is time consuming and computationally demandingesihscales asv®. The
CAP is defined only over the particle-particle block (viltidock) since it does not

affect the target system. The effect of CAP is very small @dbrrelation energy of the
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system. Hence, in the present chapter , we have also imptethan approximation for
the inclusion of CAP at the (N+1) electron wave function bgiag the ground state
|1,.) CAP independent. We call this approacht@sP /EOM — CCSD" method. Thus,

we have

[U(n)) = Rn(k”wgr)- (2.18)

We first solve the CC without any CAP potential. These clusteplitudes/’'(n = 0)
are scaled with the CAP potential in using the following dopres

Dy = faa — fiis (2.19)

ti(n) = [t§(n = 0) * D1]/[D1 4+ Waa(n)], (2.20)

Dy = faa + foo — fii — fij (2.21)

t57(n) = [t} (n = 0) % Ds]/[Da + Waa(n) + Wis(n)], (2.22)

with these new amplitudeE(n) we construct thedy matrix. We have added CAP to
the one-body particle-particld,) part of theH. ;; matrix. So, thefl,;; matrix can be
written as

Hepp(n) = e "D H()e™ ™ — (¢rerle " He |pres) (2.23)

Hepp(n) Ry(k) = wi(n) Ry (k) (2.24)

Thus the CC part is independent of the CAP perturbation, kvhieans the N elec-
tron ground state is not affected by the CAP potential. Thiéaal nature of the CAP
potential and its application only to the particle-padiahteraction part justify the ap-
proximation of CAP/EOM-CCSD. The main advantage of thisragpnation is that it
drastically reduces thetrajectory generation time since CC calculation needs tione
only once. Since, the ground statejisndependent, resonance energy comes out to be

the direct difference energy obtained as eigenvalud$.pf(n) for differentr values.
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For diagonalization purpose, we have used Davidson algoritin EOM-CCSD
method, for the calculation of energies of the electroncagd states, the dimension
of the H.;; matrix becomes very large. The dimension becomes moreltb#id even
if the 2p1h block for small molecules and usual basis sets is considekddll diago-
nalization of such matrices by direct method is computatigrexpensive. This is the
bottleneck of using EOM-CCSD. The Davidson algorithm helpso use EOM-CCSD
for the study of resonance problem to the systems of reakosarde. The basic concept
of Davidson algorithm is that the eigenvalues are obtaihedugh an iterative proce-
dure which avoids the computation, storage and diagonalizaf the complete matrix
and stops when certain convergence criteria are satisfireddavidson algorithm, the
dimension of the matrix is equal to the number of iterations.

We have obtained the complex energig$n) by solving eq. 2.16 for different values
of  starting from0 to 0.01 with the increment of0~%. By plotting the complex solutions
in the complex energy plane with the real part and imaginary @f the energy as axes,

we get the) trajectory. A resonance is obtained when the velocity

vy = |ndwy(n)/on| (2.25)

becomes minimum, indicating the stabilization point of tifzgectory.

2.3 Resultsand Discussion

In this chapter we present the energies and widths of shapeaaces using CAP/EOM-
CCSD method. We have studied the resonance energies ftif jretate ofV; , ?II state

of CO~ andQHg state ofC; H, . We have also investigated the effect of basis set on the
position and width of resonance. We compare the resonarreenpters betweeny,
andC'O~. We have also investigated the potential energy curveh&ii, state of N,
and?II state ofCO~ using theCAP/EOM — CCSD" method.
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2.3.1 °II, shaperesonancein N

The low energy electron scattering for thg molecule is a well studied problem, both
experimentally as well as theoretically. TRE, shape resonance in particular is very
much interesting. In this section we have investigatedfhestate of N, using EOM-
CCSD method. This state originates from addition of onetsdaco ther, LUMO of
the12; ground state of neutrad¥, molecule and the associated electronic configurations
are

'S (core)t(Log)?(1ow)? (20,4) (1m,)* (2.26)
11, : (core)*(loy)?(10w)*(20,)*(1m,)* (n,)". (2.27)

For resonance energy calculation, we have used equilibbona length (2.069 a.u.).
The two nitrogen atoms are placed in a cartesian coordigaters at (0.0, 0.0+ 1.035
a.u.) and CAP box side lengths are chosen to,be ¢, = dc andc, = 1.035 + dc. The
optimal value ofc is 2.5 a.u.

we have studied th#1, state ofNV; in two different Gaussian basis sets-denoted as
basis A and basis B. We benchmark our results with the otlearétical methods like
Static exchange, Second order ADC, 2p-h TDA, ADC(3) and ttpeeemental result.
The basis A contain8 contracted functions and basis® functions.[29] The basis
B is an extension of basis A. Basis A consist§®f, 4p, 2d] Gaussians contracted from
(11s, 7p, 2d) primitives. Similarly, basis B consists @fs, 7p, 3d] Gaussians contracted
from (11s, 8p, 3d) primitives. [29] Using these two basis sets we have comprgsd-
nance energy and width within EOM-CCSD approximation fer Ay, . Before we dis-
cuss these results we want to mention that the results carermimpared directly with
the experimental value because there is no fixed-nucleiculdén the reality. However,
the resonance energies and widths have been well reprodut®d a parametrized
model which describes the non local nature of the vibratiexaitation mechanism.
In the fixed-nuclei limit at the equilibrium geometry this de yields the parameters

Er =2.32eVandl’ = 0.41 eV. We have considered these 'experimental’ values as the

50



most standard values for the comparison of our results.

In Table 2.1, first row reports the results obtained with thgiA. It can be seen from
Table 2.1 that static exchange method overestimates nesemasition as well as width
compare to the experimental and other theoretical methdds. EOM-CCSD method
gives resonance positionz09 eV which is overestimated compared to the experimental
value .32 eV) as well as other theoretical methods like second orde€ AD74 eV),
2p-h TDA (2.41 eV) and ADC(3) £.65 eV) approach. However, the EOM-CCSD method
underestimates width of the resonan@€4 eV) compared to the experimental{1 eV)
as well as other theoretical methods. As we go from basis A$tstB resonance position
is decreased where as width of the resonance is increasatl fioe theoretical methods
except static exchange method. In basis B, the EOM-CCSD adafives resonance
energyFEr = 2.44 eV and widthI” = 0.39 eV which is very close to the experimental
value. Itis interesting to note that in basis B 2p-h TDA apraation gives surprisingly
good agreement with the experimental value.

Table 2.2 reports basis set convergence study foMheesonance energy. To study
how the resonance energy is affected by basis set we havedsteith basis B and add
one p function on both the nitrogen atoms.The exponent ohéve p function is gen-
erated by scaling the exponent of last p function by a factéx@. To reach the basis
set convergence limit we have added three p functions onmadgen atom. Addition
of first p function reduces the resonance positioR.t@ eV from 2.44 eV. However,
width is increased t0.44 eV compared t@.39 eV. With the addition of subsequent p
functions width as well as position are reduced and basss®ergence is reached. The
resonance position in basis B+3R2i87 eV and width i5).42 eV. It can be seen that the
width is closer to the experimental value where as posisamderestimated compare to
the experimental value.

We have also reported the results for the complex versionulfireference single-
and double-excitation configuration interaction (MRD-@igthod in5s13pld CGTO

[42] basis. The calculations are carried out using this oefor different internuclear
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Table 2.1: Energy(upper number) and width(lower numbethefIl, N, shape reso-
nance

Basis set| Static exchangé | second order ADC | 2p-h TDA® | ADC(3)* | EOM-CCSD | Experiment*

Basis A 3.80 2.74 241 2.65 2.99 2.32
1.23 0.50 0.36 0.48 0.24 0.41
3.80 2.61 2.26 2.54 2.44

Basis B 1.23 0.58 0.41 0.54 0.39

@ See Reference 29

Table 2.2: Basis set convergence study for’tfig N, shape resonance

Basis set Energy(eV)| Width (eV)

Basis B 2.44 0.39
Basis B +1P (N 1p/ N 1p 2.12 0.44
Basis B +2P (N 2p/ N 2p 2.09 0.42
Basis B +3P (N 3p/ N 3p 2.07 0.42

distances ofV,. The results are presented in Table 2.3 . Honigmann et al, 43p
have reported the resonance positioh.a% eV and width 0f0.414 eV at the equilibrium
bond length. The position of the resonance is quite diffeliem our result as well as
the experimental value. However, width of the resonance good agreement with our

results.

Table 2.3: Energy and width of tiél, N, shape resonance

Method Energy(eV)| Width (eV)
MRD-CI|* 1.38 0.414
SCF 1.34 0.553
EOM-CCSD 2.07 0.420
Experiment 2.32 0.410

@ See Reference 42
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2.3.2 2II shaperesonancein CO~

The ground state electronic configuration(éd is
IS* 10220%30%40%502 17, (2.28)

The?II state is generated by adding one electron t@theUMO of the !X+ ground
state of neutral CO molecule. The resonance energies antsifior the?II electronic
state ofCO~ are presented in Table 2.4. We have used equilibrium borgihig2.136
a.u.). The calculation for thH1 state ofCO~ has been done with a 4s5p CGTO basis
centered on C and another 4s5pl1d CGTO basis [44] centered ®heDCO molecule
is placed in a cartesian coordinate system at ( 0.0,-0.0,068 a.u.). This basis set is
chosen here because we can compare our results with thatdedieoretical results. For
CAP/EOM-CC computations the CAP box side lengths chosee we« ¢, = éc and
c, = 1.068 + éc, wherec,, ¢, c, are the distances from center of the coordinate system
along the x,y and z axis, respectively afiidis a non negative number, all in a.u. The
value ofjcis 2.5 a.u. In CAP/EOM-CC method, the resonance energyreddas 1.32
eV and widthis 0.12 eV. The Second order dilated propagaséthad which uses exactly
same basis givelsy = 1.71 eV and width/” = 0.08 eV. We report the resonance energies
and widths obtained in bi-orthogonal dilated electron pggior method with different
approximations. The second order gives resonance egrgy 1.68 eV and width0.09
eV. Third order gives resonance energy = 1.65 eV and width0.14 eV. Thus, we can
see that the second to third order improves the width renbérkdhis is very close to
our results obtained using EOM-CCSD method. However, we lndtained narrower
width compared to the experimental value0 eV. The lack of agreement between the
calculated and experimental width for the CO~ resonance leads us to infer that this
may perhaps be due to lack of adequate basis set in our dadculAlthough our result
for the width does not agree with the experimental values ihigood agreement with
the other theoretical methods in a similar quality basis set

We have also studied the basis set convergence fdiltrshape resonance 6f0~.
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Table 2.4: Energy and width of ti&l CO~ shape resonance

Method Energy (eV)| Width (eV)
Experiment 1.50 0.40
Theoretical approaches:
Boomerang modél 1.52 0.80
Close coupling method 1.75 0.28
Second order dilated electron propagator (real SCH 1.71 0.08
Results from bi-orthogonal dilated Electron propagétor:
Second ordery(?) 1.68 0.09
Diagonal 2ph-TDA g2h-TD4) 1.69 0.08
Quasi-particle third ordent}) 1.65 0.14
Third order §?) 1.65 0.14
EOM-CCSD 1.32 0.12

o See Reference 45See Reference 46See Reference 47 See Reference 44 See
Reference 48

We have chosen maug-cc-pV(D+d)Z basis set and then grgdagdied p function with
an exponent which is scaled byoars factor with the exponent of last p function. We
have added up to three p-types polarization functions oh tia carbon and oxygen
atoms to reach the expansion limit. The results are presemf€able 2.5. In maug-cc-
pV(D+d)Z basis, the EOM-CCSD method gives resonance engggy- 2.01 eV and
width I" = 0.38 eV. When we add first p function on both the Carbon and oxygemsit
the resonance position is decreased by eV. In this basis i.e maug-cc-pV(D+d)Z+1P
we get resonance enerdyz = 1.47 eV and width/” = 0.44 eV which is very close
to the experimental value. Further addition of p functiomsdrs the resonance energy

insignificantly. This indicates that the basis set limiteached.

2.3.3 Comparison between the *II, N, and *II CO~ shaperesonances

In this section we briefly compare the resonance parametivgeBnCO~ and N, .
The results are presented in Table 2.6. We have studiedaeserenergies and widths

for both theCO~ and V5 in maug-cc-pV(T+d)Z basis using the EOM-CCSD method.
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Table 2.5: Basis set convergence study for’lie”’O~ shape resonance

Basis set Energy(eV)| Width (eV)
maug-cc-pV(D+d)Z 2.01 0.38
maug-cc-pV(D+d)Z+1P(C 1p/ O 1p) 1.47 0.44
maug-cc-pV(D+d)Z+2P(C 2p/ O 2p) 1.44 0.44
maug-cc-pV(D+d)Z+3P(C 3p/ O 3p) 1.42 0.44

Table 2.6: Energy and width of tH&l, N, and*II CO~ shape resonances

Molecular ions| Energy (eV)| Width (eV)
Ny 2.63 0.42
cO~ 1.90 0.46

For both cases we have used equilibrium bond lengths.\NGoiwe have obtained the
resonance energiz = 2.63 eV and width/” = 0.42 eV. It can be seen from Table 2.6
that the resonance ener@y; = 1.90 eV obtained folC’O~ is lower than/V, and width

I" = 0.46 eV has higher value. Our results for thg" andC'O~ follow the correct trend.
Physically, these results are expected becaus€theesonance contains p-wave as well
as d-wave character, however, these are not prese¥t nesonance. The polarization
effects are similar in botld’'O and N,. The potential energy barrier which plays an
important role for the shape resonance is weakér@nthan inN,. The behavior of the
C'O molecule is qualitatively similar to th&, molecule, however the coupling between

the partial waves is much strongeraro.

2.3.4 °TI, shaperesonancein CoHy

In this section we have studied thE, shape resonance 6L H, . TheCyH, *II, state
is analogous with théll state ofCO~ and?II, state ofN,, and consequently expected
to be a short-lived shape resonance. THg state originates from adding an electron

to ther; LUMO of the 12; ground state of neutral acetylene molecule. The electronic
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configuration for théll, state ofC;H; is
11, : (core)*(204)%(20,)*(30,)*(1m,)* (n,)". (2.29)

The resonance energies and widths for’tfig state ofCy H, are presented in Table 2.7.
We have used C-C bond distance 2.2828 a.u. and C-H bond ci#s1a®994 a.u. In the
CAP/EOM-CCSD method, CAP box side lengths are chosentg bec, = dcandc, =
1.141+dc. The value obcis 2.85 a.u. The basis set consists of the Dunning primigte s
(9s5p) contracted to givé5s3p| functions (Dunning 1970). For each carbon atom, one
d-polarization function (exponent 0.75) and one p-typecfiom ( exponent 0.040) have
been added. The hydrogen atoms are described by two s groaggjl] contraction.
For each hydrogen atom, one p-type function with expon€@#®has been added. Then
the basis set contains tofdl contracted functions. We have denoted this basis as basis C.
We have used this basis to calculate g shape resonance 6% H, . The CAP/EOM-
CCSD method gives resonance enefgy= 2.61 eV and width/" = 0.76 eV. Our result
is in good agreement with the experimental values. It cance@ $rom Table 2.7 that
the trapped electron method underestimates the resonaaagyeompared to the other
experimental and theoretical values. The CI method [54¢giresonance position at
2.92 eV which is slightly higher than our results and other th&éoat values. However
it predicts width ofl.10 eV which is in good agreement with other experimental result
Using the Vibrational Excitation technique, the verticalotron affinity of acetylene was
determined as 2.60 eV. Electron impact method confirm thatioa of the resonance
between 2.50 eV to 2.70 eV. The theoretical investigatiorthie’I1, resonance of', H;
are rare. The Multiple-ScatteringeXmethod gives resonance position at 2.60 eV and
width of 1.0 eV.

We have also studied the basis set convergence f@lﬂpetate ofCyH,~. We start
with basis C and then gradually add p function on both thearadioms to reach the
expansion limit. We have added up to three p-type polaogafiinctions on both the

carbon atoms of’; H,~. The exponent value for the new p-type function is scaled by a
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Table 2.7: Energy and width of tH&l, C;H, shape resonance

Method Energy (eV)| Width (eV)
Experiment
Trapped Electrori 1.80/1.85 -
Vibrational Excitatior? 2.60 > 1.00
Electron impact 2.50
Theoretical approaches:
Multiple-Scattering X ¢ 2.60 1.00
Cle 3.29/2.92 | 1.10/1.10
EOM-CCSD 2.61 0.76

o See Reference 49 and 5@ee Reference 51See Reference 52See Reference 53

See Reference 54

factor half with the exponent of last p function. The restdisthe basis set convergence
study are presented in Table 2.8. The addition of first p fondbwers the resonance
energy value by).74 eV. In this basis i.e C+1P we get resonance endigy= 1.87 eV
and widthI” = 0.81 eV which is very close to the result obtained in the trappedtebn

method. Further addition of p function lowers the resonagroergy by0.05 eV. After

addition of three p-types functions we get the convergedltes
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Table 2.8: Basis set convergence study for’tig C; H, shape resonance

Basis Energy (eV)| Width (eV)
Basis C +1P(C 1p/ C 1p 1.87 0.81
Basis C + 2P(C 2p/ C 2p) 1.82 0.79
Basis C + 3P(C 3p/ C 3p 1.79 0.80

2.3.5 Potential energy curvefor the?II, resonance state of N,

In this section, we have calculated the potential energyec(PEC) for the lower energy
211, state of N, . In Fig 2.1 we provide the PEC for tHél, resonance state df; . The
calculated resonance energiés:§ and widths () for the?II, state of N, are presented
in Table 2.9 for different internuclear distances. The @lattons have been carried out
in four different basis sets. The first one consists of [54p]tracted Gaussian type
orbitals (CGTO)[29]. For each nitrogen atom, one p type ¢egmt=0.03) function has
been added. So, the basis set contains total [5s8p] fusatioreach nitrogen atom. We
have denoted this basis as basis A. The second one denotediasBb the third one
denoted as basis C and the fourth one is denoted as basis baSiseB contains [5s10p]
functions [6] and the basis C contains [5s10p2d] functidjsThe basis D consists of
d-aug-cc-pVDZ basis and two extra p type functions have lzeled. The exponent
of the new p function is generated by scaling the exponertefast p function of the
d-aug-cc-pVDZ basis by a ratio 1.5. Here, we have chosenadinedifferent basis sets
to show the basis set dependence on the PEC dfifheesonance state of; .

The CAP/EOM — CCSD’ computations are performed &t — N internuclear dis-
tance betwee.80 a.u.-2.80 a.u. INCAP/EOM — CCSD’ calculations, the two nitro-
gen atoms are placed in a cartesian coordinate system &0.(08 R/2). where R is
the internuclear distance between two nitrogen atoms ir¥tagis. The CAP box side
lengths are chosen to kg = ¢, = éc andc, = dc + R/2. In order to obtain the the

optimum box size for which the absorbing potential is bestdito the basis set and the
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size of the target system, tii@AP/EOM — CCSD’ calculations are performed for the
various CAP box sizes. The velocity of the trajectory at tladdization point is smallest
for a box size)c = 2.50 a.u. compared to the other box size.

In Table 2.9 we report the position and width of resonanceliiéerent bond lengths
in four different basis sets using theAP /EOM — CCSD’ method. It can be seen that in
all four basis sets width of resonance is maximum at 1.80and.decreases uniformly
with increasing the bond length and becomes zero at 2.80 Similar trend is also
observed for position of the resonance. As we go from basig Basis B, we get the
higher resonance position for bond length upto 2.60 a.u. é¥ew we get the higher
width value for bond length upto 2.07 a.u. Beyond equilibrinond length the width of
the resonance is smaller in basis B compared to basis A. Tibissthe importance of
addition of 2p functions. In basis C, which is similar to [zaBiwith just additional 2d
functions, there is not much change in position or width sbreance. This shows that
addition of d function does not have much effect on the resoagosition or width. In
basis D we get results which are similar to basis B. It can ba gt in all the four basis

sets qualitative trends are same.
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Table 2.9: Calculated resonance energigg)(@nd decay widthsI() for the?II, state of

N2
Internuclear distance (a.u.) Basis A Basis B Basis C Basis D
Er(V) I'(eV) Egr(V) I'(eV) Egr(eV) I'(eV) Egr(eV) I'(eV)
1.80 1.98 0.78 2.36 0.84 2.36 0.87 243 0.81
1.90 1.93 0.65 2.25 0.68 2.34 0.71 2.45 0.65
2.00 1.98 0.60 2.28 0.57 2.26 0.59 2.36 0.39
2.07 1.98 0.44 2.36 0.48 2.28 0.48 2.36 0.35
2.20 1.92 0.39 2.06 0.29 2.01 0.32 1.98 0.29
2.30 1.74 0.30 1.82 0.27 1.74 0.21 1.60 0.18
2.40 1.33 0.17 1.46 0.16 141 0.08 1.33 0.11
2.50 1.27 0.04 1.38 0.11 1.36 0.05 1.05 0.09
2.60 1.25 0.02 1.27 0.08 1.30 0.05 0.97 0.05
2.70 1.25 0.01 0.97 0.02 1.30 0.02 0.95 0.04
2.80 1.25 0.00 0.95 0.00 1.30 0.00 0.93 0.00
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Figure 2.1: Potential energy curve (PEC) for #ig, state of N,, Diamond symbol
indicates the PEC in basis B, triangle symbol indicates &€ i basis A, square symbol
indicates the PEC in basis D, circle symbol indicates the PHE§asis C

2.3.6 Potential energy curvefor the %Il state of CO~

In this section, we have calculated the potential energyec(fPEC) for the’Il state of
CO~. The PEC for the’/Il state ofCO~ are presented in Fig 2.2. Two basis sets are
used to study the PEC’s afO~ . The first one consists of d-aug-cc-pVDZ basis and
the second one consists of d-aug-cc-pVDZ+1P basis. TheyaepVDZ+1P basis is
constructed by adding one p function on carbon and oxygen axh. The exponent of
new p function is generated by scaling the exponent of lashptfon in d-aug-cc-pVDZ
basis by a factor 0.66. In the PEC calculation, €@ molecule is placed in a cartesian

coordinate system at (0.0,00R/2 a.u.) and the CAP box side lengths are chosen to
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Table 2.10: Calculated resonance energigs) @nd decay widthsi() for the?II state of
cO~

Internuclear distance(a.u.) d-aug-cc-pVDZ d-aug-cc-g¥DP

ERr(eVv) I (eV) ER (eV) I (eV)
1.80 141 1.09 1.38 0.68
1.90 1.36 0.97 1.32 0.60
2.00 1.46 0.92 1.33 0.56
2.13 1.49 0.78 1.30 0.52
2.20 1.49 0.54 1.36 0.48
2.30 1.38 0.48 0.98 0.36
2.40 1.25 0.24 0.89 0.30
2.50 0.87 0.21 0.72 0.12
2.60 0.70 0.08 0.57 0.10
2.70 0.68 0.05 0.35 0.05
2.80 0.70 0.00 0.35 0.00

bec, = ¢, = dcandc, = dc + R/2. WhereR is the internuclear distance between
carbon and oxygen atom. The optimum valu@ofs 3.5 a.u. The calculated resonance
energies F'rz) and decay widthsI() for the?II resonance state 6fO~ as a function of
internuclear separation are presented in Table 2.10.

From Table 2.10 it can be seen that in both the basis setagoaitd width/" of
resonance is reduced with the bond length. The width of mstmapproaches to zero at
2.80 a.u. As we go from basis d-aug-cc-pVDZ to basis d-auguiaZ+1P, in which we
have extra p function, position and width of resonance isced. From Fig 2.2 it can be

seen that PEC in both the basis sets have similar trend.
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Figure 2.2: Potential energy curve (PEC) for tié state ofCO~, square symbol in-
dicates the PEC in d-aug-cc-pVDZ+1P basis and circle synmubtates the PEC in
d-aug-cc-pVDZ basis

2.3.7 Conclusion

In this chapter we have shown how the highly correlated ntelike EOM-CCSD, which

is already known to be suitable for accurate calculationropprties of electronically
excited, bound states, can be extended for the treatmertohance states in electron
molecule collision. we have implemented complex absorpwtgntial within the EOM-
CCSD method for the calculation of resonance energies. \We &pplied our method

to study the’Il, N, ,CoH, and?Il CO~ shape resonances. We compare our results
with different theoretical as well as experimental resu@r results for the resonance
energy are in good agreement with the experimental and tikeretical methods. The
present results clearly indicate the utility of the CAP/E@NISD approach for the study
of metastable electronic states. Since resonance energigted to the electron affinity,

the electron correlation play an important role for the aataicalculation of resonance
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energy. From our study of the effect of basis set it can be #esrbasis set, in partic-
ular, diffuse basis functions are very important for theusate calculation of resonance

energy.
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Chapter 3

CAP/EOM-CCSD method for the potential

energy curve of C'O, anion

In this chapter, the equation-of-motion coupled clustedE=CC) method employing the
complex absorbing potential (CAP) has been used to inwagstitpe low energy electron
scattering byCO,. We have studied the potential energy curve (PEC) foriheres-

onance states @f'O, upon bending as well as symmetric and asymmetric stretasfing
the molecule. Specifically, we have stretchedthe O bond length from 1.Mto1.54

and the bending angles are changed betwistri to 132°. Upon bending, the low energy
211, resonance state is split into two components,i4,, 2B, due to the Renner-Teller

effect (RT), which behave differently as the molecule is.ben
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3.1 Introduction

Since its discovery, the low energy electron scattering©f has continued to fasci-
nate the imagination of chemists and physicists becaugs wadle in atmospheric chem-
istry, gas lasers and low temperature plasma. It is well kntvat CO, can not per-
manently bind an electron and that @l0, states are metastable in nature. Despite the
long standing interest in electron scattering’i®,, there are a number of questions un-
resolved. One of the open intriguing questions is the caimebetween the short-lived
scattering states with the long-livédD, anions in the mass spectroscopy region.

The electron scattering iO, is mainly governed by two low lying anionic states,
one isQE; symmetry [1, 2] virtual state and another’i$, resonance state.[3—7] Both
the*I1, resonance states afll} virtual states have very short lifetime. Generally, the
211, resonance states have lifetime in the femto-second (f&)medn compare to the
short lived?II, resonance state, the existence of long-li¢&d, anion [8, 9] has also
been proved. The double electron transfer to@H; ion, [10, 11] electron collisions
with cyclic anhydrides [12] are the some techniques whang lved CO; is produced.

The resonance states are identified by complex eigenvalitieis whe formalism of
Siegert and Gamow, [13, 14]

B,y = Eg —il'/2, (3.1)

whereFEy, is the resonance position aidis the decay width. Thé' is related to the
lifetime of the temporary anionic state via—= /1.

The resonance states are metastable [15, 16] in nature angecdescribed as the
coupling of a discrete state with a continuum. The resonatates are part of the con-
tinuum and are represented by a non-square integrable wagtdn (nont?). Thus the
calculation of resonance states requires a method whidiled@address the continuum
nature as well its many body nature. Two principal classegppfoaches are well known

for computing the resonance enerfjyand the decay widtl'. First, scattering methods
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which precisely address the continuum nature of the wavetiomand second, so-called
L? methods that transform the continuum problem to a bound gratblem. There are
two L? methods which are very well known in literature, one is thenptex absorbing
potential approach (CAP) [17-25] the other is the compledisg approach. [26, 27]
Here, our focus is on the complex absorbing potential amgbrodhe main advantage of
the CAP method is that it is easy to implement within any bastatkab initio electronic
structure method.

The CAP method has been applied in the context of variousre¢tieal methods.
Historically, Jolicard and Austin [28] implemented the CAfethod for the first time
to calculate the resonance parameters subject to a modsitiadt The CAP method
has been established on firm ground by Riss and Meyer.[20fildt@mplementation of
CAP in the context of bound state electronic structure theas done by Sommerfeld
et al. [18] for metastable anions and Santra et al. [23] fotastable cations, both
in combination with the configuration interaction method)(Q@ater, Santra and co-
workers [24] introduced the CAP method within the Greenisction approach. Sajeev
et al. [29] introduced a CAP potential within the Fock spaadtireference coupled
cluster (FSMRCC) framework to study anion resonances. d&hiaal. [30] implemented
the CAP potential within the symmetry-adapted clusterfigomation interaction (SAC-
CI) method for metastable anions. Recently, Ghosh et a-38JLhave introduced CAP
within the EOM-CC framework for both anionic and cationisseance states. Kyrlov
and co-workers [35] have also applied CAP within the EOM-@Arfework for the study
of shape resonance.

Both electron correlation and relaxation effects play sstatial role in the accurate
description of resonance states. The equation-of-motapled-cluster method treats
the dynamic and non-dynamic electron correlation in a véfigient manner while ful-
fuling the size-extensivity criteria in the ground statenother advantage is that the
EOM-CCSD method [36—42] gives the direct, intensive endliffgrence. This makes

the EOM-CC method appropriate for the description of reroaatates.
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Electron scattering o’O, has been studied quite elaborately both experimentally
and theoretically. Detailed studies of resonant vibratia@xcitation ofC'O, have been
performed experimentally by Allan.[43, 441b initio calculations orC'O, have been
studied by Morgan et al.[45] using the R matrix method. Irirtbalculations, they have
focused on the angular dependence of the virtual state Rascigno et al. [3, 6] have
studied scattering 0’0, focusing on the’Il, shape resonance state pole. Recently,
McCurdy et al. [7] have performed an extensive study on theational excitation cross
section [46, 47] of”O, by electron impact in the vicinity oflI, resonance.

In this chapter, we have implemented the CAP method witheretjuation-of-motion
coupled cluster theory (CAP/EOM-CC) using singles and tEISD) to calculate the
position and width of théIl, shape resonance {#i0, . We have studied the potential
curve for the’IT, resonance state 6fO, as a function of the symmetric and asymmetric

stretches of thé’ — O bond and the bending angle.

3.2 Theory

In this section, we briefly discuss the CAP/EOM-CCSD methlmdcbmputing the res-
onance energy¥'r and decay width/". In the CAP approach, the idea is to add an
absorbing potential-inWV, to the physical Hamiltonian, H, yielding a non-hermitian

Hamiltonian

H(n) = H — inW, (3.2)

wheren is a strength parameter and W is a real, soft box like poteritiee addition
of CAP makes the wave function square integrable. The contpémiltonian matrix
is diagonalized for a number @f values to obtain the resonance energy. The complex
resonance energy,) is identified from the; trajectories of the eigenvalues &f(n).

The distinct minimum of the velocity
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v;i(n) = noE;/on. (3.3)

gives the resonance energy. The best approximation foEthe obtained from the

optimaln,,: value. The optimat,,; value is obtained by employing the condition,

|V (Nopt)| = min. (3.4)
In the EA-EOM-CCSD approach,[34] the wave function for thtx electron attached
(IV + 1 electron) states can be written as
U(u) = RV (1)) (3.5)
where
[Wo) = e[ ¢ho) (3.6)

is the N electronic ground state wave function for the Coupled elu§CC) method.

[48-51] TheRN"1(1) is a linear excitation operator for the statelefined as

RNt () = Z +1/QZZ r®(uw)ata;l a;. (3.7)

a

) is the N-electron closed-shell Hartree-Fock determinadtarepre-
sents the cluster operator. The cluster operator T corifisiagles, doubles,..., excita-

tion operators. The cluster operator T can be defined asxfimigpmanner

T =) thafa;+1/4) > thafafaa;+ ......,. (3.8)

ab ij
where the standard convention for the indices is usedjndices a,b,..., refer to the

unoccupied orbitals and indices i,j,.., refer to the ocedprbitals. The cluster matrix

elementg are generated by using the equation

<¢e‘(HNeT)C|¢O> = 07 (39)

73



where|¢.) are the excited determinants anth eq. 3.9 indicates only the connected
diagrams are considered.

In the equation-of-motion coupled cluster method for ssghnd doubles (EOM-
CCSD), the difference between the energieg tifi electron attached states and ground

state {v, = £, — E,) are calculated

[Hy, RN ()] o) = w, RN (1) o)V, (3.10)

on projecting onto the basis of excited determinant$ and |¢%®) with respect to

|o), gives the matrix form,

HyRY () = w, RN (). (3.11)

Where
Hy = e THye — (¢ole™ Hyel |do) (3.12)

is the similarity transformed Hamiltonian of the couplddster (CC) method and,
is the energy change connected with the electron attachpneogéss. In the EA-EOM-
CCSD approachH y is constructed in dp and2p1h space and diagonalized to obtain
the electron attachment energies.

Once the CAP is added into the CAP/EOM-CCSD method, it besopaet of the
one body particle-particleff,) part of . The other terms of th&y matrix are altered

via the appearance of the complEk;). Thus, the new form of thél, matrix is

Hy(n) =e T Hy(n)e™™ — (¢ole™ " Hy(n)e” ™|y (3.13)

Here, initially, we have applied the CAP to the coupled @u$CC) method to evolve
the complex’(n) amplitudes, which are used latter to constructihg(n) matrix. After

addition of CAP, the ground state wave function for the CChadtcan be expressed as

[Wo(n)) = "™ |gp) (3.14)
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Finally, we have diagonalized the resulting complgx () matrix for the different;
values. However to obtain the resonance energies we neeskttollowing equation

since the ground state energies are suppose to be CAP free.

Eres(n) = wu(n) + Ecc(n) — Ecc(n = 0) (3.15)

The resonance states can be identified fronmttrajectories that shows stabilization
cusps.

Recently, Kyrlov and co-workers[35] have applied the CARhwm the EOM-CC
framework. However, their approach is different from oupigach. They usé,...(n)
as [Eny1(n)—En(n)]. Furtherto calculate bothy (1) andEy (n) they add CAP at the
SCF level. The SCF orbitals, T amplitudes, R operator argadexnn nature. Therefore,
the SCF ground state is perturbed in their approach. Howexehave applied the CAP
into the CC level or a perturvative in calculatifgy ., (n). Therefore, in our approach

SCF ground state is unperturbed.

3.3 Computational details

The one-particle basis set used in the CAP/EOM-CCSD [31e&Blation is a combi-
nation of valence basis sets with some number of diffusetiomg. The diffuse functions
are required to describe the outgoing electron. Here, wewsiih the aug-cc-pVTZ [52]
basis. We have removed the f functions form the aug-cc-pVagisset and then add
one extra s function and one diffuse p function on each caainoroxygen atom in'Os.

The exponent of the new p function is generated by scalingxpenent of the last p
function of the aug-cc-pVTZ basis by a ratio 3.165. The exgmiof the new s function
is generated by scaling the exponent of the last s functitineodug-cc-pVTZ basis by a
ratio 3.165.

The first step in the CAP/EOM-CCSD computations is an SCFutation for the
neutralC'O,. The SCF calculation has been performed by using the GAMES Suite
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of programs.[53] The required matrix elements of the EOMSDCand CAP matrices

have been computed using our own codes. For diagonalizatiggose, we have imple-

mented the non hermitian version of Davidson algorithm§s},in our EOM-CC code.
The potentialV is the soft-box potential and it can be defined as

3

W(zie) =) Wilzsc), (3.16)
i=1
where
0, ZT; Sci,
Wl(xl’ Ci) - {(|5|Ci||—ci)2,|33i|>ci (3'17)

Here,c¢;,i = 1,3 are the real, non-negative parameters which define the $iae o
rectangular box. The target molecule is placed in the cesftéhe box. The matrix
elements ofV (z; ¢) are calculated within a Gaussian basis set.

In order to keep the neutral N electron ground scatteringetasystem unperturbed,

we eliminate the effect of CAP on the SCF ground state,
W= QWQ, (3.18)
where
Q= Z 16:) (] (3.19)
The redefinition is easily achieved k;y employing the cooditi

<¢p|W|¢q> =0, (3.20)

where|¢,) or |¢,) is an occupied orbital.

3.4 Resaultsand Discussions

Here, we investigate the potential energy curve (PEC) ofrthtastable low energii1,,
resonance state 6fO, using the CAP/EOM-CCSD method. We have studied the PEC

for the %II, resonance state @fO, as a function of the symmetric and asymmetric
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stretch ofC' — O and theO — C' — O bond angle. In the CAP/EOM-CCSD calculations,
the CO, molecule is placed in a cartesian systenf(ad, 0.0, +Ra.u.), whereR is the
bond distance between the carbon and oxygen atom. In theEtA®/CC computations,
for the symmetric and asymmetric stretch the CAP box sidgtlenare chosen to be
¢z = ¢, = dcandc, = dc + R, wherec,,c,,c., are the distances from the center of
the coordinate system along the), andz axis, respectively, andc is a non-negative
number, all in a.u. However, in case of bending, the CAP bd& kngths are chosen to
bec, = éc+r,, ¢, = 6candc, = dc + r,, wherer, andr, are the C-O bond lengths
along ther andz axis, respectively.

We have performed CAP/EOM-CCSD calculations for the symimanhd asymmet-
ric stretch in two differenfc values. Théc values are 2.5 a.u. and 3.5 a.u. respectively.
However, We have performed CAP/EOM-CCSD calculations fer hending in three
differentdc values. Théc values are 2.0 a.u., 2.5 a.u. and 3.5 a.u. respectively. We ha
shown for all the box sizes the resonance energies and dad#ysviollow the similar

trend for the symmetric stretch, asymmetric stretch andlingrof theC'O, molecule.

3.4.1 Potential energy curve of the %I, resonance state of the CO,

In this subsection, we discuss the PEC for the low enéfyresonance state ¢fO,
using the CAP/EOM-CCSD method. The electron scattering @, is dominated by
theII, resonance state. TRH, state is generated by adding an electron to the empty
orbital of the neutral’O,. The equilibrium bond distance between carbon and oxygen
(C' — 0) in CO, molecule is 1.1614. The ground state electronic configuration®,

is

Iy+ . 6.2 2 2 2 4 4
¥ 1 (core)’o 0,00, T, (3.21)

2 s
The orbital symmetry of th€’O, molecule changes upon bending. The orbital symmetry

changes in the following mannes,, — a1, o, — by, 1y — ag + by, T, — a3 + by.
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Since, the linea€' O, molecule contains two low lying empty valence orbitalggfand
7, Symmetry, one can expect two low lying anionic states. Ortha<II, resonance
state and another is tﬂ@; virtual state. InC,, symmetry, the’Il, resonance state
of CO, further corresponds to thied, (lower energy) andB; (higher energy) states
and the virtuaFZ; state corresponds to tRel; state. Here, we concentrate on thg
component of théll, resonance state.

In PEC calculation, thé’ — O bonds are symmetrically stretched from #1015
A and the bond angle is changed betwé8dr to 132° in steps of3°. The calculated
resonance energiesy and decay widthg” for the %I1, resonance state @fO, are
collected in Table 3.1 for the differerit — O bond lengths. The results for tRel;
component ofII, state are collected in Table 3.2 for the differef®® — C — O bond
angles.

In linear geometry, the PEC curve for thH, state is shown in Fig 3.1 at different
C — O bond lengths. Starting from the equilibriuéh— O bond length the resonance
position E'r decreases substantially with increasing ¢he- O bond length. The decay
width I" also decreases with increasing ttie O bond length. Finally, thélI, resonance
state becomes a bound state at a distaricé5 A. At this distance the PEC 8f1, CO;
crosses the PEC of ground state and the decay width vanishes.

Among the two? A, states, the lowestA; state which is originated from the virtual
22; state quickly turn into a bound state on bending the molecilee lowest’A;
state becomes bound at an antl&°. In contrast, the secorfdi; state does not become
bound on bending the molecule. The secéAdstate becomes stable only on stretching.
The PEC for’ A, resonance states as a functiortof- C' — O bond angle are presented
in Fig 3.2.

Starting from the linear geometry, the bending of @, molecule causes the width
of the2A, component of théIl, resonance state to increase rapidly while decreasing
the resonance energy. It is worth discussing why the widtthef A, resonance state

increases upon bending of the molecule. The symmetrickiregg of theCO, molecule
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in a linear geometry does not change the symmetry of the mi@edhus, it does not
significantly change the angular momentum character oféeenance state. In linear
geometry, the lowegtcomponent of the resonance state is a p-wave in nature bthenot
dominant-one which is f-wave in nature. The degeneracy ®flh, resonance state is
lost when we bend th€ O, molecule and as an s-wave component is mixed intd.the
resonance state. There is no angular momentum barrieriaesbwith an s-wave. So,
the mixing of the s-wave into thed, resonance state plays a significant role in increasing
the resonance width upon bending the molecule.

Another important point is that in a linear geometry €@, molecule has zero dipole
moment. As we bend th€ O, molecule, it acquires a dipole moment. This is another
aspect of symmetry breaking and mixing of the s-wave intorés®nance state which
contributes to an increase in width with increasing bendingle. At small bending
angles, the dipole moment is less and its consequences agraad. However, the
dipole moment increases with increasing the bending angletglays a crucial role in
changing the behavior of the resonance state.

We also investigate how thél, resonance state behaves subject to the asymmetric
stretch of the C-O bond. In our calculations, we have stezgtche one C-O bond from
1.2 A to 1.5 4 and the other is shrunk from 14 to 0.804 simultaneously. The results
are reported in Table 3.3. From Table 3.3 it can be seen tlzsyimmetric stretching the
resonance energy for tR&l, resonance state and its decay width increases rapidly. The
important aspect concerning the behavior of the resonance state is that the dipole
moment becomes non-zero when we stretch@d& molecule asymmetrically. The
dipole moment increases rapidly with the asymmetric dtrefdhe molecule. The long
range dipole potential progressively weakens the shogeattractive potential created
by the angular momentum barrier. Thus, the dipole momeryspilae crucial role in
increasing the width for asymmetric stretch.

We compare our results with the experimental method andtter theoretical meth-

ods available in the literature at the equilibrium bond kangrhe results are collected
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in Table 3.4. The experimental method [43] gives resonameggy around 3.60 eV,
which shows close agreement with the EOM-CCSD results. Tétc®xchange method
[56] gives resonance position A%=5.26 eV and decay width'=0.70 eV, theAD(C'(2)
method gives resonance positibiz= 4.21 eV and decay width=0.21 eV at the equi-
librium bond length. Thus, we can see that the Static exahaogl DC'(2) [56] the
resonance position is reduced by 1.05 eV and decay widtlsasralduced by 0.49 eV.
The result obtained with thd DC'(2) method [56] is very close to our results obtained

using the EOM-CCSD method.
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Table 3.1: Calculated resonance enerdigsand decay widthsI() for the?II, resonance
state ofCO; at differentC’' — O bond length

Bond distance(Angstrom)dc = 2.5a.u dc = 3.5a.u
Er(eV) I'(eV) Eg(eV) I'(eV)
1.10 5.56 0.32 5.55 0.19
1.13 4.90 0.28 491 0.18
1.16 4.18 0.19 4.17 0.15
1.19 3.70 0.16 3.67 0.12
1.23 2.97 0.14 2.97 0.09
1.27 2.31 0.12 2.32 0.08
1.30 1.86 0.11 1.86 0.08

Table 3.2: Calculated resonance enerdigsand decay widthsI() for the?A; compo-
nent (lower energy) ofll, resonance state 6fO; at differentO — C — O bond angles

Bond angle (deg) 6c=2.0 a.u doc=2.5a.u dc=3.5a.u
Er(eV) I'(eV) FEg(eV) I'(eV) FEg(V) I'(eV)
180 4.19 0.23 4.18 0.19 4.17 0.15
177 4.18 0.23 4.18 0.20 4.17 0.15
174 4.18 0.24 4.17 0.20 4.16 0.15
171 4.16 0.25 4.16 0.21 4.15 0.16
168 4.14 0.25 4.14 0.22 4.13 0.16
165 411 0.26 4.11 0.23 4.10 0.17
162 4.09 0.28 4.09 0.24 4.07 0.17
159 4.07 0.30 4.06 0.25 4.03 0.19
156 4.02 0.32 4.02 0.27 4.01 0.20
153 3.99 0.33 3.98 0.28 3.95 0.21
150 3.96 0.34 3.95 0.29 3.92 0.22
147 3.90 0.36 3.90 0.30 3.88 0.22
144 3.87 0.38 3.86 0.32 3.83 0.22
141 3.82 0.39 3.80 0.33 3.79 0.23
138 3.80 0.41 3.79 0.35 3.79 0.23
135 3.76 0.42 3.75 0.35 3.74 0.23
132 3.70 0.43 3.70 0.36 3.69 0.24
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Table 3.3: Calculated resonance enerdigsand decay widths() for the?II, resonance
state ofC'O, in asymmetric stretching @' — O bond length

Bond distance(Angstrom)dc=2.5 a.u 0c=3.5a.u
Er(eV) I'(eV) Eg(eV) I'(eV)
1.10,1.20 4.45 0.23 4.42 0.19
0.95,1.35 5.18 0.32 5.15 0.21
0.90, 1.40 5.54 0.36 5.52 0.23
0.80, 1.50 6.49 0.54 6.44 0.36

Table 3.4: Calculated resonance enerdigsand decay widthsl() for the?II, resonance
state ofC'O, at equilibrium bond length

Method Er(eV) I'(eV)
Experiment 3.60
Static exchangé  5.26 0.70
ADC(2)? 421 021
EOM-CCSD 4.18 0.19

@ See reference 43.see reference 56.
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Figure 3.1: Potential energy curve (PEC) fdf, resonance state and ground state of
CO,. Circles indicate the PES for ti&l, resonance state
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Figure 3.2: Potential energy curve for thé, resonance state and ground stat€'6f,.
Circles indicate the PEC for thed, resonance state and squres indicate the PEC for
ground stat&’'O,

3.5 Conclusion

In this chapter we have implemented the CAP/EOM-CCSD methddvestigate the
potential energy curve (PEC) &fL, resonance state 6fO, . We have studied the PEC
of the resonance state as a function ofthe O bond length and’O — C'— O bond an-
gle. In linear geometry both the short-lived sta?és;andzﬂu resonance states become
bound when the&” O, molecule is stretched. ThaI, resonance state becomes bound
at C — O bond length) 1.45 4. When theCO, molecule departs from linearity, the
211, resonance state splits into two components, i4,, 2B;, due to the Renner-Teller
(RT) [57] effect. Upon bending the molecule, thé, component of théll, resonance
state is mixed with thé A; component OFE; virtual state. Thus, théA; component
of the®X; virtual state acquire sonié character. ThéA; component of théX state
becomes bound at a bending anglel7°. So, the PEC o0, can be viewed as three

effective vibronically coupled electronic states problem
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Chapter 4

Study of Interatomic coulombic decay using
Equation-of-motion coupled cluster (EOMCC)
method

In this chapter, we have explored about the Interatomic ¢erdmolecular coulombic
decay (ICD) process. ICD is an efficient and ultrafast radiatless decay mechanism
which can be initiated by removal of an electron from the vedence shell of an atom
or molecule. Generally, the ICD mechanism is prevailed imkiye bound clusters. A
very promising approach, known as CAP/EOM-CC, consists@tbmbination of com-
plex absorbing potential (CAP) with the equation-of-moti@upled-cluster (EOM-CC)
method, is applied for the first time to study the nature ofi@i@ mechanism. We have
applied this technique to determine the lifetime of an aatozed, inner-valence excited
state of theNe(H,0), Ne(H>0), and Ne(H,0)3 systems. The lifetime is found to be

very short and decreases significantly with the number afhi®ring water molecules.
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We have also applied this method to study the interatomitoathic decay (ICD) mech-
anism in small hydrogen bonded clusters. The lifetime ofiRi2sr-valence ionized state
of (HF),, (n=2-3) clusters were calculated using this method. Tfetiihe is found to

be very short and decreases substantially with increasiegiumber of HF monomer.
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4.1 Introduction

Electronically excited molecules and atoms can relax byttergia photon or an
electron. These patrticles carry essential informationhenelectronic structure of their
emitter. In general, energetically low lying states (owallence) decay radiatively and
high lying excited or ionized states decay by electron elmmssWhen the excitation
occurs due to the ionization of electron from the core otpikeen the excited molecule
follows the radiative decay or Auger decay [1, 2] for the xal#on. In Auger decay, an
electron from the higher energy level fills the vacancy in¢bee level and the released
energy can be transfered to another electron, which is tieeteel from the system. The
ejected electron is called the Auger electron. The Augecteda has specific energy
depending on the element from which the electron is ejected. Auger decay process
is intraatomic in nature. So, it is expected that the envirent has weak influence on
this process. Interaction with environment does not chémgeecay width of the Auger
decay.

The situation is changed dramatically when the excited ouddeor atom is em-
bedded in a chemical environment. In this case, anotheafafit non-radiative decay
mechanism is possible. After removing an electron from tivesr valence orbital of
a particular monomer, the inner-valence hole is filled up byater valence electron
of the same monomer and the excess energy gained by thisspriscransferred to a
neighboring monomer, where a secondary electron is emiitted the outer valence
orbital. So, the final state is characterized by two outeenved holes, placed on two
different monomers. This decay process is called interat@mulombic decay (ICD)
[3—13] mechanism. The ICD is a very fast and efficient reli@axatmechanism occuring
in a weakly bound cluster initiated by an inner valence hwéCD mechanism [14—16]
efficient energy transfer takes place between neighborimgomers. This decay differs

from the Auger decay as the electron is not coming out froneieited or ionized atom
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but from its neighbor. It transpires typically on a femt@eed(fs) time scale. Without
the neighbor the excited or ionized monomer will decay byvgddoton emission.

Energetically, ICD is possible because the localizatiotwaf positive holes on two
different monomers diminishes the coulomb repulsion amd@tingly lower the double
ionization potential (DIP) value. The lowering of the DIFssprominent that it becomes
lower than the inner valence IP. So, the system gains energping from an inner
valence hole to a double ionized outer valence state. This¢stae ICD mechanism a
spontaneous decay process and it becomes faster than anyletday mechanism. The
intermolecular nature of the ICD mechanism is manifestethbyssociated decay width
which strongly depends on the internuclear distance betweemonomers and also on
the number of neighboring monomers.[17]

ICD can be viewed as a long-range correlation effect. Camesetty, electron cor-
relation and relaxation effect play a crucial role in thewaate description of all these
states. The equation-of-motion coupled-cluster (EOM-@G@}thod provides the uni-
form treatment of electron correlation and relaxationcffer the initial and final states.
The EOM-CC method includes dynamic and non-dynamic elaatoorelation very effi-
ciently in a size extensive manner. That makes the EOM-C@aoadds a suitable method
for the study of ICD mechanism.

The ionization of water clusters is of supreme interest ffetBnt areas spanning
biology, chemistry and astrophysics. Understanding ttaghs in electronic structure
that occur in these ionic clusters is important in fields agidie as cloud nucleation in
the earth’'s atmosphere, radiation biology and intersteltemistry. The ICD emits a
low energy electron from the molecular neighbor of the atliyi excited molecular ion.
Recently, it has been established that the low energy elecan efficiently breakup the
DNA-constituents.[11] So, the ICD process might act as acsaf an electron that can
cause radiation damage in biological system.

In this chapter we have devoted our work to study the ICD @m®de neon-water

clusters using the equation-of-motion coupled-clustaglsis and doubles (EOM-CCSD)
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augmented by a complex absorbing potential (CAP). This attthtermed as CAP/EOM-
CCSD.[18] Using this method we have calculated the lifetofan inner valence 2s hole
of the Ne atom inNeH>0, Ne(H,0),, Ne(H50); clusters. We have also applied this
method to study the lifetime of an inner-valence 2s hole effifatom in small hydrogen

bonded HF),, (HF); clusters.

4.2 THEORY

In this section, we briefly discuss the CAP/EOM-CCSD methtmdcbmputing the po-
sition and lifetime of the decaying states (resonance Stat€he resonance states are

recognized by complex eigenvalues within the formalismie§8rt[19] and Gamow,[20]
E, = Egr —il/2, (4.1)

whereEr represents the resonance position and the decay width/" is inversely
related to the lifetime of the resonance state via; //1".

Resonance states are electronically metastable statearamépresented by non-
square integrable (noh?) wave function. They can also be defined as discrete states
embedded in and coupled to the continuum. So, the calcolafioesonance states re-
quire a method which can treat the continuum as well as eleciorrelation simultane-
ously. Regarding the continuum, there are tiemethods which are very popular for
computing the resonance enerfjy and width/". One is the complex absorbing poten-
tial (CAP)[21-29] approach and other is the complex scatireghod.[30] The latter is
related to the complex basis function method. [31, 32] Hew,focus is on the com-
plex absorbing potential approach. CAP/EOM-CC approachbegn used recently to
calculate the position and width of a shape resonance. [@Bjt&d Fock space coupled-
cluster method based on both CAP and complex scaling havatsoused to calculate
the shape resonance energies and widths. [33]

In the CAP approach, a CAP potentiainV is added to the physical Hamiltonian
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to describe the electronic resonance state,
H(n) = H —inW, (4.2)

wheren is the CAP strength andd’ is a real soft box like potential. After addition of
CAP [34-37] the wave function becomes square integrable rékonance energy.
is obtained from the) -trajectories of the eigenvalues &f(n). The pronounced local

minimum of velocityv; as a function of

vi(n) = noE;/On. (4.3)

gives the resonance energy. The best approximation foEthe obtained from the

optimaln value. The optimak value is obtained by satisfying the condition

|Ui(Nopt)| = min. (4.4)

In IP-EOM-CCSD [38, 39]approach, the wave function for tlie ionized state can

be written as
|u) = RN (1) [4bo) (4.5)
where

|10) = €T|¢0> (4.6)

is the NV electron ground state wave function for the coupled-clU€E€) method. [40—

42] The RN~1(p) is the ionization operator and it can be defined as

RN (p) :Z wa; + 1/2227"” alaa; 4.7)

) is the NV electron closed-shell Hartree-Fock determinant and Terepr

sents the cluster operator

T = Z t'ata; +1/4 Z Z tfjb ala) a;a;. (4.8)

ab ij
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where i,j,...denote the occupied spin orbitals and arb.tlee unoccupied orbitals in
the reference determinalat,).
In the equation-of-motion coupled-cluster method,[43-t48 energies of the ground

state and excited states (@Y — 1) electron system are calculated by solving
Hy B ()| ¢o) = wu BY ™ (1) bo). (4.9)
In matrix form eq.4.9 can be written as
HyRY () = w, RN (). (4.10)

Where
Hy =e THye" — (¢ole " Hne" o) (4.11)

is the similarity transformed Hamiltonian of the couplddster (CC) theory and,
is the energy change connected with the ionization prode$8-EOM-CCSD approach,
Hy is constructed in dh and 2hlp space and diagonalized to obtain the ionization
energies. The Davidson algorithm [49, 50] is used to diatipméhe H y, matrix.

Once the CAP is added,i.e., in the CAP/EOM-CCSD method thesCAP is applied
with the CC method to generate the compley)) amplitudes. The wave function for

the CC method can be written as

o(n) = 7| ¢py). (4.12)

Then, the CAP is added with the one body particle-particke glthe H, matrix.

Now, the complexd y matrix can be defined as

Hy(n) = e~ T HN(n)eT("). (4.13)

Finally, the resulting compleX/, matrix is diagonalized for the differentvalues.
The complex eigenvalues are obtained by diagonalizatitmedf y matrix. We have

varied then values starting from 0 to 0.01 with an incrementl6f®. we have plotted
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the complex eigenvalues in the complex energy plane. Tiomegxe energy is identified

with the appearance of minimum velocity

vu(n) = now,,/on. (4.14)

for each resonance state.

4.3 RESULTSAND DISCUSSION

In this chapter, we have calculated the lifetime of e2s inner valence 2s hole in neon-
water clusters using the CAP/EOM-CCSD method describetiarpteceding section.
Our main objective of this chapter to study how the lifetimhéh@ Neon 2s state changes
in the presence of neighboring atoms or molecules. To sthdydependence of the
ICD lifetime on the environment we have chosen the three +veaer systemsVe H,0,
Ne(H20)9, Ne(H50)s. The ICD process in neon-water clusters can be seen as fllow
The Ne2s vacancy is localized on th€e atom. A Ne2p electron falls into theVe2s
vacancy and the released energy is used to eje€? ap electron from a neighboring
H>0O monomer. In our calculation, we have used the aug-cc-pVBSkset [51] for the
Ne atom. The aug-cc-pVDZ and cc-pVDZ basis sets [52] are usethé®) and H atom
respectively. We have computed and used the optimized gepotgained at CCSD(T)
level for NeH,O and Ne(H»0),. The cc-pVDZ basis set is used for the geometry
optimization. Because of its size, the calculation of thergetry of Ne( H,0)3 has been
done on the MP2 level. The results for the resonance enesgnd decay width” of the
neon 2s states in the clusters are collected in Table 4.luripalculation, we have used
GAMESS [53] software package to evaluate the two electréegnals. The required
matrix elements for the EOM-CCSD and CAP matrices have beerpated using our
own codes. The geometry optimization for all these molexhées been performed using
ACS-II [54]software package.

we have also calculated the lifetime of the F 2s inner-vaemale of F atom in
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the small hydrogen bond&dF clusters using the CAP/EOM-CCSD mehod. We have
studied the twdHF clusters(HF),, (HF);. In an isolatedHF molecule, the cationic
state which is produced by emitting an electron from the BAstitvalence level of F atom
can decay radiatively. The decay channel correspondinget@liectron emission is not
energetically allowed. However, the analogous catioratesin HF' clusters can decay
via electron emission. The decay process can be view asv&llthe F 2s vacancy is
localized on one of thélF' monomer. An electron from the 2p level of F atom of the
same monomer comes to fill up the F 2s vacancy and the excegy enesed to eject
an electron of F 2p level from the neighboriHf monomer. In our calculation, we have
used aug-cc-pVTZ basis set for both the F and H aton{$lin), cluster. However, in
case of HF)3, aug-cc-pVDZ basis set has been used for both the F and H attieisave
computed and used the optimized geometry at MP2 levéH®l),, (HF); clusters. The

geometry optimization has been performed using Gaussiaofd®are package.[55]

431 NeH,O SYSTEM

In this subsection, we discuss the lifetime of an inner wade?s resonance state of the
Ne atom inNeH,0O . The optimized geometry for th¥e H,O system is presented in
Fig 4.1. The bond distance between tkie andO atom is 2.914. For the CAP/EOM-
CCSD computation the CAP box side lengths are chosentp be2.0+dc, ¢, = éc and

¢, = 6.0 + dc, all in a.u. The computed optimal value of theis 4.0 a.u. The complex
resonance energy for thée H,O system isk, = 1.755 — i(1.4 x 107%) a.u. The decay
width [ for the Ne H,O system is 7.6 meV, which corresponds to a lifetime of 86 fs.
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Figure 4.1:NeH,0O system, optimized at CCSD(T)/cc-pVDZ level

432 Ne(H»0), SYSTEM

The optimized geometry for th&e( H,0), system is presented in Fig 4.2. The bond
distance between the Ne and O atom is 2293n the CAP/EOM-CCSD computation,
the CAP box side lengths chosen for tNe(H,0), system were,, = 2.0 + dc, ¢, = dc
andc, = 8.0+ dc, all in a.u. The optimal value @k is 4.0 a.u. The calculated resonance
energy for theVe(H,0), system isF, = 1.753 —i(4.6 x 10~%) a.u. The decay widti’

for the Ne( H,0) is 25.0 meV corresponding to a lifetime of 26 fs. It is seen Huling

a second neighbor by going frovie H,O to Ne(H,0) the lifetime decreases by about

factor 3.
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Figure 4.2:Ne(H,0), system, optimized at CCSD(T)/cc-pVDZ level

Table 4.1: Calculated resonance energi€g)(and decay widthsI() for the 2s inner
valence hole ofVe atom in neon-water clusters

system FEr(a.u.) I'(au) I'(meV) lifetime(fs)

NeH,0 1755 28x10* 7.6 86
Ne(H,0); 1753 92x107% 250 26
Ne(H,0); 1752 152x10~% 413 16

433 Ne(H,0); SYSTEM

The optimized geometry for th¥e(H,0); system is presented in Fig 4.3. For this larger
system, the geometry is optimized at the MP2 level in cc-p\bB&is set. The bond
distance between the Ne and O atom is 342 For the CAP/EOM-CCSD computations
the CAP box side lengths are chosen tepe- 6.0+ dc, ¢, = 2.0+ dcandc, = 8.0+ dc,

all in a.u. The optimal value afc is 3.0 a.u. To be consistent with the other calculations
we have used same basis set for the calculation of the ligediVe(H,0O); as for other
clusters. The result for th¥e( H,0); system is presented in Table 4.1. We have obtained
the complex resonance enerfly = 1.752 — (7.6 x 10~*) a.u. The decay widtl#’ for

the Ne(H20); is 41.3 meV, and the lifetime has dropped to 16 fs. We stressathwe

go from NeH,O with a single neighbor t&Ve( H,O)3 with three neighbors, the lifetime
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Figure 4.3:Ne(H,0); system, optimized at MP2/cc-pVTZ level

is reduced by factor as large as 5.

434 (HF), system

In this subsection, we have discussed about the lifetimesah2er-valence hole of F
atom in(HF), cluster. Since, the twHF monomer subunits ifHF ), are not equivalent,
two energetically different inner-valence states are etqukin the independent-particle
model. Thus, the two resonance states 'main line’ arise ffos ionization of(HF ),
system. The optimized geometry for thiéF), is presented in Fig 4.4. The hydrogen
bond distance ifHF ), system is 1.814. In the CAP/EOM-CCSD calculations, the CAP
box side lengths are chosen toge= 2.5 + ic, ¢, = 0.5 + dc andc, = dc, wherec,,

¢y, c, are the distances from the center of the coordinate systengahe x,y,z axis,
respectively, all in a.u. The optimal value &fiis 4.5 a.u. The results for the resonance
energiesEr and decay widthd” of the F 2s inner-valence state (HF), cluster are
collected in Table 4.2. We compare our results with CAP/GUls available in literature.

The resonance enerdyy for the o orbital localized at the hydrogen donating F atom is
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Table 4.2: Calculated resonance energi€g)(and decay widthsI() for the 2s inner
valence hole o' atom in(HF), using aug-cc-pVTZ basis set

Method Er(eV) I'(meV) lifetime(fs)
CAP/EOM-CCSD  39.1 20.7 31
40.8 33.0 20
CAP/CI 38.6 18.0 37
40.5 30.0 22

@ See reference 27.

39.1 eV with the decay width of 20.7 meV. The CAP/CI methockgivesonance energy
Er = 38.6 eV and width/” = 0.41 eV. For the2o orbital associated with the hydrogen
accepting F atom the resonance position is at 40.8 eV withhmotl33.0 meV. For the
same state CAP/CI [27] gives position at 40.5 eV with widtl30f0 meV. It can be seen
that the lifetime associated with the inner-valence holbyalrogen accepting F atom
is less compared to the F atom at the hydrogen donating endreQuits are in good

agreement with the CAP/CI results.[27]
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0.9219 A

Figure 4.4:(HF), system, optimized at MP2/cc-pVTZ level

435 (HF); system

The(HF); cluster has a cyclic structure wigy, symmetry. The optimized geometry for
the (HF); system is presented in Fig 4.5. The hydrogen bond distandéhn; cluster

is 1.72A. In this subsection, we have discussed about the lifetin@sdhner-valence
hole of F atom in(HEF); cluster. Three inner-valence resonane states appear frésn F
ionization of (HF)3; system. In the CAP/EOM-CCSD calculations, the CAP box side
lengths chosen for th@lF); system were:, = 14.0 + dc, ¢, = 2.8 + dc andc, =
21.0+4 ¢, all in a.u. The optimal value @k is 2.0 a.u. The computed resonance energies
Er and decay widhg" of the F 2s inner-valence states(iHF); cluster are collected

in Table 4.3. The lifetime obtained for th&lF); is the order of 140-180 meV, which
corresponding to the lifetime of 3.6-4.6 fs. Our resultsvglexcellent agreement with
the previous theoretical results. Cederbaum and co-wetkave predicted the lifetime
of the F 2s inner valence state(HF'); cluster is about 0.1-0.15 eV, which corresponding

to the lifetime of 4.5-6.5 fs.
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Table 4.3: Calculated resonance energi€g)(and decay widthsI() for the 2s inner
valence hole o' atom in(HF)3 using aug-cc-pVDZ basis set

Er(eV) I'(meV) lifetime(fs)

40.5 140 4.60
40.7 160 4.06
41.6 180 3.60

H-Bond(1.7245 A)

Figure 4.5:(HF);3 system, optimized at MP2/cc-pVTZ level

4.4 CONCLUSION

In this chapter, we have implemented the equation-of-motioupled-cluster (EOM-
CC) method along with complex absorbing potential (CAP)rapph to study the ICD
in weakly bound neon-water clusters. One can view thes¢ecthiasNe microsolvated
in water.[56] Specifically, we have applied this method tadgtthe lifetime of an inner
valence 2s hole ofVe atom in NeH,0O, Ne(H>0),, Ne(H20); clusters. We expect
to have different O-H bond lengths for inner valence ionispdcies compared to the
neutral cluster. However, our study is for the vertical zation and not for the adiabatic
calculation. The computed lifetime for thée H,O system is 86 fs. The lifetime obtained
for the Ne(H,0), system is 26 fs and drops further to 16 fs if an additional inledy is
added to obtaiVe( H,0)3. As a characteristic feature of ICD,[17] the lifetimes dige
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strongly with an increasing number of neighbors. The redspthe over proportional
change of lifetime is the changes of electronic structur@@gjo fromNeH,0O system

to Ne(H,0)3 system. Another possible reason is with increasing the euarmbwater
molecules the basis set becomes large. This provides ther tatment of electron
correlation for the large neon-water cluster. Since thellwbstances between the Ne and
O atoms in different neon-water clusters are large enougtealéhat energy transfer in
ICD process is governed by virtual photon exchange [57]wagh It is illuminating to
compare these lifetimes to the respective lifetime of 2&hisolatedVe. The isolated
Ne can only decay by photon emission and its lifetime is .2 183 j[&., due to presence of

3 neighbors, the ionizee atom decays by0°® order of magnitude faster than without
neighbors. We have also applied the CAP/EOM-CCSD appraachtudy the ICD in
small hydrogen bondeHF cluster. Specifically, we have applied this method to study
the lifetime of an inner-valence 2s hole of F atom(HhF),, (HF); clusters. In(HF),
cluster, the estimated lifetime to be the order of 20.7-38&), which corresponding
to the lifetime of 31-20 fs. The lifetime decreases stronghen we go from HF), to
(HF)3. The computed lifetime for théHF); cluster drops to be the order of 140-180
meV, which corresponding to the lifetime of 3.6-4.6 fs. Weess that as we go from
(HF), with one neighbor t¢HF'); with two neighbors, the lifetime reduced by factor as
large as 6. The reason behind the changes of lifetime is thdauof decay channels
increase as we go frofiF), to (HF);. Another possible reason is the hydrogen bond
distance shrink by about 0.18 when we go from(HF), to (HF);. This makes the
ICD mechanism more faster for tHHF'); system. This documents nicely the enormous

impact of ICD.
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Chapter 5

Equation-of-motion coupled cluster method for

the core hole and double core hole Auger decay

In this chapter, we have explored about the Auger decay. dtent development
of Linac coherent light source high intense x-ray laser nsakpossible to create double
core ionization in the molecule. The generation of doubke ¢wle state and its decay
is identified by Auger spectroscopy. The decay of this dadskehole (DCH) states can
be used as a powerful spectroscopic tool in chemical aralyrithis present work, we
have implemented a promising approach, known as CAP/EOMrEthod, for the first
time to calculate the decay rate of core hole (k) and doubte bole (kk) state. We have
applied this method to calculate the lifetime of auto-iedizore hole and double core
hole excited states in various systems. The calculateidimiées found to be very short
for the double core hole (kk) state and the decay rate is fast@pare to the single core

hole (k) Auger decay.

111



The recent development of short pulse, intense, x-ray fesgren laser (XEFL) [1, 2]
allow to create multiple vacancies in the core level of moles through the sequential
absorption of multiple photon. However, at the same timgpidssible to generate multi-
ple vacancies in the core level using synchroton radia®#) (In contrast to the XEFL,
SR creates vacancies through the single photon absorpiioa creation of double va-
cancies in the core level produce a high lying excited catistate which lie above the
double ionization threshold as a result it can relax via Autgeay. In Auger decay,[3, 4]
an electron from the outer valence level fills the vacanci@core level and the released
energy is transferred to another outer valence electroolwhithen emitted from the sys-
tem. The emitted secondary electron (Auger electron) aamtzery low energy, in the
order of few electron volts. The presence of different atosites in the molecule open
up two different possibilities for the double core hole (DCstates,[5, 6] one is with
two core hole states placed on one single atom and anothlertwuit core hole states
placed on two different atoms. The decay of double core hate ®f molecule through
Auger decay can be rationalized as follows: In the first Auggsition, DCH (KK) state
decay to the core valence valence (KLL) state with the emissf one Auger electron
and then the (KLL) state again decay to the quadrupole valeatence (LLLL) state
in the second Auger transition with the emission of anothegeék electron. The other
possibilities are direct Auger decay or double Auger dedaythe direct Auger decay,
two outer valence electrons simultaneously fill the corell@acancy with the emission
of an Auger electron. In double Auger decay, an outer valetagron fills the core hole
vacancy with the emission of two Auger electrons.

The Auger decay for the core hole state of molecule has bewmlest quite elab-
orately in both theoretically and experimentally. Howeubeoretical works on DCH
Auger decay are limited. Inhester et al. [7] have studieddéheay rate of DCH Auger

decay of first row hydrides using the configuration inte@ctCl) method. Averbukh
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and co-workers [8] have calculated the lifetime of DCH Audecay using the Fano-
ADC approach. Very recently, Ehara and co-workers [9] haudisd the DCH state
of molecules. In their work, complete active space selfsgstent field (CASSCF) and
configuration interaction (CASCI) have been employed towdate the energies of DCH
state. Wentzel's formulla has been used to calculate theeAugensity. The Auger
decay of DCH state has also been confirmed experimentally. [1

Auger decay plays a significant role in the detection of cleairenvironment. The
energy required to removal of an electron from the core ldepkends specifically on the
atomic species. Thus, the chemical environment is idedtifiethe Auger spectroscopy
through the shifts of line or position. This is the way for ttleemical analysis using
electronic spectroscopy. The energy shift or positiontshifnore pronounced in case
of double core hole Auger decay and it is expected to be a mawenbul spectroscopic
tool compare to the traditional single core hole Auger sscbpy for the analysis of
local chemical environment. [11, 12] The improvement ofrggeshift or position shift
may helpful for the future spectroscopic studies of elegtratructure in a better way.
Further, in biological medium the neutralization of exditens occurs through Auger
decay plays an important role in cellular DNA damage. [13,Tl#erefore, the accurate
description of Auger decay might be helpful in the developtred new radiooncology
scheme. It is well known that both electron correlation agldxation effects play an
important role in the description of core hole and doubledwle states. The EOM-CC
method [15] includes both electron correlation [16] (dymaas well as hon-dynamic)
and relaxation effect effectively and also fulfill the sizeensivity criteria in the ground
state. It also gives direct intensive energy differenceeréfore, the EOMCC approach
is very promising to describe the Auger decay for core hotedouble core hole states.

The starting point for the EOM-CC method [15] is a coupledstdu (CC) ground
state wave function. In CC method, the ground state wavetimcan be defined as
|Y0) = e”[o) ,

where|¢,) is the N-electron close shell reference determinant .éhg. restricted
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Hartree-Fock determinant (RHF) afidis the cluster operator. In the coupled cluster

singles and doubles (CCSD) approximati@mpperator can be defined as follows

T = Zta a;+1/4> Y tatalaa; + ..., (5.1)

ab ij

where the standard convention for the indices is usedjngices a,b,..., refer to the
virtual spin orbitals and indices i,j,.., refer to the ocmgspin orbitals.
Within the EOM-CCSD formalism, [17-19] the wave functiom fbe ionized, double

ionized stated),,), can be expressed as

¥} = R(1)|¢bo), (5.2)

whereR(u) is ionization, double ionization, etc, operator

R(u) = ro(p) + Ry(p) + Ro(p) + Ra(pt) + coveeveeinenen (5.3)

The R(u) can be defined via creation -annihilation operator dependmthe con-

sidered process as follows

R(u)'” = Z wa; + 1/2227"” W)aTaja; + oo, (5.4)

p) P 1/227’1] alaj—i—l/GZZ'r’wk )at ara;a; 4+ oo (5.5)

a ijk
The R, (1) operator does not contribute to the expansio®gf )’ operator. The
ro operator is zero for IP, DIP, etc.

The Schrodinger equation for IP, DIP states can be explesse

HyR(p)lbo) = AE, R(u)libo) (5.6)

whereHy is the normal ordered Hamiltonian and it can be expressed as
Hy = H — (¢o|H|po) (5.7)
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The final form of EOM-CC equation is

HyR(p)|éo) = w,R(1)| o) (5.8)

wherew, is the energy change connected with the considered progéssH y is
the similarity transformed Hamiltonian, in terms of conteetdiagrams and it can be
defined as
Hy = e THe' — (gole™" He' | ) (5.9)

In a matrix form eq 6.10 is

HyR(j) = w,R() (5.10)

The Hy matrix is diagonalized in the sub space of 1h and 2hlp spagettthe
required ionization potential (IP) values.

The double ionization potential (DIP) values are obtairnte@ugh non-symmetric
diagonalization ofif y matrix in the subspace of 2h and 3h1p space.

In this work, we take the CCSD model for both the GS as well gsdi® ( solveR,
and R, equation). However, in case of DIP-EOMCC, GS we take the C@&®Del (n°)
and DIP part is as in the full CCSDT one ( so we soRseand R3 equations).

In the CAP/ EOMCC method,[20, 21] the CAP termy(W) [22—24] should be added
to the coupled cluster (CC) method whereepresents the CAP strength and W is a real
soft box like potential. After addition of CAP to the CC methohe ground state wave
function|t,) for the CC method can be defined|ds (1)) = 7™ |¢,).

Then, the CAP term is added to the one body particle-partjt|g part of Hy. The
other terms of theé7,y matrix are altered via the appearance of the compley. Thus,
the new form of thedy, matrix is

Hy(n) =e T Hy(n)e™™ — (¢ole™" " Hy (n)e” ™|y (5.11)

Hy(n) Ry (1) = wp(n) Ry (1) (5.12)



Finally, the resulting compleX v (r) matrix is diagonalized for the differentvalues.

The resonance energies are obtained using the followingtiequ

Eres(n) = wu(n) + Ecc(n) — Ecc(n = 0) (5.13)
In this chapter, we approximai&n) as7'(n = 0). The CAP is added directly to the
one body particle-particlef(,) part of Hy. Thus, the new form of thély matrix is

Hy(n) = e "= Hy (n)e" =" — (gole " Hye" | o) (5.14)

Hy (n) Ry (1) = w,(n) Ry (1) (5.15)

Finally, the resulting compleX v (r) matrix is diagonalized in 1h and 2h1p space for
the calculation of core hole Auger decay. The double core Aager decay is calculated
diagonalizing the complek v () matrix in 2h and 3h1p space. The resonance states can
be identified from the trajectories that shows stabilization cusps. The justificaof
our approximation is discussed elaborately in ref 25.[25]

The Auger decay rate for the single core hole state (K) sfat&pH,O, HF systems
are calculated using our CAP/ EOMCC method. All the caladatalues are compared
with the available theoretical and experimental valuegéndture. The SCF calculations
are done with the help of GAMESS-US software package.[2&héncalculation oiNe,
H,O, HF molecules aug-cc-pVQZ basis set [27] is chosen for the NendFaatoms.
The cc-pVTZ basis set is chosen for the H atom. The cartesiardmate used for the
H,O, HF molecules are compiled in Table 5.1 and Table 5.2. The deatay(i) for the
Auger decay of core hole states have been calculated inusa@éP box sizes for all the
systems. The results are presented in Table 5.3. The résuttsee decay rate of single
core hole state is compared with the various theoreticalegmhes such as configuration
interaction (CI),[7] Fano-ADC approach, [8] etc. Our residhow excellent agreement

with the various theoretical methods as well as experimheesalts. The decay rate for

116



Table 5.1: Cartesian coordinate usedfO molecule inA

atom X Y Z
O 0.0000 0.0000 0.0000
H 0.0000 0.0000 0.9584
H 0.9280 0.0000 -0.2391

Table 5.2: Cartesian coordinate usedHd molecule inA

atom X Y Z
F 0.0000 0.0000 0.4584
H 0.0000 0.0000 -0.4584

the double core hole (KK) states are calculatedNénHF systems. The calculated decay
rate for the double core hole (KK) states in various CAP bagsare presented in Table
5.4. The lifetime for the double core hole state(kk) is alsmpare with the available
theoretical methods. From Table 5.4 we can see decay forahelel core hole (DCH)
state is much faster compare to the single core hole state.pdssible reason behind
the enhanced rate of DCH is that it deforms the valence eleatensity more heavily

compare to the single core hole state.
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Table 5.3: Calculated decay widtHs)for the single core (k) ionized statesifi— a.u

Theory Experiment
CAP-EOMCC Other methods
CAP Box
Ne 11.8 2.60/2.60/2.60 8.810.3°
9.7 2.70/2.70/2.70
8.2 2.80/2.80/2.80
HF 7.9 3.00/3.00/3.87 738.3
6.2 3.20/3.20/4.06
4.2 3.50/3.50/4.37
H,O 7.6 4.75/3.00/4.81 566.8%, 5.4¢ 5.8+ 0.2/
6.5 4.95/3.20/5.01
5.4 5.25/3.50/5.31

o see ref 28% see ref 29¢ see ref 72 see ref 30 see ref 8/ see ref 31.
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Table 5.4: Calculated decay widtHs)for the double ionized states i~ a.u

Theory
States CAP-EOMCC Other methods
CAP Box
Ne?+ 157218 24.0 2.6/2.6/2.6 25.8 26.0/, 29.5°
157125718 19.3
1s~t2p~ttp 18.5
157218 20.4 2.712.7/12.7
1571257118 15.8
1s~12p~11p 15.3
157218 17.4 2.8/2.8/2.8
157125718 13.1
1s~t2p~ttp 12.6
HF?* lo~2 17.4 3.00/3.00/3.87 218
lo~ 12071 13.5
1o~ 13071 134
lo~tr! 12.1
lo~2 15.0 3.20/3.20/4.06
lo~ 12071 10.0
lo~ 13071 10.1
lo~'1n! 9.2

o gee ref 70 see ref 28¢ see ref 29.

In summary, we have successfully implemented the CAP/EOM&&thod for the
first time to calculate the Auger decay of core hole and double hole states of
molecules. We have shown the decay rate of DCH states &¢o 3 times faster com-
pare to the single core hole Auger decay. Our results shoellext agreement with the
available literature values. This is the first time Augeraletor the multiple ionized
states has been studied using such a highly correlated thigtedCAP-EOMCC. To ap-
ply our approach for the large biomolecules will be the dimecof our future work. We
hope our approach will help to develop efficient descriptmi models how radiation

damage occurs after multiple core ionization in large syste
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Chapter 6

The potential curvefor thelifetime of
| nter atomic coulombic decay(I CD) mechanism
using equation-of-moton coupled cluster

(EOMCC) method

In this chapter, we have applied the CAP/EOMCCSD methodrgpate how the inter-
atomic or intermolecular coulombic decay (ICD) rate of ntalke changes with changing
the internuclear distance of the molecule. The calculatiblfCD decay rate in different
internuclear distances is a step towards understandinglt@amics in challenging sys-
tems involving inner valence excited states. In this chagite summary of the thesis is

presented. We have also discuss the future perspectivisifietal.
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6.1 Introduction

The Interatomic coulombic decay (ICD) is a highly efficieataxation pathway of
electronically excited atoms or molecules in environmdite ICD has been predicted
theoretically by Cederbaum et al. [1] in 1997. The electaly excited states which
can relax via ICD mechanism can be generated in various wgy$oiowing the Auger
decay [2] of core excited state or through creating a vacanthye inner valence state or
outer valence state. The important characteristic of IGEB[$s its fast decay. Generally,
it occurs in femto-second time scale. The ICD is a complezelyironmental phenom-
ena. The efficient energy exchange with the neighboring stmmmolecules plays the
key role in this decay process. Thus, the ICD decay [7—12]sabngly depends on the
number of environmental species as well as internucleaarmies between them. En-
ergetically, ICD is possible when the binding energy of tkeited state lies above the
double ionization threshold of the corresponding cluster.

Electronically excited states of atoms or molecules camr@®x in various radiative
decay mechanism, such as photon emission, radiative ctrargder (RCT), etc. How-
ever, these are slow processes. Generally, they occur i+$egond (ns) time scale.
Another non-radiative decay mechanism is operative foctte excited states of atoms
or molecules is called Auger decay. In Auger decay, a corel eacancy of a partic-
ular atom or molecule is replaced by two outer valence vacafhthe same atom or
molecule. Auger decay is also a very fast decay process.citreén femto-second or
even atto-second time domain. The electronically excitates preferably undergoes
ICD mechanism when the intramolecular auto-ionizatioroisamergetically favorable.

Historically, ICD has been studied in various weakly bouystems, such as hydro-
gen bonded clusters,[13] van der Waals clusters,[4] ete e}kistence of ICD has also
been proved in most weakly boutf®, cluster in nature.[14] Recently, Cederbaum and

co-workers [15] have shown that the site and energy of the é@btron can efficiently
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controlled by spectator resonance Auger decay. It has @&sa proved that complex
absorbing potential approach is highly efficient to caltathe lifetime of inner valence
excited states. Santra et al.[16, 17] have applied the CA&i@roach to calculate the
lifetime of ICD decay mode. The CAP/ADC method [18] has alser developed to
measure the ICD decay rate. Recently, a highly efficient E&MMCC method [19] has
been developed by Vaval and co-workers and it has been dpgliecessfully to cal-
culate the lifetime of 2s inner valence excited state®efatom inNe(H,0), (n=1,3)
clusters. Very recently, the ICD mechanism has been obdexxperimentally for the
NeNe [20, 21] and(H50), systems.[22, 23]

Recently, it has been proved that the low energy electrotiseadrder of 2-3 electron
volts (eV) are highly efficient to break the single DNA stand #he electrons of the order
of 5-6 eV are extremely useful to break the double DNA st&#].p5] One of the most
amazing feature of ICD is it automatically produces low ggezrlectrons of the order of
4-5 eV. Thus, the ICD might be act as an important source oElogrgy electrons which
can cause severe damage to the single and double DNA staedefdie, the accurate
description of ICD mechanism is highly important to contbhi$ decay mode to a useful
radiotherapy scheme.

The ICD process mainly depends on the initial ionized excgiate and the double
ionized final state. Therefore, to describe the ICD procé#ssterely, the accurate de-
scription of both the ionized states are extremely impartdthe accurate measurement
of initial ionized excited state is possible using the EOM@€thod. One of the most
amazing feature of EOMCC method is the capability of inahgdelectron correlation
and relaxation effects in an effective manner. The electmmelation and relaxation
effects play the substantial role in the accurate desongpif ionized excited state . An-
other advantage is that it gives direct intensive enerdgmihce. Therefore, the EOMCC
approach is very promising to calculate the lifetime of IG@gqess in an accurate man-
ner.

In this chapter, we have applied the well known CAP/EOMCC$®Ppraach for the
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first time to study the potential curve for the lifetime of 2aer valence excited state of
Ne atom inNeNe, NeMg, NeAr systems. The results have been compared with the other

theoretical results available in literature.

6.2 Theory

In this section, we briefly discuss about the CAP/EOMCCSDhwoet The CAP ap-
proach [26—30] is known to be a very powerful approach todesthe resonance states
effectively. The main idea of CAP approach is to absorb thgaung electron without
disturbing the target system. In this way, the wave functibthe outgoing electron be-
comes square integrable. In the CAP approach, the modifiedltdaian can be defined

as

H(y) = H — inW, (6.2)

wheren represents the CAP strength and W is the real soft box likerpial. The addi-
tion of CAP makes the Hamiltonian operator non-Hermitiahe Tesonance energies are
obtained through solving the complex eigenvalue problemesponding to the matrix
representation off (n).

The resonance energy is obtained when
[ndE/on| (6.2)

becomes minimum.

According to Siegert and Gamow, the resonance energy caxpbessed as
E, = FEgr—il/2, (6.3)

whereE'; represents the resonance position and the decay widthI" is inversely

related to the lifetime of the resonance state via; //1".
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The starting point for the EOMCC method is a coupled cluse)(ground state

wave function. In CC method, the ground state wave functaonlze defined as

|10) = €T|¢0>> (6.4)

where ¢, is the N-electron close shell reference determinant .¢hg. restricted
Hartree-Fock determinant (RHF) afdis the cluster operator. In the coupled cluster

singles and doubles (CCSD) approximatidngperator can be defined as follows

T = Zt a al+1/4zzt;1jb Yafaa;+ ... .. (6.5)

ab ij
where the standard convention for the indices is usedjndices a,b,..., refer to the

virtual spin orbitals and indices i,j,.., refer to the ocmgspin orbitals.
In the EOMCCSD approach, [31-33] the wave function forttk ionized states,

can be expressed as

|[¥u) = R(1)|¢bo), (6.6)

whereR(u) is the ionization operator.

The R(u) operator can be defined via creation -annihilation opegdollows

R(p)'™" = Z pa; + 1/QZZTU W)aTaja; + oo, (6.7)

The Schrodinger equation for the ionized states can beeegpd as

HyR(u)|o) = AE,R(1) |vho) (6.8)
whereHy is the normal ordered Hamiltonian and it can be written as
Hy = H — {(¢o|H|0) (6.9)
The final form of EOMCC equation is

HyR(p)| o) = w, R(11)|do) (6.10)
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wherew, is the energy change connected with the ionization prodessH y is the
similarity transformed Hamiltonian, in terms of connectigggrams and it can be defined
as

Hy =e THe" — (¢ole™T He™| o) (6.11)

In a matrix form eq 6.10 is

HyR(j) = w,R() (6.12)

The Hy matrix is diagonalized in the sub space of 1h and 2hlp spagettthe
required ionization potential (IP) values.

In the CAP/ EOMCC method, the CAP term should be added to tbpled cluster
(CC) method. After addition of CAP to the CC method, the gbatate wave function

|4g) for the CC method can be written as

[Wo(n)) = " ™|¢) (6.13)

TheT'(n) amplitudes become complex. These comglgy) amplitudes have been
used latter to construct thiéy () matrix.

Then, the CAP term is added to the one body particle-partj¢|@ part of Hy. The
other terms of theéZ,y matrix are altered via the appearance of the compley. Thus,

the new form of the y matrix is

Hy(n) = e " Hy(n)e™™ — (gole ™ Hy (n)e™ ™| ¢p) (6.14)

Hy(n) Ry (1) = wyu(n) Ry (1) (6.15)

Finally, the resulting compleX v (r) matrix is diagonalized for the differentvalues.
However to obtain the resonance energies we need to useilefequation since the

ground state energies are suppose to be CAP free.

Eres(n) = wu(n) + Ecc(n) — Ecc(n = 0) (6.16)
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In this chapter, we have made an approximafign) ~ 7'(n = 0). Thus, the CAP
is not added at the CC level. The CAP is added directly to tleebmuy particle-particle

(f,p) part of Hy. Therefore, the new form of thE y matrix is

Hy(n) = e "= Hy (n)e" =" — (¢ole " Hye" | o) (6.17)

Finally, the resulting compleX/y (n) matrix is diagonalized for the differemtval-
ues to get the resonance energies. The resonance states wantified from they
trajectories that shows stabilization cusps.

The artificial nature of the CAP potential and its applicatanly to the particle-
particle part justify our approximation. The CAP has vergsleffect on the ground
state energy.The main advantage of this approximatioraisitheduces the trajectory
generation time. In this approach CC calculation needs toipe only once. Since, the
ground state ig independent, resonance energy we get as the direct difler@mergy

obtained as eigenvalues Hfy (n) for differentr values

Hy(n)Ry(1) = wpu(n) Ry (p)- (6.18)

6.3 Computational details

The aug-cc-pCVTZ basis [34] set has been used to calculatdetime of ICD process

in NeNe, NeMg, NeAr systems. The first step in the CAP/EOMCCSD computations is
an SCF calculation for the neutrfleNe, NeMg, NeAr systems. The SCF calculation
has been performed by using the GAMESS-US suite of progrdB. The required
matrix elements of the EOMCCSD and CAP matrices have beempot@d using our
own codes. For diagonalization purpose, we have implerdeh&non hermitian version

of Davidson algorithm in our EOMCC code.
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The potentialV is the soft-box potential and it can be defined as

3

W(z;c) = Z Wi(wi; ¢i), (6.19)
i=1
where
07 Ti|XCi,y

Here,c¢;,7 = 1,3 are the real, non-negative parameters which define the $ize o
rectangular box. The target molecule is placed in the ceosftéhe box. The matrix

elements ofV (z; ¢) are calculated within a Gaussian basis set.

6.4 Resultsand discussion

In this chapter, we have implemented the CAP/EOMCCSD metihetiidy the potential
curves for the lifetime of 2s inner valence excited statéNefatom in NeNe, NeMg,
NeAr systems. The lifetime has been studied in various inteeaudistances. In the
CAP/EOMCCSD calculations, the all the molecules are plagedcartesian coordinate
system at0.0, 0.0, =R /2a.u.), whereR is the bond distance between the two atoms. In
the CAP/EOMCC computations, the CAP box side lengths arseahto be:, = ¢, = dc
andc, = dc + R/2, wherec,,c,,c, are the distances from the center of the coordinate
system along the,y, andz axis, respectively, andt is a non-negative number, all in a.u.
The dc value we have chosen for théNe is 3.0 a.u and for th&eMg system value is
5.0 a.u. Théc value for theNeAr system is 4.0 a.u.

The ICD decay process ¥eNe can be explained as follows : the Ne 2s vacancy is lo-
calized on one of the Ne atom. An electron from the 2p levelhefdame Ne atom comes
to fill up the Ne 2s vacancy and the excess energy is used tbagjeddectron of Ne 2p
level from the neighboring Ne atom. Therefore, the finalestdiCD process ilNeNe is
characterized bye ™t (2p~!)Ne™(2p!) state. The ICD channel is openieNe system
because the energy Nt + (257! )Ne state lies above the energy &t (2p~ ) Net (2p™!)
state. At equilibrium bond length of neutfsitNe molecule, the energy afe™ (2s~!)Ne
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Table 6.1: Calculated decay widthE)(for the 23" inner valence hole oiVe atom in
NeNe

Bond distanceX) I (meV) lifetime(fs)

2.8 9.52 69
29 8.27 79
3.0 7.21 91
3.1 6.72 98
3.2 6.53 100
3.3 6.35 103
3.4 6.20 106

state is 48.38 electron volts(eV). Here, we have calcultdtedifetime of?Y; inner va-
lence excited state of neon dimer in various inter nuclestadces. Starting from 28
we have symmetrically stretch the Ne-Ne bond distance up5t§.31'he lifetimes for the
Y inner valence excited state in various internuclear digtarare presented in Table
6.1. Starting from the Ne-Ne bond distance & ge lifetime increases rapidly when we
stretch the Ne-Ne bond distance. Another important aspebeiICD decay channel is
open for theéS ! inner valence excited state at bond distan2e70A. When the Ne-Ne
bond distance i$ 2.70A the ICD decay channel for thi&" state is energetically for-
bidden. The schematic representation of lifetimes foPttie inner valence excited state
of neon dimer in various internuclear distances are presgantFig 6.1.

The lifetime for the’SS;" state is compared with the other theoretical approachéis ava
able in literature. The computed lifetime for the;" state at equilibrium bond distance
(3.2,&) is 100 femto-second (fs). The calculated lifetime usimg CAP/ADC method is
92 fs.[18] The d-aug-cc-pV5Z basis set has been used in ti/AIBC calculation. The
CAP/CI method gives lifetime for the state is 64 fs. The basis set used in the CAP/CI
calculation [17] is d-aug-cc-pVDZ augmented by three diéfs, p, and d functions each.
In arecent experiment it has been found that the 2s innenealexcited state of Ne atom
in neon dimer can have lifetime in the order of (#560) fs.[21] Therefore, the result

obtained in CAP/EOMCCSD method show excellent agreemetht the experimental
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result.

The 2s inner valence excited stateé\afatom inNeMg can relax through ICD mech-
anism to aNe™ (2p~1)Mg™(3s71) final state. In this process, one 2p electron fills up the
2s vacancy of Ne atom and released energy ejected anothert&svalence electron
from the Mg atom. At equilibrium bond length (44) the energy of theNe™ (2s~)Mg
state is 48.3 eV. The energy of the™ (2p~!)Mg™ (3s7!) state is 32.29 eV. The energy
of Ne™(2p~')Mg*(3s™!) state is 16 eV lower in comparison withe* (257! )Mg state.
Therefore, the ICD decay channel is energetically opertfeNe ™ (2s~!) Mg state. The
Ne™(2s71)Mg state can also relax to a final stateMg>* (3s~2) through Electron trans-
fer mediated decay mechanism(ETMD). The energy ofXhklg?* (3s72) state is 22.5
eV. The two decay channel is open for te" (2s~1)Mg state due to very low energy of
3s orbital of Mg atom. However, the only decay channel is dpemNeNe is ICD. The
calculation of lifetime separately for ICD and ETMD processiot possible using the
CAP/EOMCCSD method. Here, We have calculated the totdlirife of Ne™ (2s71)Mg
state in various internuclear distances. Starting fromMdebond distance 4.8, the
lifetime of Ne*t(2s~1)Mg state is calculated up to the bond distance/.The calcu-
lated lifetime for various internuclear distances are @nésd in Table 6.2. Starting from
equilibrium bond distance, the lifetime &fe*(2s71)Mg state increases strongly with
increasing the Ne-Mg bond distance. The schematic repiasam of lifetimes for the
2s inner valence excited state of NeMg in various interraraliistances are presented in
Fig 6.2.

We have also calculated the lifetime of 2s inner valencetedatate ofNe atom in
NeAr cluster in various internuclear distances between Ne arat@mn. The calculated
lifetime in various internuclear distances are presemtdéble 6.3. The schematic repre-
sentation of lifetimes for the 2s inner valence excitedest@itNeAr in various internuclear
distances are presented in Fig 6.3. The two decay channgéisfor theNe ™ (2s71)Ar
state. It can decay to the fintdk™ (2p~!)Ar*(3p~!) state through ICD process. The ICD
decay channel is open becalée" (2p~!)Art(3p~!) state (at equilibrium bond length
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Table 6.2: Calculated decay widthg)(for the 2s inner valence hole dfe atom in
NeMg

Bond distanceX) 1" (meV) lifetime(fs)

4.0 30.24 22
4.2 24.25 27
4.4 17.25 38
4.6 9.87 66
4.8 3.83 171

Table 6.3: Calculated decay widthS)(for the 2s inner valence hole dfe atom inNeAr

Bond distanceX) I (meV) lifetime(fs)

2.8 124.15 5
3.0 114.12 6
3.2 84.90 8
3.4 47.63 14
3.5 37.40 17
3.6 33.89 19
3.8 26.22 25

3.5A) has energy 5 eV lower compare to tNe™ (25~ )Ar state. Furthe@Ne™(2s™)Ar
state can relax t&NeAr?*(3p~2) state via ETMD pathway. Here, we have calculated
the total lifetime ofNet(2s7!)Ar state using the CAP/EOMCCSD method. However,
at equilibrium bond length of NeAr system ETMD process isgapsed by ICD decay

mode.
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Figure 6.1: Potential curve of calculated decay widifsfor the?Y " inner valence state
of Ne atom inNeNe
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Figure 6.2: Potential curve of calculated decay widthsfor the 2s inner valence hole
of Ne atom inNeMg

135



100[— —

Width (meV)
a
o
T
1

! ! ! !
3 3.2 3.4 3.6 3.8

Figure 6.3: Potential curve of calculated decay widthisfor the 2s inner valence hole
of Ne atom inNeAr

6.5 Conclusion

In this chapter we have implemented the highly correlatedPEOMCCSD approach
for the first time to describe the ICD process in weakly bouad ger Waals clusters.
The method has been implemented to study the lifetime ofr2srimalence excited state
of Ne atom inNeNe, NeMg, NeAr systems in various internuclear distances. The ICD
decay rate decreases rapidly when we stretchNiti€e, NeMg, NeAr systems from
their equilibrium bond length. The reason behind decregfie decay rate is that with
increasing the bond distance between two atoms energyférgmecess becomes slow
down which decreases the ICD decay rate. Another imporsped is at equilibrium
bond length when we go froiYeNe to NeMg the decay rate increases. Further, the
decay rate increases when we go frolm\Vig to NeAr. The reason for increasing the
decay rate when we go frolNeMg to NeAr is that the equilibrium bond length for
the NeMg system is 4.4A. However, the equilibrium bond length fofeAr system is
3.5A. Therefore, the bond distance between two atoms play aorit@pt role to make
difference in ICD decay rate. The reason for the change efirife is the changes of
electronic structure as we go fradeNe to NeMg. In case ofNeMg the double ionization

threshold is much less compare to theNe.
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In this thesis, the CAP/EOMCC method has been developeduuessfully imple-
mented for the description of shape resonance as well asxgambn-radiative decay phe-
nomena such as ICD, Auger decay, etc. However, the highleleded CAP/EOMCC
approach has been implemented for the smaller systems ¢olukeghese various phe-
nomena. To apply our approach for the large bio-moleculégeithe direction of our
future work. We hope our approach might be helpful in furtdevelopment of effi-
cient radiooncology scheme to understand the radiatioraganm biological systems in

a more accurate manner.
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