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Abstract

Abstract
In this thesis we have carried out investigation of structural and dynamical properties of poly-

mer nanocomposite systems by molecular dynamics (MD) simulations with multiscale (all atom-

istic and mesosale) approach. The aim is to explore and understand the structural, dynamical, and

energetics at local level by atomistic simulation, and then, with mesoscale simulations, explore the

large scale structures by long scale dynamics. The thesis is organized as follows:

CHAPTER 1: The aim is to explore explore structural, dynamical, thermodynamical properties

of polymer composites by computer simulations. To obtain this, molecular dynamics simulations

have been used in all atomistic study as well as in case of mesoscale simulations. The informa-

tion gained from the all atomistic study is translated into the mesoscale simulations by applying

necessary mapping procedure. Model systems are also considered to explore structure, dynamics

of composites in a confining matrix. The properties are investigated in details in each case so that

useful insights about the polymer composite systems can be obtained.

CHAPTER 2: This chapter presents the basic theoretical background. Brief description about

the classical dynamics, force fields is discussed. For, free energy calculations, fundamentals of

Umbrella Sampling technique have been discussed. For coarse-grain mesoscale simulations, theo-

retical aspects of Dissipative Particle Dynamics simulation are described.

CHAPTER 3: We report the structural and dynamical properties of polycarbonate-CNT com-

posites obtained by performing all atomistic molecular dynamics simulations. The necessary force

fields for CNT and polycarbonate have been calculated and validated. The detailed study of the

interactions between CNT atoms and different polycarbonate moeties has been performed and dis-

cussed. The diffusivity of matrix has been studied at different temperatures. The dynamics of

CNTs in the polycarbonate matrix is explored. The bundling of CNTs has been observed. The

mechanism of bundling is elucidated.

CHAPTER 4: The energetics of the bundling of CNTs has been explored. The Umbrella

Sampling simulation technique has been applied to study free energy calculations of the bundling

process. Two types of CNT bundling approaches have been consodered: parallel and perpendicular

and the respective free energy changes are computed in monomer and trimer of polycarbonate

vi



Abstract

matrices (both in monomer and trimer).

CHAPTER 5: Mesoscale simulation of polycarbonate-CNT composite is presented. Dissipa-

tive Particle Dynamics (DPD) has been performed to explore large scale morphology and dynamics

of composite systems. The important target is to map the parameters required for DPD simulations

from previously described all-atom simulations. So the Flory-Huggins theory is applied for nec-

essary mapping procedure and interaction parameters for DPD simulation of polycarbonate-CNT

composite have been calculated. The long range dynamics of bundles of CNTs is investigated

by mean square displacement. The bundling size analysis is performed with different loadings of

CNTs in polycarbonate.

CHAPTER 6: Dissipative particle dynamics simulations are performed on model systems of

nanorod and diblock copolymer composite to understand the dynamics, structure, and morphol-

ogy of self-assembled bundles of nanorods in gyroid phase. The nanorods are given preferential

enthalpic interaction with minority component of diblock copolymer by increasing repulsion with

majority component, so that nanorods tend to self-assemble and settle inside the confined contours

of minority component aimimg to explore the relative size and shape of the self-assembled bundles

under confining locations within the matrix. Also the structural details of bundles are explored as

a function of nanorod flexibility.
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Chapter 1

————————————————————

General introduction and the scope of the thesis

————————————————————

The aim is to explore structural, dynamical, thermodynamical properties of polymer composites

by computer simulations. To obtain this, molecular dynamics simulations have been used in all

atomistic study as well as in case of mesoscale simulations. The information gained from the

all atomistic study is translated into the mesoscale simulations by applying necessary mapping

procedure. Model systems are also considered to explore structure, dynamics of composites in

a confining matrix. The properties are investigated in details in each case so that useful insights

about the polymer composite systems can be obtained.

2
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1.1 Introduction

Computer simulations are beyond doubt emerged as one of the most important research tools

in modern science. Powerful calculational capabalities of modern computers enable us to solve

complex problems and obtain exact results. Simulations help us by providing the connection be-

tween the microscopic details of a model and the macroscopic properties of interest and the results

can be comapared with experimental outcomes. So by conducting simulations computers can be

used as virtual laboratories, where perfect control of the parameters is possible and accurate mea-

surements can be achieved. Computer experiments are now widely applied to almost all fields of

science and technology. Our group is involved in exploring and applying different simulation tech-

niques to the various fields e.g. polymer composites[1, 2], biological membranes[3, 4], fuel cell

membranes[5], gas hydrates[6] etc. We often adopt multiscale approach to address and explore

different systems under study. The work presented here is a multiscale simulation study conducted

on polymer composite systems to explore different properties. To do this, the necessary parameters

have been developed to connect different scales. Once the parameters are derived we have applied

the multiscale simulation technique for exploring macroscopic properties. The present thesis com-

prises of the investigations of the structural, dynamical, and thermodynamical properties of poly-

mer composites by multiscale simulation approach aiming to connect all-atomistic and mesoscale

levels of descriptions for such systems. Experimentally carbon nanotubes are well known for in-

ducing enhanced mechanical strength and thermal conductivity in polymer when incorporated with

small amount. Nanotube-polymer and nanotube-nanotube interactions in composite systems gov-

ern the macroscopic bulk properties like strength and stiffness, thermal and electrical conductivity

etc. For this, the role of structure, dynamics and energetics of nanofillers in polymer matrix is

very important. By all atomistic MD we can elucidate these molecular level interactions which

can provide crucial insights about the system and that can be translated into helpful inputs for

experiments. By mesoscale simulations we can explore structural, morphological properties like

bundling of nanotubes in polymer matrix and that can be compared with experimental outcomes as

mesoscale simulations can address larger length scale and longer timescale comparable to experi-

ments. Thus multiscale approach is necessary to acquire proper insights about polymer composite

Souvik Chakraborty 3 CSIR-NCL
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systems which can eventually help experimental polymer and materials science community to pre-

pare more efficient polymer nanocomposites in future.

Multiscale simulation methods have become crucial in the field of science and engineering because

we have to deal with a multitude of materials-related phenomena whose essential role encompasses

over many scales in time and space. Multiscale simulation methods are widely used for soft mat-

ters such as polymers, bio-membranes, proteins etc. These materials are termed soft because their

physical state is highly sensitive to very small fluctuations in interaction energies. The interaction

in local level i.e. at small length scale often governs large scale conformations and morphologies.

Local forces like van der Waals and hydrogen bonding, molecule-surface interactions, aromatic

ring stacking etc. are often responsible for large scale structures and conformational changes. The

multiscale simulation methods are broadly divided into two schools of thoughts: the continuum

method and the particle based method. In continuum method atoms and molecules and their in-

teractions are not directly taken into account. But the particle based methods consider all these

interactions. Depending upon the system size and the time scale of the phenomena the particle

based method comprises of hierarchy of methods. Ab-initio quantum chemical methods e.g. con-

figuration interaction,[7] coupled cluster methods [8] can deal with few atoms (less than 100) and

few picoseconds timescale only. These methods are accurate but computationally very expensive.

Other quantum chemical methods like density functional theory,[9] semi-empirical methods etc.

[10] consider larger systems. By integrating quantum chemical and classical simulations in a same

simulation box QM MM (quantum chemical and molecular mechanics) or QM MD (quantum

chemical and molecular dynamics) multiscale methods are also widely used. [11] However amor-

phous bulk systems with thousands of atoms can not be treated completely by quantum chemical

methods because of the limitations in compuatational power. For such cases, classical molecular

dynamics (MD) can be applied proficiently. In classical MD, the atoms are treated as particles in-

teracting via classical potentials and the electrons are completely ignored. The classical potential is

derived by performing quantum chemical calculations of much smaller constituent of the systems

and adjusted according to the macroscopic bulk properties available from the experiments or other

theoretical or simulation results. In case all atomistic MD, we consider atoms as individual parti-

cles. For coarse grained MD simulations, collection of atoms is treated as particle. Coarse grained

Souvik Chakraborty 4 CSIR-NCL
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MD simulation can be performed for few millions of particles for the timescale of few microsec-

onds. Multiscale simulation is vastly system dependent technique. Different multiscale simulation

approaches have been developed and applied by different scientific groups. Muller-Plathe’s group

[12] and Kremer’s group [13] used iterative Boltzmann inversion technique to coarse grain high

molecular weight polymers to study equilibrium properties. MARTINI [14] coarse grained force

field has been derived and implemented for biomolecules and nanoparticles interactions. Voth et

al. [15] have used force matching multiscale method for different biomolecular phenomena like

peptide aggregation, vesicle formation, self-assembly etc. Dissipative particle dynamics (DPD)

developed by Hoogerbrugge and Koelman [16] is applied to simulate large polymeric systems

to explore mesoscopic structures and dynamics, self-assembly of amphiphilic molecules, phases

of block copolymers etc. In DPD, the necessary interaction parameters can be derived from all

atomistic MD simulations for the system under study.[17] By applying Flory-Huggins theory of

solubility the atomistic details can be mapped into mesoscopic phenomena. We have performed

both all atomistic and DPD simulations for our work presented in the thesis and connected the

two scales to explore properties. The DPD interaction parameters for nanotube polymer composite

systems have been derived from our all atomistic MD simulations.

Polymers are soft materials having long chain with numerous repeating units linked together via

covalent bonds. The mechanical strength and stiffness coupled with light-weight property, elec-

trical conductivity, chemical durability make polymers the most desired material in substitution

of metals nowadays. Great deal of studies is going on to prepare polymeric materials with even

more desired properties to cope up with increasing demand for more effective material. Materi-

als made of pristine polymers seem struggling to achieve the target to fulfill the ongoing demand.

So polymer composite materials are gaining importance because of their enhanced and improved

properties with respect to the pristine polymers. A small amount of filler can enhance the thermal,

mechanical, electrical properties of polymer by manyfold. These fillers are in nanometer length

scale with different dimensions and they include nanoparticles, nanotubes, nanorods, nanowires,

clays with various chemical building blocks and different shapes. Carbon nanotube (CNT) is an

important and widely used filler and when added to polymer by a small amount can improve the

Souvik Chakraborty 5 CSIR-NCL
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mechanical, thermal, and electrical properties. Due to its anisotropic shape and high aspect ra-

tio, it is used as a potential filler to form percolating network within polymer matrix and thus can

enhance electrical, thermal conducting efficiency.

For the past few years carbon nanotube (CNT)-polymer composites have become an important

field of study. Polycarbonates are widely used as plastic material. Polycarbonate is a versatile,

transparent, and tough plastic material used for many applications in industry. It is a lightweight

plastic material with quite admirable strength. This combination gives polycarbonate edge over

other polymer materials in terms of applicability. It has been observed that incorporation of CNTs

in the polymer matrix can significantly enhance mechanical (strength and stiffness), thermal and

electrical properties of polymer and thus CNTs can be used as potential reinforcing agent [18–

25]. CNTs in polymer matrix provide large interfacial area and the nature of interactions in this

interface region plays crucial role in determining the improvements in mechanical and dynamical

properties of nanocomposites.

This thesis addresses some of the important queries regarding polymer composite systems and

tries to present insights on those aspects applying multiscale simulation tehnique. Investigation

of local interactions between CNT and polymer is crucial to get insight of composite properties.

So structure, dynamics of composite, local morphology of CNTs and their formation mechanism

are studied with atomistic molecular dynamics (MD) simulations and discussed in the thesis. In

experiments [26–32], it is quite common feature of CNTs to agglomerate due to strong cohesive

force between CNTs. So study of energetics of bundle formation is important for understanding

the bundling efficiency in polymer matrix with different chain lengths. Energetics of bundle for-

mation of SWCNT in the monomeric and oligomeric polycarbonate matrix have been elucidated

and discussed in the thesis. On the other hand, it is necessary to explore large scale morphology of

nanotubes in polymer matrix also. So mesoscale simulation has been performed on polycarbonate

CNT composite to explore large scale morphology and dynamics of nanotubes. The thesis also

includes the mesoscale simulation study of Diblock copolymer nanorod composite systems. The

detailed study of structural, dynamical properties of block copolymer composite system is also

discussed in the thesis.

Souvik Chakraborty 6 CSIR-NCL
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As nanotubes can enhance physical properties like strength, stiffness of polymer, a lot of experi-

mental and theoretical studies have been pursued and still going on. The nature of structure and

morphology attained by nanotubes dispersed in polymer matrix influence the enhancement of per-

formance of polymer composites. The dispersion pattern of CNTs in the matrix, the interaction

between polymer-CNT and CNT-CNT drive the extent of improvement of desired properties. At

first, the aim was to look at the composite system at atomistic level so that a clear understanding

of the local phenomena can be elucidated. So with atomistic MD simulations the effect of differ-

ent loading of CNT in polycarbonate matrix of different chain lengths at different temperatures

on structure and dynamics of polymer and CNT is investgated. The effect of loading on compos-

ite stiffness has been studied by investigating diffusivity of polymer. At higher loading bundling

morphology is found to be formed by CNTs. During the process of aggregating, the mechanism

local ordering of CNTs and different moeties of polycarbonate around CNT has been explored and

discussed in the thesis.

After that this thesis addresses the investigation of energetics of bundle formation. For that, free

energy of binding has been calculated using Umbrella Sampling simulations. Umbrella sampling

simulations are used to calculate the free energy change (∆G) associated with an event along

a reaction coordinate, ξ [33–35]. This technique is usedin determine the binding energies and

macromolecular interactions [36–45]. In umbrella sampling, a biasing potential is added to the

Hamiltonian of the system to improve the sampling of the conformational space which are not suf-

ficiently sampled. A series of configurations is generated along a reaction coordinate, ξ, between

two interacting species one of which is considered as a reference and the other one is subjected to

a biasing potential. The species under biasing potential takes up different positions with increasing

centre of mass distance from the reference point. With the increasing centre of mass distances,

few configurations are extracted which are called “sampling windows”. Then for each window,

independent simulation is performed to generate an ensemble of structures along the reaction co-

ordinate. From each of this independent simulation, potential of mean force (PMF) is calculated

and assembled over all the adjacent windows along the reaction coordinate by weighted histogram

analysis method (WHAM) proposed by Kumar et. al. [46]. Gibb’s free energy, ∆G is calcu-

lated from the PMF curve. By umbrella sampling, the binding energies of CNTs in polycarbonate

Souvik Chakraborty 7 CSIR-NCL
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matrix have been investigated: one with parallel approach of CNT to form bundle, another is the

perpendicular approach, and their respective energetics are compared.

Simulations have been used extensively to investigate the properties of polymers. Molecular dy-

namics (MD) and Monte Carlo (MC) methods are widely used techniques to study structure and

dynamics of materials at atomistic level. But atomistic simulations are restricted in terms of length

and time-scale [47–50]. Thus atomistic simulations of large polymer chains can not effectively

sample the phase space for longer time and length-scale and thus, configurations often tend to

confine at a local minimum energy. So observation of large scale change of morphology, phase

transformations is difficult. Mesoscale simulation techniques can be used to overcome the length

and time-scale restrictions and large number of particles can be simulated for much longer time

to study equilibrium morphology and structural properties effectively [49]. Dissipative Particle

Dynamics (DPD) has become quite popular recently as a mesoscopic simulation technique which

has found large applications in various fields of materials. It has been used to study polymer-CNT

composites [51–54], morphology of block co-polymers used in fuel cell [55], micelle formation

[56–58], polymer viscosity [59], self-assembly of nanoparticles in polymer [60] etc. To apply

DPD in polymer solutions and investigate the thermodynamics of mixing of different polymeric

materials Groot and Warren [17] developed correlations between interaction potentials for DPD

and Flory-Huggins theory of polymer solutions. Potschke et al.[61] investigated the electrical

percolation network formation by multi-walled CNT in polycarbonate melt experimentally. The

dispersability of CNTs under different melt processing conditions is studied by them. The ag-

glomeration and network formation by nanotubes were observed and electrical percolation was

studied by measuring conductivity using dielectric spectroscopy. They have reported that perco-

lation threshold can be achieved in between 0.5 wt% and 5 wt% filler concentration for different

kinds of multi-walled CNT. This experimental study of percolation of CNTs in polycarbonate

propelled to investigate percolation network, dynamics and distribution of aggregates of CNTs in

polycarbonate matrix theoretically and outcomes of the study are presented in the thesis. Nec-

essary calculations to establish the relationship between Flory-Huggins parameter and repulsion

parameter for CNT-polycarbonate composite system have been performed.

Souvik Chakraborty 8 CSIR-NCL
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Diblock copolymer composites have attracted significant attention due to the potential applica-

tions in the field of material science and nanotechnogy.[60, 62–67] Diblock copolymer undergoes

microphase separation below order-disorder transition temparature to form lamellar, gyroid, cylin-

drical, cubic phases depending on the composition and segregation strength between the compo-

nents. The spatial distribution of nanoparticles and nanorods doped in diblock copolymer matrix

can be directed by the microphase separation of block copolymers. Thus, microphase separa-

tion of diblock copolymer can be used advantageously to tailor the properties of composite.The

doped matrials can be subjected to occupy specific locations of diblock copolymer matrix accord-

ing to the specific aim to improve properties. The mechanical stability, electrical conductivity, and

optical performance of composites are sensitive to the specific location of the 3-D organization

of doped materials within the polymer matrix.[62, 68] The doped nanofillers, on the other hand,

can influence and alter the morphology of microdomains of block copolymer.[64, 69–73] Most

of the studies concerning the nanofillers doped in block copolymer phases discussed before deal

with lamellar or cylindrical microdomains formed by the phase separation of block copolymers.

Studies on the nanofillers incorporated in gyroid phase of block copolymer is relatively elusive.

Recently, Li et al. have investigated the spatial arrangements of metal nanoparticles in the gyroid

phase formed by triblock terpolymer matrix experimentally. According to them gyroid phase has

potential to form next-generation mesoporous network superstructure. By doping gyroid domains

with nanofiller, the effective potential applicability in the field of catalysis can be enhanced. [62]

Thus, gyroid structure can be used as a template for many important applications. Gyroid phase

has curved interfacial surface providing confinements throughout the matrix and thus, it can regu-

late the shape and sizes of self-assmebled nanofillers doped in it. Nanorods can also be of different

flexibilities. The morphology of the bundles can be regulated by the relative bending tendency of

the nanorods. So it is important to investigate and explore the morphology, structural and dynam-

ical properties of nanorods in gyroid phase of block copolymer as function of different nanorod

flexibilities and nanorod-diblock copolymer interactions.

The layout of the thesis is as follows.

In chapter 2, computational techniques are discussed.

In chapter 3, structure and dynamics of polycarbonate CNT composite are discussed.

Souvik Chakraborty 9 CSIR-NCL
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In chapter 4, energetics of bundle formation by CNTs are presented.

In chapter 5, mesoscopic simulation of polycarbonate CNT composite is described.

In chapter 6, structure and dynamics of nanorods in gyroid phase of diblock copolymer are dis-

cussed.

In chapter 7, conclusions from the above studies are presented.

Souvik Chakraborty 10 CSIR-NCL



Ph.D Thesis AcSIR

References

[1] Chakraborty, S.; Roy, S. J. Phys. Chem. B 2012, 116, 3083–3091.

[2] Chakraborty, S.; Choudhury, C. K.; Roy, S. Macromolecules 2013, 46, 3631–3638.

[3] Choudhury, C. K.; Kumar, A.; Roy, S. Biomacromolecules 2013, 14, 3759–3768.

[4] Pandey, P. R.; Roy, S. J. Phys. Chem. B 2011, 115, 3155–3163.

[5] Pahari, S.; Choudhury, S. K.; Pandey, P. R.; More, M.; Arun, V.; Roy, S. J. Phys. Chem. B

2012, 116, 7357–7366.

[6] Baghel, V. S.; Kumar, R.; Roy, S. J. Phys. Chem. C 2013, 117, 12172–12182.

[7] Langhoff, S. R.; Davidson, E. R. Int. J. Quant. Chem. 1974, 8.

[8] Bartlett, R. J. Ann. Rev. Phys. Chem. 1981, 32.

[9] Kohn, W.; Becke, A. D.; Parr, R. G. J. Phys. Chem. 1996, 100.

[10] Stewart, J. J. P. J. Comput. Chem. 1989, 10.

[11] Murphy, R. B.; Philipp, D. M.; Friesner, R. A. J. Comput. Chem. 2000, 21.

[12] Karimi-Varzaneh, H. A.; Carbone, P.; Muller-Plathe, F. J. Chem. Phys. 2008,

[13] Abrams, C. F.; Delle Site, L.; Kremer, K. Phys. Rev. E 2003,

[14] Marrink, S. J.; Risselada, H. J.; Yefimov, S.; Tieleman, D. P.; de Vries, A. H. J. Phys. Chem.

B 2007, 111.

[15] Izvekov, S.; Parrinello, M.; Burnham, C. J.; Voth, G. A. J. Chem. Phys. 2004, 120.

[16] Hoogerbrugge, P. J.; Koelman, J. M. V. A. Europhys. Lett. 1992, 19, 155.

[17] Groot, R. D.; Warren, P. B. J. Chem. Phys. 1997, 107, 4423–4435.

[18] Potschke, P.; Fornes, T. D.; Paul, D. R. Polymer 2002, 43, 3247–3255.

Souvik Chakraborty 11 CSIR-NCL



Ph.D Thesis AcSIR

[19] Starr, F. W.; Knauert, S. T.; Douglas, J. F. J. Polym. Sci. Part B: Polym. Phys. 2007, 45,

1882–1897.

[20] Lozano, K.; Bonilla-Rios, J.; Barrera, E. V. J. Appl. Polym. Sci. 2001, 80, 1162–1172.

[21] Lozano, K.; Barrera, E. V. J. Appl. Polym. Sci. 2001, 79, 125–133.

[22] Subramoney, S. Adv. Mater. 1998, 10, 1157–1171.

[23] Dickey, E. C.; Qian, D. Appl. Phys. Lett. 2000, 76, 2868–2870.

[24] Coleman, J. N.; Gun’ko, Y. K.; Khan, U. Adv. Mater. 2006, 18, 689–706.

[25] Coleman, J. N.; Cadek, M.; Blake, R.; Nicolosi, V.; Ryan, K. P.; Belton, C.; Fonseca, A.;

Nagy, J. B.; Gun’ko, Y. K.; Blau, W. J. Adv. Funct. Mater. 2004, 14, 791–798.

[26] Potschke, P.; Kasaliwal, G. R.; Pegel, S.; Goldel, A.; Heinrich, G. Polymer 2010, 51, 2708–

2720.

[27] Potschke, P.; Pegel, S.; Petzold, G.; Alig, I.; Dudkin, S. M.; Lellinger, D. Polymer 2008, 49,

974–984.

[28] Micusik, M.; Omastova, M.; Krupa, I.; Prokes, J.; Pissis, P.; Logakis, E.; Pandis, C.;

Potschke, P.; Pionteck, P. J. Appl. Polym. Sci. 2009, 113, 2536–2551.

[29] Du, F. M.; Scogna, R. C.; Zhou, W.; Brand, S.; Fischer, J. E.; Winey, K. I. Macromolecules

2004, 37, 9048–9055.

[30] Masuda, J.; Torkelson, J. M. Macromolecules 2008, 41, 5974–5977.

[31] Baets, J.; Godara, A.; Devaux, J.; Verpoest, I. Compos Part A-Appl s 2008, 39, 1756–1761.

[32] Potschke, P.; Kasaliwal, G. R.; Goldel, A. J. Appl. Polym. Sci. 2009, 112, 3494–3509.

[33] Patey, G. N.; Valleau, J. P. Chem. Phys. Lett. 1973, 21, 297.

[34] Torrie, G. M.; Valleau, J. P. Chem. Phys. Lett. 1974, 28, 578.

[35] Torrie, G. M.; Valleau, J. P. J. Comput. Phys. 1977, 23, 187.

Souvik Chakraborty 12 CSIR-NCL



Ph.D Thesis AcSIR

[36] Karplus, M.; Bartels, C. J. Phys. Chem. B 1998, 102, 865–880.

[37] Bevan, D. R.; Lemkul, J. A. J. Phys. Chem. B 2010, 114, 1652–1660.

[38] Halperin, A.; Ermilov, V.; Lazutin, A. Macromolecules 2010, 43, 3511–3520.

[39] Gunsteren, W. F.; Beutler, T. C.; Bremi, T.; Ernst, R. R. J. Phys. Chem. 1996, 100, 2637–

2645.

[40] Novak, B. R.; Moldovan, D.; Waldrop, G. L.; de Queiroz, M. S. J. Phys. Chem. B 2009, 113,

10097–10103.

[41] Maragakis, P.; van der Vaart, A.; Karplus, M. J. Phys. Chem. B 2009, 113, 4664–4673.

[42] Wolf, M. G.; Jongejan, J. A.; Laman, J. D.; de Leeuw, S. W. J. Phys. Chem. B 2008, 112,

13493–13498.

[43] Procacci, P.; Marsili, S.; Barducci, A.; Chelli, R.; Schettino, V. J. Phys. Chem. B 2006, 110,

14011–14013.

[44] Topf, M.; Richards, W. G. J. Am. Chem. Soc. 2004, 126, 14631–14641.

[45] Brady, J. W.; Schmidt, R. K.; Teo, B. J. Phys. Chem. 1995, 99, 11339–11343.

[46] Rosenberg, J. M.; Kumar, S.; Bouzida, D.; Swendsen, R. H.; Kollman, P. A. J. Comput.

Chem. 1992, 13, 1011–1021.

[47] Frenkel, D.; Smit, B. Understanding Molecular Simulation, 2nd ed.; Academic Press, Inc.:

Orlando, FL, USA, 2001.

[48] Allen, M. P.; Tildesley, D. J. Computer simulation of liquids; Clarendon Press: New York,

NY, USA, 1987.

[49] Müller-Plathe, F. ChemPhysChem 2002, 3, 754–769.

[50] Nieminen, R. M. J. Phys.: Condens. Matter. 2002, 14, 2859.

[51] Maiti, A.; Wescott, J.; Kung, P. Mol. Simulat. 2005, 31, 143–149.

Souvik Chakraborty 13 CSIR-NCL



Ph.D Thesis AcSIR

[52] Maiti, A.; Wescott, J.; Goldbeck-Wood, G. Int. J. Nanotechnology 2005, 2, 198–214.

[53] Wang, Y.-C.; Ju, S.-P.; Cheng, H.-Z.; Lu, J.-M.; Wang, H.-H. J. Phys. Chem. C 2010, 114,

3376–3384.

[54] Wang, Y.-C.; Ju, S.-P.; Huang, T. J.; Wang, H.-H. Nanoscale Res. Lett. 2011, 6, 433.

[55] Roy, S.; Markova, D.; Kumar, A.; Klapper, M.; Müller-Plathe, F. Macromolecules 2009, 42,

841–848.

[56] Cui, Y.; Zhong, C.; Xia, J. Macromol. Rapid Comm. 2006, 27, 1437–1441.
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Chapter 2

————————————————————

Computational methods

————————————————————

This chapter presents the basic theoretical background. Brief description about the classical

dynamics, force fields is discussed. For, free energy calculations, fundamentals of Umbrella Sam-

pling technique have been discussed. For coarse-grain mesoscale simulations, theoretical aspects

of Dissipative Particle Dynamics simulation are described.
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2.1 Introduction

Computer simulations serve as bridge between theory and experiment. With the help of pow-

erful calculation capabilities of the computer, we can obtain solutions of complex problems with

exact results. These results can be compared with experimental measurements. In this way, the

comparison of theory and experiment becomes more conclusive. Another important aspect of sim-

ulation is that it is a machinery that provides the connection between the microscopic details of a

model and the macroscopic properties of interest. Sometimes experiments can become very diffi-

cult to perform under extreme conditions like high temperature and high pressure. Then computer

simulation can be performed with perfect control over all parameters and accurate measurements

can be obtained. Thus, computer can act as a virtual laboratory. In addition to that, computer simu-

lations provide us to explore how microscopic structure is related to bulk properties. By switching

on and off the different features of the model and studying the resulting effects separately one can

identify the contributing factors that are responsible for the outcomes of collective phenomena. In

atomistic scale simulations, complex chemical structures are modelled at the level of individual

atoms. The aim is to understand macroscopic properties from the detail knowledge of atomistic

level descriptions. But for complex systems like polymers atomistic simulations are computation-

ally expensive. So coarse-grain simulations are performed where unessential atomistic level details

are ignored. To study large scale structures one needs to adopt large system size (e.g. polymers

are long chain molecules) and long simulation time. Coarse-grained method can be effectively

applied to these kind of systems because as the degrees of freedoms of group of atoms are frozen

and considered as a bead, it allows much longer time-scale sampling of very large structures and

the resulting morphologies can be compared with experimental findings.

In the present thesis, both atomistic and coarse-grain simulation have been performed to study

polymer composite systems. For atomistic simulations, all atom classical Molecular Dynamics

(MD) method has been adopted. Umbrella Sampling simulations have been performed to explore

free energy calculations regarding bundling phenomena of carbon nanotubes in polymer matrices.

Then Dissipative Particle Dynamics (DPD) simulations have been adopted as coarse-grain method

to explore large scale morphologies of polymer composites. These methods are discussed here.

Souvik Chakraborty 17 CSIR-NCL



Ph.D Thesis AcSIR

2.2 Classical Molecular Dynamics

In the present study, all atomistic classical molecular dynamics simulation has been employed in

order to achieve the desired microscopic/macroscopic properties of the systems. The term classical

refers to the use of Newtonian mechanics to define the physical basis of the model. The Newton’s

equation of motion for N interacting particles is given as below,

mi
∂2ri
∂t2

= Fi, i = 1..N (2.1)

where mi and ri represents the mass and the position of a particle and t is the time. The force

(Fi) exerted on the particle is expressed as a negative gradient of potential energy from all the

interacting particles in the system.

Fi = −∂V (r1, r2, ....., rN)

∂ri
(2.2)

The potential energy (V) between the particles is defined as a function of their positions ri. mi is

the mass of particle i. Force (Fi) on particle i is calculated as the negative gradient of the potential

energy V due to all other particles present in the system. For each timestep of the MD simulation,

these equations are solved and the particles are propagated in an appropriate ensemble coupled

with thermostats and barostats. MD simulation generates a series of configurations with position

and velocity of each particle written to an output file which is referred as trajectory. The trajectory

can be used to visualize the evolution of the system as a function of simulation time, calculating

the properties to compare with the experiments and also to compute the numbers which are not

available experimentally.

MD simulation comprises of three essential inputs such as coordinates, forcefield and simulation

parameters. The coordinates are the set of the numbers to determine the position of every atom in a

space which are derived from the experimental techniques such as X-ray crystallography or NMR

etc. These serve as a starting structures for the simulation. These starting structures are subjected

to energy minimization to bring them to the minima at the potential energy surface otherwise the

simulation may fail. The initial structure, after solvation, might acquire inappropriate geometry or

steric clashes. Therefore it needs to be removed first to relax the structure. Steepest descent and

conjugate gradient are the commonly used algorithms for energy minimization.
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The force fields are the set of paramaters and the potential energy functions that defines the inter-

atomic potentials. The parameter sets are empirical and consist of various information about the

chemical model such as different types of atoms, chemical bonds, dihedral angles and so on. The

force field defines connectivity between the atoms in molecule depending upon the inter-atomic

potentials. The inter-atomic potentials are of two types, bonded potentials and non-bonded po-

tentials. Further, the bonded interactions are divided into bond length, bond angle and dihedral

angle while non-bonded potentials are taken care by Lennard Jones and Coulomb interactions.

The energy functions in MD simulation are expressed as,

V = Vbonded + Vnonbonded

Vbonded =
∑
bonds

1

2
Kb(b− b0)2 +

∑
angles

1

2
Kθ(θ − θ0)2 +

∑
dihedrals

Kφ(1 + cos(nφ− λ))

Vnonbonded =
∑
LJ

4εij

[(
σij
rij

)12

−
(
σij
rij

)6]
+
∑

coulomb

qiqj
4πεorij

(2.3)

The bonds and angles are commonly treated with the harmonic (Hookean) potentials, however

cosine periodic functions are used in case of the dihedral angles. Kb, Kθ and Kφ represents the

bond, angle and dihedral angle force constants and values b, θ and φ are the values at time t

deviating from equilibrium values b0, θ0 and φ0. The dihedral potential function is defined with

multiplicity n and phase λ. However, improper dihedrals are used to maintain the coplanarity of

the atoms in planar molecules (e.g. aromatic rings) or sometimes it is used to avoid the flipping at

the chiral centers in a molecule. The nonbonded interactions consist of three terms which include

a repulsion, dispersion and a Coulomb term. The repulsion (− 1
r12

) and dispersion (− 1
r6

) between

particle i and j can be taken care with Lennard-Jones potential. The εij signifies negative well

depth and a steep repulsive wall at a distance r< σij . However, charged contributions are computed

from the Coulombic term where qi and qj are the charges on the corresponding particle separated

by distance rij . Bonded interactions consist of values of bond, angle and dihedral constants, and

the corresponding equilibrium values. These parameters are available in a force field, and hence are

input to MD simulation. Similarly, for nonbonded interactions such as σij , εij , and partial charges

for all the particles are provided as input to MD simulations. All the parameters available in a force

field (also called force field parameters), are calculated empirically. The tedious process of force

field development involves calculation of these empirical force field parameters. Commonly used
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force fields are OPLS [1, 2], AMBER [3], CHARMM [4], and GROMOS [5]. They include force

field parameters for different class of complex chemical moieties.

Along with starting structure and force field, a set of instructions or parameters is needed to run the

simulation. The MD simulation algorithm involves successive calculation of force at each time-

step followed numerically solving Newtons equations of motion. However, for the initiation of the

MD simulation position and the velocities are always needed. The initial velocities for every atom

are generated from Maxwell-Boltzmann velocity distribution by following equation,

p(vi) =

√
mi

2πkT
exp

(
− miv

2
i

2kT

)
(2.4)

where k is the Boltzmanns constant. It computes a distribution of velocities generated from random

numbers. However, all velocities, thus generated, are scaled so that the total energy corresponds

exactly to temperature T.

In MD simulation, the forces are used to integrate Newtons equations of motion, and hence propa-

gate the particles in the system. Among many integration algorithms available leap-frog algorithm

[6] is commonly used. It updates the positions and velocities using the forces at time t according

to the following relations

v(t+
1

2
∆t) = v(t− 1

2
∆t) +

∆t

m
F (t)

r(t+ ∆t) = rt+ δtv(t+
1

2
∆t)

r(t+ ∆t) = 2rt− r(t−∆t) +
1

m
F (t)∆2 +O(∆t4)

(2.5)

The ∆t is the timestep chosen to integrate the Newton’s equation of motion. Timestep is generally

used as 1 fs, while in some cases, 2 fs is also used to enhance the performance in simulation time

by keeping bond vibration constant. Such bond constraints are incorporated in MD simulation

using LINCS[7] or SHAKE[8] algorithms.

Calculation of the nonbonded terms is the most time-consuming part of MD simulation. It is pair

additive. Hence, in principle, the energy between every pair of atoms is computed so that the

number of steps increases as the square of the number of atoms (N2). Therefore, to speed up the

computation, a cut-off radius is defined separately for LJ and Coulombs interactions and the cal-

culation of the non-bonded energies beyond this distance cut-off are ignored. The LJ interactions

Souvik Chakraborty 20 CSIR-NCL



Ph.D Thesis AcSIR

are truncated using a shift and switch function which sets the interaction potentials to zero after

the cut-off distance. The long range electrostatic interactions are important in terms biomolecular

process hence, they must be modeled accurately. However, as we use larger cut-offs to treat a long

range Coulombic interactions, the computational cost will dramatically increase. Therefore, such

interactions are treated with the reaction field, Ewald sum, or particle mesh Ewald method. In

reaction-field, the electrostatics are taken care with a uniform dielectric constant beyond the short-

range cutoff value. Ewald sum [6, 9] method computes the long-range interactions in an infinitely

periodic systems and summation of interaction energies (long range) is done in Fourier space.The

periodicity is taken care of by the periodic boundary conditions. In PME[6], direct summation

method of the Ewald summation method is replaced by summation over point particles (particle

part of PME). Ewald summation takes advantage and reduces the complexity and scales up to N
3
2 ,

though impractical while dealing with larger biological systems. PME is a faster algorithm that

uses fast Fourier transform to bring down the complexity to NlogN and thus substantially reduces

the computational time needed. However, the speed and accuracy depends on the mesh size, in-

terpolation scheme etc. The thermodynamic ensembles are essential in order to obtain the desired

properties out of the system. Microcanonical (NVE) ensemble can be used if the total number of

atoms N and the volume V(of the unit cell) are kept constant along with the energy (E). However,

one can chose the canonical ensemble to maintain the number of atoms (N), volume (V) and tem-

peratute (T) of the system constant. The temperatute of the system is kept constant by coupling of

the system with the thermostat. Most commonly used thermostats are V-rescale[6], Berendsen[10]

and Nose-Hoover[11]. Isothermal-Isobaric (NPT) ensemble is used to maintain the constant pres-

sure in the system. Berendsen[10] and Parrinello-Rahman[6, 9] barostat are used to maintain the

system pressure constant. With these inputs molecular dynamics algorithm integration of the equa-

tions of motion for each timestep (given as input) for a desired simulation time (calculated as ∆×

number of steps) then yields a trajectory that describes the positions, velocities and accelerations of

the particles as they vary with time. In the present thesis, all atomistic simulations are performed

using GROMACS simulation suit [12, 13]. Analyses were done by using self-written codes as

well as GROMACS tools. For elucidating bundling mechanism of nanotubes and their orientation

in matrix we have used our own codes. Details of those analyses are provided in corresponding
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places in the different chapters.

2.3 Free Energy Calculation

One of the important aspects of molecular dynamics (MD) simulation is that it provides to explore

the macroscopic properties of a system through microscopic simulations such as calculation of

solvation free energy, binding free energy of a particular drug, or to examine the energetics and

mechanisms of conformational change. There are several free energy calculation methods based on

MD simulation are available, such as MM-PBSA[14], thermodynamic integration[15], free energy

perturbation[16] and umbrella sampling[9, 17] which can calculate the free energy of the system.

The umbrella sampling, a biased MD simulation, is the one of the efficiently used techniques to

calculate the free energy of the system evolving from one thermodynamic state to another (e.g.

reactant and product) as a function of the reaction coordinate. This method involves simulation

of systems with a biasing umbrella potential to reach the conformational phase space which is,

otherwise, not possible with the conventional MD simulation.

For polymer composite systems, to determine energetics of bundling of nanotubes embedded in

polymer matrix, the energy landscape is expected to have multiple barriers. For such complex

energy landscape effective bias potential is necessary to be applied. Furthermore, the phase space

sampling of the reaction coordinate i.e. the binding pathway has to be efficient so that correct

energetics can be elucidated which can be compared with the experiments. As umbrella sampling

technique considers multiple configurations (windows) along the binding pathway, the effective

sampling can be achieved by performing sampling simulations on individual windows which, once

combined, can provide more realistic energy surface having multiple barriers. The method uses

MD simulation to determine the probability for the system under study to be in a given conforma-

tion. Then the energy landscape is determined by inverting Boltzmann distribution. In this method,

the sampling windows along the reaction coordinate are generated and simulated independently.

The sampled distribution of the system along the reaction coordinate are used to calculate the free

energy change in each window and then combined together to generate the continuous smooth
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energy profile. In the present thesis, umbrella sampling is employed to investigate the bundling

energetics of CNTs in Polycarbonate matrix.

The bias potential wi of window i is an additional energy term, which depends only on the reaction

coordinate.

Eb(r) = Eu(r) + wi(ξ) (2.6)

The term Eb, Eu(r) and wi(ξ) are the biased, unbiased energy functions and umbrella potential

added to the system respectively. The free energy is related to the probability distribution of the

system along given reaction coordinate . In umbrella sampling, the distribution of the system

along given reaction coordinate is calculated with probability distribution function. Assuming the

ergodic system, the probability distribution of biased system along a reaction coordinate P b
i can be

computed as,

P b
i (ξ) =

∫
exp[−β[E(r) + wi(ξ

′(r))]]δ[ξ′(r)− ξ]dNr∫
exp[−βE(r) + wi(ξ′(r))]dNr

(2.7)

The unbiased free energy Ai(ξ) can be obtained from the unbiased distribution,

P u
i (ξ) =

∫
exp[−βE(r)]δ[ξ′(r)− ξ]dNr∫

exp[−βE(r)]dNr
(2.8)

As the bias potential depends only on ξ and the integration in the numerator is performed over all

degrees of freedom but ξ,

P b
i (ξ) = exp[−βwi(ξ)]×

∫
exp[−βE(r)]δ[ξ′(r)− ξ]dNr∫
exp[−β[E(r) + wi(ξ′(r))]]dNr

(2.9)

P u
i (ξ) = P b

i (ξ) exp[βwi(ξ)]×
∫
exp[−β[E(r) + wi(ξ(r))]]d

Nr∫
exp[−βE(r)]dNr

= P b
i (ξ) exp[βwi(ξ)]×

∫
exp[−β[E(r)]exp[−βwi[ξ(−→r )]]dNr∫

exp[−βE(r)]dNr

= P b
i (ξ) exp[βwi(ξ)] 〈exp[−βwi(ξ)]〉

(2.10)

Using Eq. (2.10), Ai(ξ) can be evaluated. As P b
i (ξ) is obtained from an MD simulation of the

biased system, wi(ξ) is given analytically, and Fi =− 1
β
ln〈exp[−βwi(ξ)]〉 is independent of ξ which

is a constant,

Ai(ξ) = −(
1

β
) lnP b

i (ξ)− wi(ξ) + Fi (2.11)

Therefore, by this way, the free energy Ai(ξ) for every sampling window is calculated. How-

ever,the free-energy curves Ai(ξ) of more windows are needed to be combined together to get one
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globalA(ξ). Therefore, the Fi are to be calculated as they are associated with the bias potential and

connect the free-energy curves Ai(ξ) obtained in the different windows: The Fi can be calculated

as,

exp(−βFi) = 〈exp(−βwi(ξ))〉

=

∫
P uexp[−βwi(ξ)]dξ

=

∫
exp[−β[A(ξ) + wi(ξ)]]dξ

(2.12)

with P u(ξ) being the global unbiased distribution. The Fi cannot directly be obtained from sam-

pling. It can be done with the weighted histogram analysis method.

2.3.1 Weighted histogram analysis method

This method is used to calculate the global distribution by weighted average of distribution ob-

tained from the individual sampling windows. It aims to minimize the statistical error of P u(ξ).

P u =
windows∑

i

pi(ξ)P
u
i (ξ) (2.13)

The weights pi are chosen in order to minimize the statistical error of P u:

∂σ2(P u)

∂pi
= 0 (2.14)

under the condition
∑
pi = 1. This leads to

pi =
ai∑
j aj

, ai(ξ) = Niexp[−βwi(ξ) + βFi] (2.15)

where Ni is the total number of steps sampled for window i. The Fi are calculated by Eq. (2.12)

exp(−βFi) =

∫
P u(ξ)exp[−βwi(ξ)]dξ (2.16)

Because P u enters Eq. (2.16) and Fi enters Eq. (2.13) via Eq. (2.15), these have to be iterated

until convergence. For many bins, this convergence can be slow.
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2.4 Coarse grain simulation: Dissipative Particle Dynamics

As stated earlier, this thesis aims to connect all atomistic scale to coarse grain mesoscopic scale for

polymer-nanotube composite systems. After gaining insights from the all atomistic simulations,

it is required to translate informations into coarse-grained scale so that large scale structures and

long scale dynamics can be studied which can be compared with experimental findings. To map

the atomistic informations with mesoscopic parameters we need the help of Flory-Huggins theory

of solubility. We have employed that to derive parameters for coarse grained simulation from the

atomistic simulations. Details of that methodology has been discussed in chapter 5. Here we will

discuss the general theoretical background of DPD simulation technique and a short description of

Flory-Huggins solubility parameter. Dissipative particle dynamics (DPD) is one of the widely used

coarse-graining methods in computational materials science field. Dissipative particle dynamics

was proposed by Hoogerbrugge and Koelman [18] as an advanced method to simulate hydrody-

namic phenomena. It is a particle based method where a dissipative particle represents the centre of

mass of a mesoscopic portion of fluid. The particles occupy continuous positions ri and velocities

vi. The time evolution of the particles is governed by Newton’s equations of motion

ṙi = vi (2.17)

v̇i =
fi
mi

(2.18)

where particles are labeled by i=1,2,...,N and mi is the mass of particle i. The force experienced

by the particle has three parts and each part is a sum of pair forces

fi =
∑
j 6=i

(FC
ij + FD

ij + FR
ij ) (2.19)

The three contributions are a conservative force FC
ij , a dissipative force FD

ij and a random force

FR
ij . The conservative force is given by

FC
ij =


aij

(
1− rij

rc

)
r̂ij (rij < rc)

0 (rij ≥ rc)

(2.20)
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where aij is the maximum repulsion between particles i and j. rc is the cut-off interaction range.

The dissipative force is given by

FD
ij = −γωD(rij)(r̂ij.vij)r̂ij (2.21)

The random force is given by

FR
ij = σωR(rij)ζij r̂ij/(dt)

1/2 (2.22)

In the above equations rij = ri - rj , vij = vi - vj . γ and σ are the friction and noise strength

respectively. ωD (rij) and ωR (rij) are weight functions that depict the range of the dissipative and

random forces and vanish for r¿rc. The term ζij is a Gaussian random number which is symmetric

with a zero mean and satisfies the properties

〈ζij(t)〉 = 0 (2.23)

〈ζij(t)ζi′j′(t′)〉 = (δii′δjj′ + δij′δi′j)δ(t− t′) (2.24)

To ensure that a well-defined thermodynamic equilibrium state exists the following relation must

hold

ωD(rij) = [ωR(rij)]
2 (2.25)

This state holds Boltzmann statistics where the temperature is defined in terms of the fluctuation-

dissipation relation

σ2 = 2γkBT (2.26)

In practice the weight functions are defined through

ωD(rij) =


(

1− rij
rc

)2

(rij < rc)

0 (rij ≥ rc)

(2.27)

The symmetry of the forces in the indices i,j provides Fij=-Fji (Newton’s Third Law) and ensures

that the total momentum is conserved. The dissipative force is a frictional force that originates

due to the relative velocities of particle. Due to dissipative interaction the particles will eventually

slow down until they stop their relative motion. So another force is necessary to kick the particles

in motion. This force is the random force which compensates the loss of kinetic energy due to
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dissipative force and provides necessary kicks in the radial direction r̂ij to keep the particles in

thermal motion. The noise is symmetric with respect to indices i,j and thus, random kicks satisfy

Newton’s third law and conserve momentum. Both random and dissipative forces maintain the

isothermal nature of collisions of the particles.

In DPD, each bead represents a collection of atoms or monomers and their atomic level details are

ignored. Beads interact via soft repulsive force governed mainly by the repulsion parameter term

aij in equation 4. Groot and Warren [19] showed that due to the repulsive nature of conservative

force in DPD, the simulation of liquid-vapor interfaces is restricted. But liquid-liquid and solid-

liquid interfaces can be simulated. So Flory-Huggins theory of polymer solution can be applied in

this case. By Flory-Huggins theory the free energy of mixing of a binary solution can be calculated.

If each repeating unit of a polymer is considered as a lattice point connected with other lattice

points through bonds then Flory-Huggins theory can be applied to binary polymer solution also.

The expression for free energy per lattice site for a two component system is given by

FAB
kBT

=

(
φA
NA

)
lnφA +

(
φB
NB

)
lnφB + χφAφB (2.28)

where φA and φB are the volume fraction for beads of type A and B, respectively. NA and NB are

the number of segments per A and B molecule. All the lattice points are assumed to be occupied

implicitly, and hence satisfy the relation φA + φB = 1.

Groot and Warren [19] suggested that the interaction parameter aAB of conservative force can be

mapped onto Flory-Huggins χ parameter by linear equation. If number of segments per A and B

molecule is same (NA=NB) then the expression for Flory-Huggins parameter χ comes out to be

χ =
ln[(1− φA)/φA]

1− 2φA
(2.29)

Equation 2.29 is valid if the similar types of beads interact via same interaction parameter i.e.

aAA=aBB. The linear relationship between Flory-Huggins χ parameter and ∆a ( aAA-aBB) as

formulated by Groot and Warren [19] for different number densities is given by

χ = (0.286± 0.002)∆a (ρ = 3)

χ = (0.689± 0.002)∆a (ρ = 5)

For polymeric system of chain length ranging from 2 to 10, Groot and Warren [19] calculated the
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linear relationship between excess repulsion parameter ∆a and χ as

χ = (0.306± 0.003)∆a (ρ = 3) (2.30)

Using informations obtained from experiment or atomistic simulations, Flory-Huggins parameter

(χ) can be calculated from Hildebrand solubility parameter δ. The relationship between χ and

Hildebrand solubility parameter δ has the following form

χ ≈ Vavg
RT

(δA − δB)2 (2.31)

where Vavg is the average molar volume of beads A and B. Hildebrand solubility parameter δ can

be calculated from experiment or simulations. In absence of experimental information atomistic

MD simulations can be performed to calculate cohesive energy density (CED) from molar enthalpy

of vaporization (non-bonded energy) and molar volume. The equation to get Hildebrand solubility

parameter is given by

δA =

(
∆HA

Vm,A

)1/2

= (CEDA)1/2 (2.32)

where ∆HA and Vm,A are the molar enthalpy of vaporization and molar volume of molecule A,

respectively. Thus calculating Hildebrand solubility parameter from simulation or experiment one

can estimate χ and then building the relationship between χ and ∆a by the procedure suggested

by Groot and Warren [19] ∆a (i.e. aij-aii) can be obtained.

To develop the parameters and analyze the results we have used self-written codes/scripts. Anal-

yses such as partial densities, mean square displacement, bundle size analysis, structure factor,

shape and size anisotropy, interfacial energies, orientation paramaters have been performed by

self-written as well as in-house codes.
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Chapter 3

————————————————————

Structure and dynamics of polycarbonate-CNT

composite

————————————————————

We report the structural and dynamical properties of polycarbonate-CNT composites obtained

by performing all atomistic molecular dynamics simulations. The necessary force fields for CNT

and polycarbonate have been calculated and validated. The detailed study of the interactions be-

tween CNT atoms and different polycarbonate moeties has been performed and discussed. The

diffusivity of matrix has been studied at different temperatures. The dynamics of CNTs in the

polycarbonate matrix is explored. The bundling of CNTs has been observed. The mechanism of

bundling is elucidated.
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3.1 Introduction

For the past few years carbon nanotube (CNT)-polymer composites have become an impor-

tant field of study due to the improved structural and mechanical properties and the wide scope of

applications in material sciences. A great deal of study, experimental as well as theoretical, has

been performed and is going on this field to explore and analyze the structure and dynamics of

nanocomposites. Polycarbonates are widely used as plastic material and have become very im-

portant industrially due to its good thermal and electrical resistivity and transparency. It has been

observed that incorporation of CNTs in the polymer matrix can significantly enhance mechanical

(strength and stiffness), thermal and electrical properties of polymer and thus CNTs can be used

as potential reinforcing agent [1–8]. CNTs in polymer matrix provide large interfacial area and the

nature of interactions in this interface region plays crucial role in determining the improvements in

mechanical and dynamical properties of nanocomposites.

Polycarbonate nanocomposites were first synthesized by Zhao et al. [9] by solution mixing and

were characterized by Raman spectroscopy. Potschke et al. [10] investigated distribution and align-

ment of CNT in polycarbonate composites by statistical analysis of TEM (transmission electron

microscopy). The correlation function was used to measure CNT clustering quantitatively and to

derive local orientation factors. The study revealed that CNT clustering can enhance electrical con-

ductivity. Starr et al.[2] have investigated the influence of shape of nanoparticles on the viscosity of

polymer-nanoparticle melt mixtures at high temperature and tensile strength in the ideal glass state

by coarse-grain MD. Ruoff et al. [11] studied the sheathing of polymer in MWCNT-polycarbonate

composites by SEM. They have found out substantial evidence that suggests multiple polymer

layers sheath nanotubes giving direct evidence for tube-polymer interaction. Argon et al. [12] per-

formed quasi-static simulation on glassy Bisphenol A polycarbonate with a static atomistic model

to investigate the phenylene ring flip, conformational changes associated with the carbonate group

and the influence of the cooperative effect on main-chain dynamics. Fan et al. [13] used modified

version of Dreiding force field. The validity of this modified force field obtained by optimization

of few parameters by ab initio calculations was tested on a model polycarbonate compound and

matched with crystallographic data. To propose a mechanism for the infrequent phenyl ring π-flips
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in polycarbonate was a challenging job. For this, instead of Newton’s equation, Whitney and Yaris

[14] have used Langevin equation as the equation of motion to simulate phenyl ring flips in glassy

polycarbonate. Eilhard, Zirkel and co-workers [15] combined neutron scattering and computer

simulations to gain deeper insight into the structure of polycarbonate melt. For simulation they

have introduced coarse graining to get a mesoscopic model from atomistic model. Meyer et al.

[16] developed two all-atom force fields for Diphenyl Carbonate (DPC) which is the main build-

ing block of the polycarbonate. One was derived from Hartree-Fock calculations and other was

from DFT calculations. Then they have performed simulation using these force fields separately

to evaluate the structure and dynamics of liquid DPC over a wide temperature range and compared

the data obtained by these two force fields. Müller-Plathe et al. [17] proposed a new mechanism

for diffusion of phenol molecules in bisphenol-A-polycarbonate melt using MD simulation. This

mechanism is different from that of smaller gaseous molecules which are known to penetrate the

polymer matrix by hopping between pre-existing voids. The analysis revealed a transition from

hopping diffusion towards more continuous diffusion at higher temperatures than 500 K. Kremer

et al. [18] used coarse-grained MD simulations of polycarbonate to investigate chain dynamics,

intramolecular structure, determination of entanglement molecular weight etc.

Polymer nanocomposites are the new materials and getting lot of attention due to its tunable prop-

erties by changing the mixing ratios and mixing procedure of nanoparticles in the polymer matrix.

Study of structural and dynamical properties of CNT-polycarbonate composite was not done before

theoretically. In this thesis we have studied the structure and dynamics of nanocomposites by sim-

ulating single wall carbon nanotube SWCNT-dispersed monomers and trimers of polycarbonate

by fully atomistic molecular dynamics (MD) simulation. In experiments [19–25], it is quite com-

mon feature of CNTs to agglomerate due to strong cohesive force between CNTs. No studies on

the mechanism and energetics of bundle formation of SWCNT in the monomeric and oligomeric

polycarbonate matrix have been done till now. We have explored the mechanism and energetics

(energetics described in the next chapter) of bundling of CNTs in the matrix for the first time to

the best of our knowledge.
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Figure 3.1: (a) Structure of monomer unit with atom numbering as used in the text. Hydrogen
atoms carry the label number of carbon atoms they are attached to. (b)Structure of trimer unit.

3.2 Computational Details

Molecular Dynamics (MD) simulations of pure monomer and trimer of amorphous polycarbonate

and systems mixed with different molecular weight percentages of SWCNT have been studied with

an all atom force field using MD code GROMACS 4.0.7 [26, 27]. The total potential energy we

have used is the sum of harmonic bond angle potential, proper dihedral potential with both peri-

odic and Ryckaert-Bellemans [28, 29] forms, improper dihedral potential, non-bonded interactions

consisting of Lennard-Jones potential and point-charge electrostatics. As discussed above Meyer

et al. [16] and Müller-Plathe et al. [17] studied the properties of Diphenyl Carbonate (DPC) and

Bisphenol-A (BPA) respectively. Most of the bonded and non-bonded parameters are taken from

these two papers. Meyer et al.[16] developed two sets of partial charges and proper dihedral param-

eters for diphenyl carbonate (DPC) and studied physical properties using two sets of parameters.

We have adopted the second set of the force field parameters (which they have recommended) for

that part of our monomer structure (Figure 3.1a) which is similar to the diphenyl carbonate. For

the isopropyl part of monomer (fig. 3.1a), we have taken parameters (except partial charges) from

Müller-Plathe et al.[17]. For the determination of partial charges for isopropyl group, we have

calculated electrostatic potential (ESP) with B3LYP and 6-311G** basis set (same as Meyer et al.

has done for DPC) using GAUSSIAN 09 [30]. We have adopted partial charges for the atoms of
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isopropyl group and for C7, C8, C9 from this calculation. For the rest of the atoms, we have kept

the partial charges intact as reported by Meyer et al. for DPC. Some partial charges are adjusted

carefully to maintain overall charge neutrality for monomer and trimer units.

All the force field parameters used for monomer and trimer are given in Table 3.1-3.5. The bond

angle and angle constants of C4 − C7 − H7 and C8,9 − C7 − H7, the proper dihedral (Ryckaert-

Bellemans) parameters are taken from OPLS [31, 32] force field. We have excluded all 1-4 non-

bonded interactions and kept bond lengths constant in accordance with Meyer et al. [16] For CNT

we have used OPLS [31, 32] force field parameters. Charges on the atoms of nanotube are taken

as zero.

We have prepared system of pure monomers at 500 K and gradually cooled down by 20 K to 380

K. Simulated annealing is performed by raising temperature from 500 K to 1000 K and cooling

down to 500 K with the steps of 25 K and annealing time of 25 ps. Approximately 2%, 5% and

10% by molecular weight of SWCNT-monomer mixtures are prepared at temperatures 500 K, 480

K and 460 K. 2%, 5% and 10% mixtures contain 5, 10 and 15 SWCNTs respectively. We have

taken a zig-zag single walled CNT of diameter 4.69 Å and length 40.7 Å consisting of 240 atoms.

We have used Berendsen [33] thermostat with coupling time of 0.2 ps and Berendsen barostat with

pressure of 1 bar. Isotropic pressure coupling is used with coupling times of 1.5 ps. Periodic

boundary conditions are applied in all three directions for all the systems. Bond lengths are kept

constant using LINCS algorithm [34]. Reaction Field electrostatics is used with cut-off length 1.2

nm and dielectric constant, εRF = 3.5. Integration time step is 2 fs. The monomeric systems are

pre-equilibrated for 1 ns, equilibrated for 10 ns and final production run is performed for another

10 ns at three different temperatures.

For trimer, we have prepared the pure trimer system at 520 K, 500 K, 490 K, 480 K, 460 K and 440

K. Simulated annealing is performed to sample the phase space properly because of long chains of

the oligomers. In simulated annealing the temperature is raised from 500 K to 900 K and cooled

down to 500 K with the step of 40 K. The annealing time for each step is 400 ps. Systems are

equilibrated for 40 ns and production-runs are performed for additional 50 ns. 2%, 5%, 10% of

SWCNT-trimer mixtures are also prepared at 500 K, 480 K and 460 K in the similar way. The
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Figure 3.2: (a)Density of pure monomer as function of temperature along with the theoretical
and experimental densities of DPC. (b) Density of pure trimer as function of temperature with
experimental value of density of polycarbonate.

number of CNTs in three different mixtures are same as in case of CNT-monomer mixtures. These

mixed systems are subjected to equilibration run for 30 ns and production run for additional 20 ns.

Temperature coupling is used with coupling times of 0.1 ps. All other control parameters for MD

are same as in the case of the monomer systems.
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Figure 3.3: Natural logarithm of diffusion coefficients as a function of inverse of temperature for
pure trimer.

3.3 Validation of Force Field

To validate the force fields, we focused on two properties to examine, density and glass transition

temperature. We have calculated the densities at different temperatures and plotted as a function

of temperature for both pure monomer (Figure 3.2a) and trimer (Figure 3.2b) and compared the

densities with the densities (both experimental and theoretical) of Diphenyl carbonate (DPC) as
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reported by Meyer et al. [16]. From Figure 3.2a, we can see that DPC has higher densities (both

experimental and theoretical) than the densities of pure monomer we have calculated theoretically.

But in case of pure trimer system, when we have done linear fitting of the density as a function

of temperature plot between 490 K and 440 K and extrapolated it (Figure 3.2b), the extrapolated

straight line passed very close to the experimental density of polycarbonate [35] at room temper-

ature. To find the glass transition temperature and compare with the experimental value, we have

calculated diffusion coefficients at different temperatures for pure trimer system. The experimental

glass transition temperature for polycarbonate is 418-432 K [36–38]. To find the diffusion coeffi-

cient of trimer, at each temperature mean square displacement (MSD) is plotted for every 10 ns of

trajectory starting from 40 ns to 90 ns and then averaged over to get an average MSD reported in

Figure 3.4.
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Figure 3.4: Average MSD plots of pure trimer at different temperatures.

Natural logarithm of diffusion coefficients as a function of inverse of temperature has been shown

in Figure 3.3 and linear fitting has been done between 520 K and 490 K and another between 490

K and 440 K. In Figure 3.3, it is observed that a steep decrease in diffusion coefficient starts near

490 K which indicates that the glass transition temperature is near to 490 K. In comparison to the

experimental glass transition temperature for polycarbonate, the deviation is less than 15%. As we

are simulating oligomeric polycarbonate the 15% deviation in glass temperature is acceptable.
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Table 3.1: LJ and coulombic potential parameters

atom σ/nm ε/kJ mol−1 qi/e
Os 0.300 0.712 -0.308
Co 0.340 0.360 0.630
O 0.296 0.880 -0.378
C1,1′ 0.355 0.294 0.294
C2,2′,6,6′ 0.355 0.294 -0.210
C3,5 0.355 0.294 -0.190
C3′,5′ 0.355 0.294 -0.042
C4 0.355 0.294 -0.096
C′4 0.355 0.294 -0.133
C7 0.3207 0.3519 0.234
C8,9 0.350 0.336 -0.186
H2,2′,6,6′ 0.242 0.126 0.126
H3,5 0.242 0.126 0.125
H3′,5′ 0.242 0.126 0.091
H′4 0.242 0.126 0.091
H7 0.257 0.210 -0.012
H8,9 0.257 0.210 0.040
∗ Atom names are used as in Figure 3.1a in the thesis.

Table 3.2: Bond distances

bond constraint distance/nm
Co-O 0.118
Co-Os 0.132
Os-C1 0.139
Caro-Caro 0.139
Caro-Haro 0.108
Caro:4-Cali:7 0.154
Cali:7-Cali:8,9 0.154
Cali:8,9-H8,9 0.110
C7-H7 0.110

Souvik Chakraborty 38 CSIR-NCL



Ph.D Thesis AcSIR

Table 3.3: Bond angle and angle constants

bond angle θ0/◦ kθ/kJ mol−1rad−2

Os-Co-Os 108.00 418.80
Os-Co-O 126.00 418.80
C1-Os-Co 121.40 418.80
C2,6-C1-Os 120.00 418.80
Caro-Caro-Caro 120.00 376.60
Caro-Caro-Haro 120.00 418.80
Caro:4-C7-C8,9 109.45 376.60
Caro:4-C7-H7 109.30 292.88
C8-C7-C9 109.45 376.60
C8,9-C7-H7 110.70 313.80
C7-C4-C3,5 120.00 376.60
C7-C8,9-H8,9 109.45 366.90
H8,9-C8,9-H8,9 109.45 306.40
Caro-Cali-Caro 109.45 376.60

Table 3.4: Proper dihedral parameters

proper dihedrals (Periodic) φs/deg kφ/kJ mol−1 multiplicity
Os-Co-Os-C1′ 180 11.0 2
C1-Os-Co-O 180 11.0 2
Co-Os-C1-C6′ 180 0.75 2
C6-C1-Os-Co 180 0.75 2
Caro-Caro-Cali-Caro 0.0 0.5 4

Table 3.5: proper dihedrals (Ryckaert-Bellemans)

proper dihedrals (Ryckaert-Bellemans) k(0) k(1) k(2) k(3) k(4) k(5)
C8-C7-C4-C5 0.00 0.00 0.00 0.00 0.00 0.00
C4-C7-C8,9-H8,9 0.9665 2.8995 0.00 -3.86601 0.00 0.00
Cali-Cali-Cali-Hali 0.6276 1.8828 0.00 -2.51040 0.00 0.00
∗ units are in kJ mol−1
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Table 3.6: Improper dihedral parameters

Improper dihedrals ξ0/deg kξ/kJ mol−1

Caro-Caro-Caro-Caro 0.00 167.4
Caro-Caro-Caro-Cali 0.00 167.4
Caro-Caro-Caro-Haro 0.00 167.4
Caro-Caro-Caro-Os 0.00 167.4
Co-Os-Os-O 0.00 167.4

3.4 Results and Discussion

3.4.1 Structural Properties

To investigate the structural environment around CNT in monomer and trimer mixtures, radial dis-

tribution function (RDF) is calculated between CNT’s carbons and four types of atoms of monomer

and trimer: carbonyl oxygen, carbonyl carbon, bridge oxygen and aromatic carbon at 500 K for

three different mixtures (2%, 5%, 10%) depicted in Figure 3.5 and Figure 3.6. For 2% mixtures of

both monomer and trimer, we see that minima of first peaks for carbonyl oxygen, bridge oxygen,

carbonyl carbon and aromatic carbon are approximately at 0.45 nm, 0.65 nm, 0.70 nm and 0.70 nm

respectively. For carbonyl oxygen, second minimum is at around 0.66 nm. For carbonyl carbon,

second minimum is observed at around 1.05 nm. For 5% and 10% mixtures also, these distances

are almost same. The structural environment around CNTs is not changing with CNT content and

it remains same if we go from monomer to trimer matrix. The absence of any sharp peak in RDF

plots indicates that the interaction between CNT carbons and these four types of atoms of matrix

molecules is less attractive in nature. There is almost no wetting of molecules and therefore, CNTs

have high tendency to self-assemble which leads to the formation of bundles.
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Figure 3.5: RDFs between carbonyl oxygen of monomer and CNT carbons, bridge oxygens of
monomer and CNT carbons, carbonyl carbons of monomer and CNT carbons, aromatic carbons of
monomer and CNT carbons. (a) 2% mixture, (b) 5% mixture, (c) 10% mixture.
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Figure 3.6: RDFs same as figure 4 but for CNT-trimer composite system. (a) 2% mixture, (b) 5%
mixture, (c) 10% mixture.
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3.4.2 Mean Square Displacement

The dynamical as well as rheological properties of polymers incorporated with nanomaterials have

been studied previously experimentally and theoretically[1–3, 39]. Wei et al.[39] studied the dif-

fusion behaviours of pure polyethylene (PE) and CNT-polyethylene composite by molecular dy-

namics (MD) using united atom force field and found out that diffusion coefficient of polyethylene

has increased from pure polymer to CNT-polymer composite at a fixed temperature. They have

explained it on the basis of thermal expansion coefficient. Increased thermal expansion of com-

posite enhanced the diffusivity of the polymer above glass transition temperature. Their study also

showed that with increase in temperature diffusion coefficient of polymer increases for both pure

and mixed systems. Figure 3.7a and 3.7b show the mean square displacement (MSD) of center

of mass of monomer and trimer respectively in different mixtures at three different temperatures.

The slope of the graph is decreasing with decrease in temperature for a fixed percentage mixture.

Due to the decrease in kinetic energy of molecules with the decrease of temperature, diffusivity

of molecule gets lowered. The slope of MSD graphs (Figure 3.7a and 3.7b) also decreases with

the increase in CNT content in the matrix. Interestingly pure monomer and trimer systems has

lower slopes for MSD than 2% CNT-monomer/trimer composites. To compare the self diffusion

behaviour of the centres of masses of the monomer and the trimer in pure system and three differ-

ent mixtures of CNT-monomer and CNT-trimer at three different temperatures, we have calculated

diffusion coefficients from the average MSD (Figure 3.7a and 3.7b) calculated from 5 sets of 2 ns

trajectories of production run . When we compared the diffusion coefficients of pure monomer and

2% mixture at different temperatures we have observed the increase in the diffusion constant, as

reported in Table 3.7. In case of trimer systems (Table 3.8), increase in diffusion coefficients is also

observed when we have compared between pure and 2% mixture system. However, with the in-

crease in CNT content i.e. in 5% and 10% systems, the diffusion constant for monomer and trimer

decreases. For 5% and 10% mixed systems, glass transition temperature may have increased (glass

transition temperature of pure trimer is 490 K) and this may be a reason for the decrease of diffu-

sion coefficient. As it is computationally costly to simulate different mixed systems for wide range

of temperatures, the investigation of glass transition temperature for mixed systems has not been
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Table 3.7: Diffusion Coefficients of monomer (10−5 cm2/s)

Temperature (K) Neat monomer 2% 5% 10%
500 2.0914±0.0479 2.2124±0.0545 2.1407±0.0285 1.9543±0.0922
480 1.7273±0.0985 1.8090±0.0646 1.7569±0.0551 1.6047±0.0372
460 1.3153±0.1020 1.4869±0.0299 1.4198±0.0325 1.3647±0.0657

Table 3.8: Diffusion Coefficients of trimer in 10−5 cm2/s

Temperature (K) Neat trimer 2% 5% 10%
500 0.0737±0.0053 0.0757±0.0030 0.0683±0.0013 0.0581±0.0031
480 0.0473±0.0073 0.0518±0.0015 0.0455±0.0023 0.0368±0.0024
460 0.0247±0.0020 0.0282±0.0011 0.0247±0.0017 0.0182±0.0011

performed presently. In experiments, viscosities of different polymers embedded with nanoparti-

cles or CNTs or nanofibres have been studied [1, 3]. As it is difficult to measure viscosity with

accuracy by fully atomistic molecular dynamics, we have not investigated viscous properties here.

To get better statistics of diffusivity of CNTs (as the number of CNT is less) we have plotted

MSDs of CNTs at 2 ns intervals for 10 ns of production run and averaged over both in case of

monomer (Figure 3.8a) and trimer (Figure 3.8b) matrices. In case of monomer matrices (Figure

3.8a), MSD plots are showing that diffusivity of CNT decreases with increasing CNT percentage

at a particular temperature. For 10% mixtures diffusivity is quite low and this fact can be attributed

to the high tendency of bundle formation by the CNTs. In case of trimer matrices (Figure 3.8b),

the diffusivity of CNT is lower than that in monomer. For initial 100-120 ps the MSD plots are

showing parabolic nature. This may be due to the fact that the trimer matrices have acquired some

glassy behaviour at these three temperatures and due to repulsive interaction between CNT and

polymer, within this very short time period CNTs follow the path like straight line with constant

velocity before facing collision with other CNTs. CNTs are also confined in the molecular matrix.

Monomer matrix is much liquid-like but the trimer matrix can create lot of confinement due to its

long chains. Therefore MSD of only one of the CNTs over 10 ns production runs for each mixture

at three different temperatures have been shown in Figure 3.8c and 3.8d for both monomer and

trimer systems respectively. The graphs are quite non-linear in pattern and some of them cross
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Figure 3.7: MSD plots for pure, 2%, 5%, 10% mixtures for (a) monomer, (b) trimer at 500 K, 480
K, 460 K.

each other. This behaviour of diffusion of CNTs indicates the confined motion of CNTs in the

matrices.

Like in monomer matrices, diffusivity of CNTs is decreasing with higher CNT content. The prob-

ability of bundle formation increases with higher number of CNTs and therefore, the diffusivity

of CNT gets decreased. While investigating the dynamics of CNTs in the matrix for monomer

systems we have found out that CNTs are aligned in parallel fashion and agglomerating with each

other. In 10% mixture of monomer, we have clearly observed the formation of bundles and align-

ment of CNTs in parallel fashion. The agglomeration of CNTs in polymer composite is reported

experimentally[19–25]. Due to high cohesive energy CNTs tend to agglomerate in polymer melt.

This bundle formation phenomena propelled us to investigate the mechanism associated with and

the energetics which can explain the alignment and agglomeration of CNTs in composite.

3.4.3 Bundle Formation: Mechanism

To represent the mechanism of bundle formation and the structural changes in the CNT-monomer

interface regions while bundle formation is going on (when equilibrating the system), we have

examined the structural changes surrounding CNTs. For this we have chosen 1-21 ns trajectory of

10% mixture of monomer-CNT at 500 K as this system consists of maximum number of CNTs.

To examine the probability that the centre of masses of CNTs are coming closer with time, the
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Figure 3.8: MSDs at 500 K, 480 K, 460 K for 2%, 5%, 10% mixtures for (a) all the CNTs in 2
ns intervals averaging over 10 ns in monomer matrix, (b) all the CNTs in 2 ns intervals averaging
over 10 ns in trimer matrix, (c) only one of the CNTs in monomer matrix for 10 ns of production
run, (d) only one of the CNTs in trimer matrix for 10 ns of production run.
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Figure 3.9: Probability of CNT centre of masses coming within the distance of 2 nm as a function
of time.

cut-off distance between the centre of masses of CNTs is taken as 2 nm which is a reasonable

approximation to explore bundling formation phenomena. At each frame the distances between all

the CNTs have been calculated and the number of distances whose value falls below 2 nm were

calculated and divided by the total number of probable distances. Figure 3.9 represents how the

probability that the centre of masses of CNTs coming closer is changing with time. We can see

that the probability is increasing with time which indicates that the CNTs are coming close to

each other with time leading to the bundle formation. Figure 3.10 shows the change of average

angle between the CNTs with time. For this, each CNT is represented by a vector and angles

between the vectors were calculated at each frame only if the centre of mass distance between the

corresponding CNTs comes within cut-off distance of 2 nm. It shows that average angle is rapidly

decreasing with time and comes close to zero degree after 3-4 ns. Thus, it is clear that CNTs are

not only coming close to each other with time, also they are aligning in a definite pattern which is

parallel arrangement. Figure 3.11 represents the distribution of angles between the CNTs over 10

ns of production run considering the same cut-off distance between the centre of masses of CNTs.

Distinct peak appeared near 2◦ indicates clearly that the CNTs have high tendency to be aligned

parallel while agglomerating. In Figure 3.12, a snapshot of equilibrated CNT-monomer system

showing the bundle formation has been depicted.

The structural changes at CNT-monomer interface during bundle formation has been investigated.

We have selected four types of atoms of monomer (carbonyl oxygen, bridge oxygen, carbonyl
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Figure 3.10: Change of average angle between the CNTs with time.
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Figure 3.11: Distribution of angles between the CNTs for 10 ns production run of 10% at 500 K.

carbon and aromatic carbon) to see how their spatial proximity with carbon atoms of CNT changes

with time. Each carbon atom of CNT is considered as the centre of a sphere with a definite radius

within which the change of average number of various atoms of monomer is determined. For

carbonyl oxygen, bridge oxygen, carbonyl carbon and aromatic carbon of monomer, graphs of

radial distribution function with respect to the CNT carbon have been reported in Figure 3.5 and

3.6. For each type of atoms, the distances at which the minima of first peaks (first solvation shell)

have appeared in radial distribution plots are considered as the radius of the corresponding sphere.

For a particular type of atom, the distances from each CNT carbons are calculated. Only those

atoms are recognized whose distances from CNT carbon fall within the defined radius at each time

frame.
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Figure 3.12: Snapshot of bundle of nanotubes in equilibrated 10% monomer matrix at 500 K.

Figure 3.13 shows the change of average number of four types of atoms with time. All the four plots

are showing that average number is decreasing with time as CNTs are coming closer to each other

to form bundles. In case of carbonyl oxygen (Figure 3.13a), we can see that the average number is

quite less than other three types of atoms at initial time and its decrease with time is small compared

to other. Due to less attractive interaction between CNT carbons and carbonyl oxygens the number

of carbonyl oxygens present in first solvation shell of CNT carbons is very less and hence the

decrease of the number of carbonyl oxygens during bundle formation is also insignificant. For

bridge oxygen (Figure 3.13b), carbonyl carbon (Figure 3.13c) and aromatic carbon (Figure 3.13d)

the decrease in number with time is significant compared to carbonyl oxygen. The number of

bridge oxygen atoms show higher decrease than carbonyl oxygens. Carbonyl carbon and aromatic

carbon have almost similar trend and they have greater average value than both bridge oxygen

and carbonyl oxygen. This comparison gives an idea how these four types of atoms participate in

structural changes around CNT carbons in bundle formation process.
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Figure 3.13: Change in average number of (a) carbonyl oxygen, (b) bridge oxygen, (c) carbonyl
carbon, (d) aromatic carbon with time during bundle formation in 10% CNT-monomer mixture at
500 K.

3.5 Conclusions

Molecular dynamics simulation has been performed on pure and CNT mixed systems of monomer

and trimer of polycarbonate at different temperatures. The structural environment remains intact

for both monomer and trimer at three different mixtures of CNTs at three different temperatures

(500 K, 480 K, 460 K). RDF plots indicate that less attractive interaction between the carbons of

CNT and atoms of matrix molecules predominates in the composite. Investigation of the diffu-

sion behaviour of solvent molecules in different mixtures reveals that with increasing percentage

of CNT at a fixed temperature, the diffusivity of solvent molecules decreases. MSD graphs of

individual CNTs showed much non-linearity due to their confined motion and bundle formation of

CNTs has been observed in monomer matrices prominently in case of 10% mixture. Then we have

looked into the details of bundle formation mechanism analysing 10% mixed system at 500 K.
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Chapter 4

————————————————————

Energetics of CNT bundling

————————————————————

The energetics of the bundling of CNTs has been explored. The Umbrella Sampling simulation

technique has been applied to study free energy calculations of the bundling process. Two types

of CNT bundling approaches have been consodered: parallel and perpendicular and the respec-

tive free energy changes are computed in monomer and trimer of polycarbonate matrices (both in

monomer and trimer).
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4.1 Introduction

In the last chapter it has been observed that CNTs form bundle when incorporated with high

concentration (10%) in polycarbonate matrix. The mechanism of bundling also has been discussed

in details. Then, naturally, the next impotant query that obviously comes in is the energetics of

the bundling phenomena. Molecular dynamics (MD) provides us robust machinery to explore the

energetics associated with a molecular process like self-assembly. To explore bundling energetics

umbrella sampling which is one of the widely used techniques is applied to calculate free energy

change.

Umbrella sampling simulations are used to determine the free energy change (∆G) associated with

an event along a reaction coordinate, ξ [1–3]. This technique is useful in determining the binding

energies and macromolecular interactions [4–13]. By umbrella sampling, a biasing potential is

added to the Hamiltonian of the system to improve the sampling of the conformational space which

are insufficiently sampled. A series of configurations is generated along a reaction coordinate, ξ,

between two interacting species one of which is considered as a reference and the other one is

subjected to a biasing potential. The species under biasing potential takes up different positions

with increasing centre of mass distance from the reference point. With the increasing centre of

mass distances, few configurations are extracted which are called “sampling windows”. Then for

each window, independent simulation is performed to generate an ensemble of structures along the

reaction coordinate. From each of this independent simulation, potential of mean force (PMF) is

calculated and assembled over all the adjacent windows along the reaction coordinate by weighted

histogram analysis method (WHAM) proposed by Kumar et. al. [14]. Gibb’s free energy, ∆G is

calculated from the PMF curve.

To find the energetics of the bundle formation, umbrella sampling has been performed on the

CNTs in both monomer and trimer matrices. It is also interesting to investigate how binding

energy between CNTs changes if we go from monomer to trimer matrix. We have taken two types

of arrangements of CNTs in the mixture and prepared two separate sets of rectangular boxes. In

one of the boxes, two CNTs are placed parallel to each other and in another one, they are placed

in a perpendicular fashion. The centre of mass distance is kept approximately 0.8 nm. The aim
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Figure 4.1: Potential of mean force (PMF) curves. (a) when pull is applied along z axis on one of
the parallel aligned CNTs in monomer matrix., (b) when pull is applied along z axis on one of the
perpendicularly aligned CNTs in monomer matrix., (c) when pull is applied along z axis on one of
the parallelly aligned CNTs in trimer matrix., (d) when pull is applied along z axis on one of the
perpendicularly aligned CNTs in trimer matrix.

of putting CNTs in two different conformations separately is to compare the corresponding free

energy changes associated with two different types of approaches: parallel approach of one CNT

to other one and the perpendicular approach of one to another in the composite. Each of the boxes

is elongated along z axis as one of the CNTs is pulled along z-axis. Initially we have equilibrated

the systems restraining two CNTs at their position for 10 ns for monomer matrix and 20 ns for

trimer matrix at constant pressure (NPT) of 1 bar. The temperature is maintained at 500 K using

Berendsen thermostat. All other parameters used are same as those used for CNT-monomer and

CNT-trimer mixed systems described in simulation details section. The structures generated at the

end of the equilibration are used as the starting configurations for pulling simulations.

The pulling simulation for each of the mixed systems (one with two parallel CNTs and another

with two perpendicular CNTs) has been performed. One CNT is position-restrained and the other
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Table 4.1: Binding free energies of CNTs from umbrella sampling in kcal mol−1

System Parallel Perpendicular
monomer -5.53 -1.72
trimer -39.27 -20.10

one is pulled along z axis with restraints along x and y axes. For monomer matrices, each of the

pulling simulations is carried out with a pull force constant 700 kJ mol−1 nm−2 and pull rate of

0.01 nm ps−1. For trimer matrices, pull force constant is 600 kJ mol−1 nm−2 and pull rate is 0.01

nm ps−1. The pull rates and pull force constants are optimized to get the best combination for

the systems. For each system, one CNT is pulled away from restraining one along z axis over

0.5 ns. From these trajectories, 250 windows have been extracted. To choose the starting window,

change in the centre of mass distances between two tubes along z axis are checked for each system.

The starting window is selected from the region of coordinate where the centre of mass distance

between the two CNTs has started increasing significantly and if in histogram of the configurations

within the sampling windows, there is sufficient overlap between the starting and the immediate

adjacent window. The last window for sampling is chosen until the plateau region in the potential

of mean force (PMF) curve (Figure 4.1) has been achieved. For parallel tubes in monomer matrix,

all the windows between 1.2-2.5 nm centre of mass distance are chosen and for perpendicular

tubes, windows are chosen with a gap of approximately 0.1 nm centre of mass distance between

1.2-2.5 nm. In trimer system with parallel and perpendicular tubes, windows are selected between

1.3-3.4 nm and between 1.2-2.5 nm respectively keeping approximately 0.1 nm gap. Each of the

windows has been subjected to 5 ns of MD run. Finally weighted histogram method (WHAM)

[14] is applied to get the binding energies.

The potential of mean force (PMF) curves (Figure 4.1) are obtained for each of the systems by

applying weighted histogram analysis method (WHAM) [14] on sampling windows for last 4.5

ns and free energy change (∆G) for each system is calculated and summarized in Table 4.1. The

difference between the minimum and maximum in PMF curve represents the free energy change

for the process under consideration. In Figure 4.1, we have observed all the PMF plots have

one maximum and one minimum points. In case of monomer matrices, we can observe there are
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Figure 4.2: (a) Histogram of sampling windows of monomer matrix with parallel nanotubes., (b)
Histogram of sampling windows of monomer matrix with perpendicular nanotubes., (c) Histogram
of sampling windows of trimer matrix with parallel nanotubes., (d) Histogram of sampling win-
dows of trimer matrix with perpendicular nanotubes.
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some local minima exist in the energy landscape (Figure 4.1a, 4.1b). But for trimer matrices these

local minima are not observed (Figure 4.1c, 4.1d). Histogram plots (Figure 4.2) show sufficient

overlap between the adjacent windows. In monomer matrix, ∆G for parallel tubes (Figure 4.1a)

is -5.53 kcal mol−1 and for perpendicular tubes (Figure 4.1b) it is -1.72 kcal mol−1. In trimer

system binding energy has increased significantly. ∆G for parallel tubes (Figure 4.1c) is -39.27

kcal mol−1 and for perpendicular tubes (Figure 4.1d) it is -20.10 kcal mol−1.

From the umbrella sampling, the energetics associated with bundle formation mechanism for CNTs

can be interpreted. Binding free energy is less for parallel alignment of nannotubes than perpen-

dicular in both monomer and trimer matrices. Interestingly binding free energy decreased signif-

icantly when matrix is changed from monomer to trimer. Interaction between CNTs and matrix

plays quite significant role in energetics of bundle formation. More polymeric solvent may enhance

the binding energy hence bundle formation.

4.2 Conclusion

To explore the energetics of bundle formation, umbrella sampling technique has been used. Bind-

ing energy of CNT placed in parallel to each other is less than that of perpendicular orientation.

Binding energies have been decreased from monomer to trimer mixture which indicates that poly-

merisation has a role to play in enhancement of binding energy. In future we can explore the

binding energies for higher oligomeric units and also for different polymers for comparisons. The

binding energies can be explored taking more number of CNTs and also for different aspect ratio

and chirality. The tendency of CNTs to form bundles leads us to believe that there is a high prob-

ability of formation of percolation network between the bundles in the polymer matrix which can

be explored with the help of multiscale modeling like coarse-graining which will be discussed in

the next chapter.
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Chapter 5

————————————————————

Mesoscale simulation of polycarbonate-CNT

composite

————————————————————

Mesoscale simulation of polycarbonate-CNT composite is presented. Dissipative Particle Dy-

namics (DPD) has been performed to explore large scale morphology and dynamics of compos-

ite systems. The important target is to map the parameters required for DPD simulations from

previously described all-atom simulations. So the Flory-Huggins theory is applied for necessary

mapping procedure and interaction parameters for DPD simulation of polycarbonate-CNT com-

posite have been calculated. The long range dynamics of bundles of CNTs is investigated by mean

square displacement. The bundling size analysis is performed with different loadings of CNTs in

polycarbonate.

60
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5.1 Introduction

As already discussed in the 3rd chapter that polycarbonate and CNT-dispersed polycarbonate

composites having attracted significant attentions among researchers are subjected to many experi-

mental and theoretical studies [2–10]. The dispersion pattern of CNTs in the matrix, the interaction

between polymer-CNT and CNT-CNT drive the extent of improvement of desired properties. Sim-

ulations have been used extensively to investigate the properties of polymers. Molecular dynamics

(MD) and Monte Carlo (MC) methods are widely used techniques to study structure and dynamics

of materials at atomistic level. These techniques can provide crucial insights about the nature of

interactions between nanotubes and polymer, and help us to understand the dynamics, structural

properties at great extent. But atomistic simulations are restricted in terms of length and time-scale

[11–14]. Thus atomistic simulations of large polymer chains can not effectively sample the phase

space for longer time and length-scale and thus, configurations often tend to confine at a local

minimum energy. So observation of large scale change of morphology, phase transformations is

difficult. Mesoscale simulation techniques can be used to overcome the length and time-scale re-

strictions and large number of particles can be simulated for much longer time to study equilibrium

morphology and structural properties effectively [13]. Dissipative Particle Dynamics (DPD) has

become quite popular recently as a mesoscopic simulation technique which has found large appli-

cations in various fields of materials. It has been used to study polymer-CNT composites [15–18],

morphology of block co-polymers used in fuel cell [19], micelle formation [20–22], polymer vis-

cosity [23], self-assembly of nanoparticles in polymer [24] etc. To apply DPD in polymer solutions

and investigate the thermodynamics of mixing of different polymeric materials Groot and Warren

[25] developed correlations between interaction potentials for DPD and Flory-Huggins theory of

polymer solutions.

Polycarbonate is a versatile, transparent, and tough plastic material used for many applications in

industry. It is a lightweight plastic material with quite admirable strength. This combination gives

polycarbonate edge over other polymer materials in terms of applicability. Its uses include compact

disks, eyeglasses, lenses, electronic devices, laptops, mobiles, automobile parts, outdoor fixtures,

chemical and medical equipments etc. encompassing almost all manufacturing and engineering
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fields. However, due to increasing demand of more efficient properties, pure polycarbonates are

gradually becoming less competent to cope up with the challenge of ongoing demand. So CNT-

reinforced polycarbonate composites have become more popular due to improved mechanical,

thermal, and electrical properties. Pure polycarbonate is a poor electrical conductor. However,

incorporation of small amount of CNT can enhance the conductivity by manifold [26–30]. This

property of polycarbonate CNT composite has found essential applications in order to dissipate

build-up charges in electronic equipments used in aircrafts, computers, cell phones, and various

portable electronic devices [1, 31]. Thus it can be used as antistatic coating in the devices for

this purpose. Polycarbonate-CNT composite can replace heavy metallic plates used in devices

to reduce weight and cost significantly due to improved stiffness [32]. The electrical conduc-

tivity of composite depends upon the morphology of CNTs in the matrix [3]. The efficiency of

the conduction depends on the extent of percolation network formed by the CNTs or nanofillers

[26, 33, 34]. So percolation of CNT plays important role in enhancement of conducting properties

of composite systems. Potschke et al.[3] investigated the electrical percolation network formation

by multi-walled CNT in polycarbonate melt experimentally. The dispersability of CNTs under dif-

ferent melt processing conditions is studied by them. The agglomeration and network formation

by nanotubes was observed and electrical percolation was studied by measuring conductivity using

dielectric spectroscopy. They have shown that low pressing speed and high temperature enhance

the agglomeration to form conductive percolation network. They have reported that the percola-

tion threshold can be achieved in between 0.5 wt% and 5 wt% filler concentration for different

kinds of multi-walled CNT. This experimental study of percolation of CNTs in polycarbonate pro-

pelled us to investigate percolation network, dynamics and distribution of aggregates of CNTs in

polycarbonate matrix theoretically. Theoretical investigation can help to get deeper insight about

the structure and dynamics of CNT in polymer matrix and produce important informations about

percolation network.

Previously, as described in chapter 3, all atomistic MD simulation of monomer and trimer of poly-

carbonate and small length CNT composites was performed to understand the local structuring

of monomer, dynamical properties of monomer, trimer and CNTs. Bundle formation phenomena
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have been observed from the same atomistic MD simulations and mechanism of bundle forma-

tion was investigated. Binding free energy of nanotubes have also been calculated and reported

in monomer and trimer matrices (in Chapter 4). In this chapter the mesoscopic simulations of

CNT-polycarbonate composite will be discussed. To simulate polycarbonate-CNT composite at

mesoscopic scale we have performed DPD simulations taking larger chain lengths of polymer and

nanotube. For DPD simulation, interaction parameters have to be calculated for the system under

investigation. In this work, we have calculated necessary parameter for our DPD simulation of

polycarbonate-CNT composite from atomistic molecular dynamics simulation. The relationship

between Flory-Huggins parameter and DPD repulsion parameter for CNT-polycarbonate compos-

ite has not been investigated before. So we have performed necessary calculations to establish the

relationship between Flory-Huggins parameter and repulsion parameter for CNT-polycarbonate

composite system. After parametrization, we have simulated composite systems consisting of large

number of particles with different CNT concentrations (2%, 5%, 10%) to investigate dynamics of

CNT in polymer matrix and bundle morphology in different concentrations. Mean square displace-

ment of nanotubes is investigated to explore the confined dynamics in the polymer matrix. Then

bundling of nanotube is studied at different filler content (2%, 5%, 10% CNT). Effect of bundling

on the dynamics of CNTs in polycarbonate matrix is examined in different concentrations. In 10%

mixture, percolation network is found to be formed by the nanotubes.

5.2 Computational Procedure

To calculate Flory-Huggins parameter from Hildebrand solubility parameter we have taken last

10 ns trajectory of atomistic simulation of pure monomer of polycarbonate at 500 K described in

chapter 3. We have estimated molar volume of monocarbonate by summing up Van der Waals vol-

ume of each atom and molar enthalpy of vaporization (31.37 kJ/mol) from nonbonded energy for

pure monomer system. Hildebrand solubility parameter (eq. 2.33) for monomer is estimated to be

9.86 (J/cm3)1/2. To calculate the solubility parameter of CNT, we have taken the CNT from atom-

istic simulation described in chapter 3. The molar enthalpy of vaporization of CNT is estimated

by calculating nonbonded energy (16.88 kJ/mol) of CNT in a pure CNT system using GROMACS

Souvik Chakraborty 63 CSIR-NCL



Ph.D Thesis AcSIR

O

O

O O

O

O

(a) (b)

Figure 5.1: (a) Structure of one monomer representing one mesoscale bead. (b) Structure of one
CNT representing four mesoscale beads.

4.0.7 [37, 38]. The molar volume of CNT is calculated from its length and radius by considering it

as a cylinder and adding up Van der Waals volume of nanotube atoms. The Hildebrand solubility

parameter (eq 2.33) for CNT is found to be 3.58 (J/cm3)1/2 (Table 5.2). Flory-Huggins parameter

(χ) is calculated as 7.7 from the solubility parameters obtained for monomer of polycarbonate and

CNT according to the eq 2.32.

Maiti et al.[15] investigated the dispersion pattern of CNT (15,15) in PMMA (polymethylmethacry-

late) by DPD simulation. For CNT-PMMA mixture, they have calculated Flory-Huggins χ param-

eter according to the eq 2.32. To compute excess interaction parameters (∆a) they have used the

equation 2.31 for ρ=3 proposed by Groot and Warren [25] for monomer-monomer mixture. But

we have established the relationship between Flory-Huggins χ parameter and ∆a for our specific

CNT-polycarbonate composite system. It is necessary because for our DPD simulation, one of the

components is rigid (CNT) and the other one is flexible (polymer). This difference in flexibilities

between the components can affect the extent of segregation in such composite systems. To get

the relationship between the Flory-Huggins χ parameter and excess repulsion parameter (∆a) to

be used for our DPD simulation of CNT-polycarbonate composite we have followed the procedure

described by Groot and Warren [25]. We have coarse-grained the monomer of polycarbonate (Fig-

ure 5.1a) as one DPD bead (B) and the CNT (Figure 5.1b) as four DPD beads (A). It is because of

the fact that volume of CNT is roughly four times of that of monomer in our atomistic simulations.

Then we have prepared a system consisting of equal number of A and B types of beads (50%-50%).

Molecule consisting of twelve beads is mapped for one CNT and the molecule consisting of three

beads represents one polycarbonate (oligomer) chain. The box consists of 24000 beads and num-

ber density(ρ) is kept as 3. The bond length is taken as 0.5 dpd unit and bond constant (Harmonic
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Hookean) as 100 kBT for both of CNT and polymer. The angle and angle constant (Harmonic) for

CNT are taken as 180◦ and 100 kBT , respectively to incorporate rigidity in bending of nanotube.

Maiti et al. [15] have used harmonic bond and angle potential with bond constant 20 kBT and

angle constant 40 kBT , respectively to incorporate rigidity to CNT. However, they have mentioned

that the values they have taken are 1-2 orders of magnitude smaller than the required values to

introduce bending stiffness and Young’s modulus of a real nanotube. To incorporate sufficient

stiffness to CNT we have taken both bond and angle constant as 100 kBT which is higher than

the values Maiti et al. have used. Cut-off radius rc is considered as 1.25 dpd unit. Interaction

parameter (aii) for similar type of beads is kept 25 kBT/rc. Temperature parameter is taken as

kBT=1. Mass of each bead is 1 dpd unit of mass. The dpd unit of energy is kBT . The friction

constant γ is taken as 6.75 which is used by Groot and Warren [25] for polymer solution. Systems

are subjected to mesoscopic simulation with NVT ensemble using DL MESO 2.5 [36] and force is

calculated by integrating with velocity Verlet algorithm. According to Groot and Warren [25], the

relationship between Flory-Huggins χ parameter and φA can be found from the eq 2.30. Groot and

Warren [25] also proposed the method to get relation between Flory-Huggins χ parameter and ∆a

in their paper and we have adopted that protocol. To get the relationship between Flory-Huggins

χ parameter and ∆a, partial density of A is calculated against the axis of the box along which

phase segregation has taken place. To calculate φA we have simulated the system for differnt ∆a

values. Repulsion parameter for similar beads (aii) is taken as 25 kBT/rc and aij is varied to vary

∆a. Timestep is chosen to be 0.02τ . The simulations are performed for 2×106 steps. Then par-

tial densities of A are estimated for different ∆a values. Then we have estimated Flory-Huggins

parameter by calculating φA by averaging over last 32000-40000 τ considering the homogeneous

region in density profile of A. The relationship between the Flory-Huggins parameter and ∆a is

linear as shown in (Figure 5.2). After fitting straight line to it we get the relation

χ = 0.028 ∆a (rc/kBT ) + 0.45 (5.1)

From this equation we have calculated ∆a by computing Flory-Huggins parameter obtained from

atomistic simulation. The χ value obtained from atomistic simulation is 7.7. As χ value is quite

larger than the intercept value, we have ignored the intercept part. The ∆a value is found to be 275

kBT/rc.
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Table 5.1: System Information

System Number of beads per chain 2% 5% 10%
Polycarbonate 60 4083 chains 3958 chains 3750 chains
Carbon Nanotube 20 250 chains 625 chains 1250 chains

Table 5.2: Hildebrand Solubility Parameter and Molar Volume for CNT and Monocarbonate from
Atomistic Simulation

System Bead solubility parameter (J/cm3)1/2 molecular volume (Å3)
CNT A 3.58 2175.94
Monocarbonate B 9.86 536.38

Now to simulate systems of 2%, 5% and 10% loading with CNTs of much higher length, a single

nanotube is represented by 20 beads. As polymer is generally much longer in length than nanotube,

so we have constructed the polymer with 60 beads. Repulsion parameter for similar beads (aii) is

25 kBT/rc and ∆a is taken as 275 kBT/rc. Systems are simulated (NVT ensemble) for 2×106

steps with timestep 0.02τ . All other parameters are kept same as mentioned above. The total

system size (total number of beads) in each case (2%, 5%, 10%) is taken as one fourth of a million

which is large enough to explore morphology of the components. Detailed information about the

systems is given in Table 5.1.

Mesoscale simulation is advantageous over classical MD because it can cross the barrier of length

and time-scale restrictions applied to classical MD. It is important to get an idea about the real

length and time-scale of DPD simulation. Schemes have been developed to represent DPD length

and time units in terms of real length and time units [39, 40]. Taking informations from our atom-

istic simulation we can convert the DPD unit of length and time to real units of length and time.

The cut-off radius rc is related to the volume of a bead by the relation[15, 39], rc = (ρ Vb)1/3

where ρ=3, and Vb=536 Å3 which is the volume of monomer of polycarbonate in our atomistic

simulation[35]. This leads to rc = 1.17 nm. In our DPD simulation, the length of the cubic sim-

ulation box is 43.67 in DPD unit. Thus, the real spatial dimension represented by the side of the

box is ∼ 51 nm. Groot and Rabone [39] proposed a relation between DPD unit of time and real

time by comparing diffusion rate of water beads with that of experimental values. The DPD unit of
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time τ is given by τ ∼ 25.7 N5/3
m [40] where Nm is the number of water molecules corresponding

to one DPD bead. In our DPD simulation, each bead corresponds to ∼18 (Nm) water molecules.

This yields τ ∼ 3177.2 ps and the time-step 0.02 τ is found to be 63.5 ps in real time. The DPD

simulations are performed for 2×106 steps. So our total simulation run corresponds to a real time

of ∼ 127 µs.

5.3 Results and Discussion

The bundle formation of CNTs in composite was observed in atomistic simulation study (Chapter

3)[35]. In this chapter we will discuss DPD simulation of polycarbonate-CNT composite with

different concentrations of CNT taking much larger chain of polymer and longer nanotubes aiming

to study bundling morphology of CNT at meso-scale regime. The morphologies of nanotubes in

equilibrated 2%, 5%, and 10% mixtures are depicted in Figure 5.3a, 5.3b, and 5.3c, respectively.

In 2% mixture, we can see that nanotubes form many small aggregates which are dispersed in a

discrete fashion all over the matrix. Nanotubes are found to form small bundles by aligning in

parallel fashion. In 5% mixture, relatively larger aggregates are formed than that in 2% mixture.

From snapshot (Figure 5.3b) it can be observed that apart from parallel orientations few nanotubes

perpendicularly orient themselves in big aggregates. However, in 10% mixture, the nanotubes are

found to aggregate in a very interesting fashion. Figure 5.3c shows that bundles of nanotubes

have formed long striped percolation morphology. To explore the dynamics of nanotubes during

bundle formation we have studied diffusivity of nanotubes at different time regimes by plotting

mean square displacement. Then bundle size of nanotubes in different concentrations is evaluated

to understand the relative bundling affinity in different nanotube concentrations.

5.3.1 Mean Square Displacements

In 10% mixture of CNT-monocarbonate solution, bundling formation phenomenon was observed

by atomistic MD simulation (described in Chapter 3). Mean square displacement (MSD) of nan-

otubes was also investigated. MSDs are found to be quite non-linear because of the presence of
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Figure 5.2: Plot of χ vs. ∆a.

significant confinement created by polymer chains. Here, in DPD simulation we have taken signif-

icantly large nanotube (20 beads) and much bigger polymer chain (60 beads). 2%, 5%, and 10%

nanotube-polymer mixture are prepared and equilibrated for 2×106 steps. In DPD simulations of

all of three types of mixtures, bundle formation of nanotubes is observed (figure 5.3) which indi-

cates high tendency of bundling of nanotubes even in small concentrations. Confined dynamics

of nanotubes in highly flexible polymer matrix with whom nanotube interacts repulsively leads to

the formation of bundles. As beads in DPD interact via soft interaction potential, entanglement

of polymer is not present and has no effect on the dynamics of nanotubes. Once nanotubes form

bundles their movement in the matrix is expected to become more restricted and thus diffusivity

should decrease. So to investigate how diffusivity get affected gradually as the bundle formation

takes place MSDs of nanotubes are plotted at regular intervals. MSDs are plotted at an interval of

4000 τ (τ is time in DPD unit) of the trajectory for three types (2%, 5%, 10%) of mixtures.

Figure 5.4a shows the mean square displacements of nanotubes for 2% mixture at each 4000 τ

interval. For first 4000 τ nanotubes are diffusing faster than later time intervals. This means that

initially when nanotubes are completely dispersed in the matrix their diffusivity is quite high and

as they come closer to due high cohesive energy their diffusivity get lowered as time of simulation

increases. Within MSD plot of first time interval we can see diffusion of nanotube is faster at the

very beginning of simulation. In the initial 800 τ , MSD is quite steeper (steep slope) and eventually

get decreased as the time increases in simulation. In case of 5% mixture (figure 5.4b), slope of the

MSD plot for first 4000 dpd time is quite high similar to the case for 2% mixture and after initial
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(a) (b)
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Figure 5.3: (a) Snapshot of a equilibrated 2% mixture showing bundles of nanotubes. (b) Snapshot
of a equilibrated 5% mixture. (c) Snapshot of a equilibrated 10% mixture showing percolation
network formation by nanotubes. Polymer is not shown for clarity.
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Figure 5.4: (a) MSD plots of nanotube for 2% mixture. (b) MSD plots of nanotube for 5% mixture.
(c) MSD plots of nanotube for 10% mixture. (d) MSD plots of nanotube for 2%, 5%, 10% mixture
for last 4000 τ .
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4000 τ slope of MSD drops to a large extent indicating loss of diffusivity of nanotubes due to

bundling. With respect to 2% mixture, the diffusivity at later parts of simulation time intervals

is quite low for 5% mixture. For 10% mixture (Figure 5.4c) almost similar trend is observed as

for 5% mixture. The slopes of MSDs become almost zero for 10% mixture as the equilibration

is achieved. This indicates that once nanotubes get bundled they become almost static with little

scope for diffusion.

To get an idea how concentration of nanotube affects the diffusivity we have plotted MSDs for last

4000 τ of trajectory of three different mixtues (Figure 5.4d). It shows that diffusivity of nanotube is

relatively higher for small concentration (2%) and as concentration increases diffusivity decreases.

For 5% and 10% mixtures, there is no marked difference in the diffusivity of nanotubes once

equilibration is achieved and most of the nanotubes get bundled.

5.3.2 Bundle Size Analysis

Nanotubes are found to form bundles in all 2%, 5% and 10% mixtures with different bundle sizes.

So investigation of bundle size distribution is important as it can help us to understand the effect

of concentration on the extent of bundle formation. To estimate bundle size, the distances among

the center of masses of nanotubes is calculated. Then, those nanotubes which are coming within a

cut-off distance are considered to form a single bundle. From the distance distribution of center of

masses of nanotubes calculated for last 100 frames of trajectory of 10% mixture (as 10% mixture

contains maximum number of nanotubes) the minimum of the first peak is obtained at 1.5 dpd unit

of length. So the cut-off distance is taken as 1.5 dpd unit of length. The number of occurrences of

bundle size is computed and plotted as a function of bundle size. The high probability of formation

of a particular bundle size is indicated by the high value of occurrence. Figure 5.5a, 5.5b, and

5.5c show the bundle size distribution in 2%, 5%, and 10% mixtures respectively. To explore the

evolution of bundle size as simulation time proceeds, distributions are calculated with an interval

of 4000 τ for last 20000 τ from the trajectories.

In case of 2% mixture (Figure 5.5a), the size of bundle varies from 3 to 52 with many highly

probable numbers coming between them at different time intervals. Bundles formed with small
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Figure 5.5: (a) Bundle size distributions of nanotubes for 2% mixture at different time intervals. (b)
Bundle size distributions of nanotubes for 5% mixture at different time intervals. (c) Bundle size
distributions of nanotubes for 10% mixture at different time intervals. (d) Bundle size distributions
of nanotubes for 2%, 5%, 10% mixtures calculated for last 8000 τ .
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number of nanotubes (less than 20) is highly probable. However, big bundles are found to be

abundant with sizes between 30 and 50. Distribution plots for 32000-36000 τ and 36000-40000

τ show significant probability to form bundles with 50 nanotubes. For 5% mixture (Figure 5.5b),

probable size of small bundles varies between 8 and 18. Relatively bigger bundles are formed with

the sizes varying between 25 to 35. Among larger bundles, the most probable size of bundles is

found to be around 74. Thus bundle size is definitely increased from 2% mixture to 5% mixture.

With increasing number of nanotubes the tendency of agglomeration gets enhanced as more num-

ber of nanotubes interact to create more favorable environment of bundle formation. 10% mixture

has the maximum loading of nanotubes among three mixtures and thus, nanotubes are expected to

form bigger bundles than both of 2% and 5% mixtures. Figure 5.5a, 5.5b, and 5.5c show that the

range of bundle size has indeed increased as concentration of nanotubes get increased from 2% to

10%. For 2% mixture the maximum bundle size is found to be 52. 5% and 10% mixtures have

maximum sizes of 87 and 133 respectively. For 10% mixture (Figure 5.5c) small bundles with

high probability are formed with 8 to 25 nanotubes, little bigger bundles have 30-40 nanotubes.

A high probability of forming bundles is found with the size of 70 and the probability remains

almost intact for last 20000 τ . This indicates at high concentration once a maximum bundle size is

attained in equilibrated system it tends to remain intact. Thus equilibrium morphology is attained

very fast.

For 5% and 10% mixtures small bundles are having almost same range of sizes with highest prob-

ability and the maximum number of nanotubes in highly probable bundles is found to be around

70-75. To get a clear idea how bundle size in equilibrated systems varies with nanotube concentra-

tion we have plotted bundle distribution (Figure 5.5d) of nanotube for 2%, 5%, and 10% mixtures

taking last 8000 τ of trajectory. Peaks in the distribution plots show that for 2%, 5% and 10% mix-

tures there is a high probability of forming big bundles with a number of nanotubes of 50, 74 and

69 nanotubes respectively. For 10% mixture, another probable bundle size is found to be around

122 and smaller bundles have formed in abundance with size 40. 5% mixture have highly probable

big bundles with around 74 nanotubes and smaller bundles contain around 9-30 nanotubes. 2%

mixture has high probability at 50 along with 32 to 38.

Figure 5.3a, 5.3b, and 5.3c show equilibrium morphologies of the bundles of nanotube formed
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in 2%, 5%, and 10% mixture respectively. These snapshots clearly indicate that the tendency of

forming big bundles increases with nanotube concentration. In 2% mixture (Figure 5.3a) the nan-

otubes are observed to form small bundles by aligning parallely among themselves. The bundles

are dispersed all over the matrix. Small bundles can diffuse in the matrix also. And as bundles

size grows with concentration the diffusivity of bundles diminishes. That can be reason for de-

crease in nanotube diffusion when matrix is loaded with higher loading of nanotubes. For 5%

mixture (Figure 5.3b) the bundles formed are bigger in size compared to 2% mixture and bundle

size calculation also conforms that. In case of 10% mixture (Figure 5.3c), nanotubes are found

to assemble parallely and form long stripes like morphology which confirms that the percolating

network is formed. The long stripes formed are also found to align parallel to each other. Thus,

in 10% mixture nanotubes have acquired suitable environment which led them to form percolation

network and it is also above the percolation threshold.

5.4 Conclusions

In this chapter, DPD simulations performed on polycarbonate-CNT composite systems with dif-

ferent nanotube concentrations to investigate the equilibrium morphology of nanotubes and their

dynamics in composite matrix are described. From atomistic simulations necessary parameter for

DPD simualtion is calculated. 2%, 5%, and 10% mixtures of CNT-polycarbonate are prepared with

polymer chain much lengthier than the nanotube. This study investigates the dynamics by plotting

mean square displacements at different time intervals for each of the mixtures for comparison.

From MSD it can be inferred that diffusivity of nanotubes decreases as bundle formation takes

place. Also diffusivity of nanotubes in equilibrated matrices are found to decrease from lower to

higher concentration of nanotubes. In all of the three mixtures (2%, 5%, and 10%) bundle forma-

tion of nanotubes is observed. However, the size of the bundles in equilibrium systems are found

to be dependent upon concentration of nanotubes. Bundle size analysis shows that nanotubes tend

to form bigger bundles in higher concentrations. Investigating the morphology in 10% mixture,

percolation pathway formed by nanotubes is found out. However, in 2% and 5% mixtures per-

colation network is not observed. So 10% of nanotube concentration can be assumed to be close
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to threshold filler concentration to form percolating pathway in polycarbonate matrix without any

external perturbations. The future work will comprise the study of the formation of percolation

morphology for varying length of CNT and polymer chains below the mixing ratios of percolation

threshold.
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Chapter 6

————————————————————

Self-assembly of nanorods in diblock copolymer

matrix

————————————————————

Dissipative particle dynamics simulations are performed on model systems of nanorod and

diblock copolymer composite to understand the dynamics, structure, and morphology of self-

assembled bundles of nanorods in gyroid phase. The nanorods are given preferential enthalpic

interaction with minority component of diblock copolymer by increasing repulsion with major-

ity component, so that nanorods tend to self-assemble and settle inside the confined contours of

minority component aimimg to explore the relative size and shape of the self-assembled bundles

under confining locations within the matrix. Also the structural details of bundles are explored as

a function of nanorod flexibility.
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6.1 Introduction

In the preceding chapter, the bundling of nanotubes in polycarbonate matrices has been dis-

cussed. The assembly of nanotubes under confinement can be another interesting aspect of explo-

rations. Instead of taking homopolymer, diblock copolymer can be considered as matrix in which

incorporated nanorods can form assemblies under the confinement created by phase separation of

diblock copolymer matrix. In this chapter this study is going to be discussed.

Diblock copolymer composites have attracted significant attention due to the potential applications

in the field of material science and nanotechnogy.[1–7] Diblock copolymer undergoes microphase

separation below order-disorder transition temparature to form lamellar, gyroid, cylindrical, cu-

bic phases depending on the composition and segregation strength between the components. The

spatial distribution of nanoparticles and nanorods doped in diblock copolymer matrix can be di-

rected by the microphase separation of block copolymers. Thus, microphase separation of diblock

copolymer can be used advantageously to tailor the properties of composite.The doped matrials can

be subjected to occupy specific locations of diblock copolymer matrix according to the specific aim

to improve properties. The mechanical stability, electrical conductivity, and optical performance of

composites are sensitive to the specific location of the 3-D organization of doped materials within

the polymer matrix.[1, 8] The doped nanofillers, on the other hand, can influence and alter the

morphology of microdomains of block copolymer.[4, 9–13]

Many experimental,[8, 10, 14, 15] theoretical,[9, 16, 17] and computational studies[3, 11, 18–20]

on the block copolymer-spherical nanoparticle have been pursued. These studies suggest that the

spatial distribution of nanofillers in the block copolymer matrix is dictated by thermodynamics

i.e. the complex interplay between enthalpy and entropy in the system. The enthalpy part de-

pends on the chemical nature of nanofillers and block copolymer components, and their relative

enthalpic affinities toward each other in the system. The entropy has two major contributing parts:

translational entropy (in case of nanoparticles), and configurational entropy of polymer chain. By

controlling the shape, size, and chemical nature of nanoparticles this interplay can be tuned and

manipulated for desired applications. However, nanorods, due their higher aspect ratio, can be
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more effective than spherical nanoparticles in providing superior mechanical, and optical prop-

erties for nanocomposite material when incorporated with the same volume fraction of spherical

nanoparticles.[3, 21] Buxton et al. have investigated the reinforcement eficiency of fillers in in-

creasing mechanical strength of polymer with three different types of filler shapes: spherical, rod-

like, and platelet. Their study have shown that platelet and rod shaped fillers induce more stiffness

to polymer matrix compared to spherical particles.[21] Another crucial advantage is that nanorods,

due to their shape anisotropy, have higher tendency to form percolation network than that of spher-

ical nanoparticles.[22, 23] Recently, the study of block copolymer-nanorod composite has become

quite important. Zhang et al. have experimentally investigated the behaviours of CdSe nanorods

in PS-b-PMMA diblock copolymer templates: one is lamellar nanoscopic channels and the other

one is cylindrical pores. They have shown that the location and orientation of nanorods can be

controlled by manipulating the nanorod dimensions with respect to the channel or pore width.[23]

Beneut et al. [24] studied the morphology of magnetic iron oxide nanorods doped in lamellar phase

of nonionic surfactant. They have found that the orientation of nanorods gets modified under the

influence of magnetic field and so is the texture of lamellar phase. Lamellar phase have induced an

attractive interaction between the nanorods and aggregates have been found to be formed in more

concentrated lamellar phase having more stronger confinement effect. However, similar behaviour

was not observed in case of spherical nanoparticles emphasizing the role of the particle shape in

the interplay of interaction between doped particle and polymer. He et al. have performed Dissi-

pative Particle Dynamics (DPD) simulation to investigate the reorientations and phase transitions

of symmetric diblock copolymer-nanorod nanocomposites subjected to steady shear flow. Their

study has shown that the final morphology of nanocomposite is highly regulated by the interplay

between nanorod and diblock copolymer under shear. The spatial distribution of nanorods can

change the phase of the diblock copolymer.[3]

Most of the studies concerning the nanofillers doped in block copolymer phases discussed before

deal with lamellar or cylindrical microdomains formed by the phase separation of block copoly-

mers. Studies on the nanofillers incorporated in gyroid phase of block copolymer is relatively elu-

sive. Recently, Li et al. have investigated the spatial arrangements of metal nanoparticles in the gy-

roid phase formed by triblock terpolymer matrix experimentally. According to them gyroid phase
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has potential to form next-generation mesoporous network superstructure. By doping gyroid do-

mains with nanofiller, the effective potential applicability in the field of catalysis can be enhanced.

[1] Thus, gyroid structure can be used as a template for many important applications. Gyroid phase

has curved interfacial surface providing confinements throughout the matrix and thus, it can regu-

late the shape and sizes of self-assmebled nanofillers doped in it. Nanorods can also be of different

flexibilities. The morphology of the bundles can be regulated by the relative bending tendency of

the nanorods. So it is important to investigate and explore the morphology, structural and dynam-

ical properties of nanorods in gyroid phase of block copolymer as function of different nanorod

flexibilities and nanorod-diblock copolymer interactions. Coarse-grain simulation can effectively

represent the morphology of self-assembled nanofillers in polymer composites as it considers larger

length-scale and longer time-scale compared to the all-atom simulation.[25–27] DPD is a particle

based coarse-grained simulation technique that is widely used to study mesoscopic properties of

various systems like polymer composites,[26–30] lipid bilayers,[31, 32] vesicle,[33, 34] morphol-

ogy of block copolymer in fuel cell,[35] micelles[36–38] etc. Previously, we have investigated the

stuctural, dynamical, and thermodynamical properties of self-assembly of carbon nanotubes (CNT)

in polycarbonate (PC) matrix by all-atom molecular dynamics simulation,[39] and then the mor-

phology and dynamics of CNT bundles in PC with DPD simulation.[27] Here, we have studied the

morphology of nanorods of different flexibilities and different affinities toward the components of

diblock copolymer by Dissipative Particle Dynamics (DPD) method. For this we have performed

simulations on model systems of nanorod-diblock copolymer composite. The flexibility is varied

by varying angle constant (kθ) of nanorods, and relative affinity of nanorods toward blocks of the

copolymer is varied by considering different repulsive interaction between them. The nanorods are

observed to self-assemble to form bundles of different shapes and sizes depending on the nanorod

flexibilities and nanorod-polymer interactions. We have studied the shape anisotropy and radius

of gyration of nanorod bundles situated at interfacial confined locations or in confined minority

component domains as a function of nanorod flexibility and nanorod-block copolymer miscibility.
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Figure 6.1: Schematic representation of nanorod and diblock copolymer

6.2 Simulation Details

The simulation box consists of approximately 2× 105 beads, and the number density(ρ) is kept as

3. The equilibrium bond length is taken as 1.0 dpd unit and bond constant (Harmonic Hookean)

as 100 kBT for both of the nanorods and diblock copolymer to impose the connectedness of the

adjacent beads in a chain. The bond potential is given by

Ur =
kb
2

(r − r0)2 (6.1)

where Ur is the bond potential, kb is the bond constant, and r0 is the equilibrium bond length. The

bending flexibility depends on the bond angle constant, kθ of the nanorod. The angle potential used

in the study is given by

Uθ =
kθ
2

(θ − θ0)2 (6.2)

where Uθ is the angle potential, kθ is the angle constant, and θ0 is the equilibrium bond angle.

Higher kθ means increased bending rigidity. We have noted that in our DPD simulations nanorods

show bending flexibility with kθ=10 kBT , and sufficient bending rigidity with kθ=100 kBT acquir-

ing almost linear morphology. The range of this kθ values is also in the range of the repulsive

interactions (aij) by which nanorod and diblock copolymer are considered to have been interacting

in this study. Thus, the equilibrium bond angle of nanorods is taken as 180◦ and the angle constant

(Hookean), kθ is taken as 10, 50, and 100 kBT, respectively to vary rigidity in bending of nanorods.

Cut-off radius Rc is considered as 1.0 dpd unit. The repulsion parameter between two dissimilar

Souvik Chakraborty 83 CSIR-NCL



Ph.D Thesis AcSIR

type of beads i and j aij in eq 6.4 is related to the Flory-Huggins χ parameter by:[40]

aiiρ = 75kBT (6.3)

aij ≈ aii + 3.27χij (ρ = 3) (6.4)

where aii represents the repulsion parameter between similar type of beads. Temperature param-

eter is taken as kBT=1. Mass of each bead is 1 dpd unit of mass. The dpd unit of energy is kBT.

Timestep is chosen as 0.04 τ , and the total number of timestep is 2×106. Thus, the total simulation

time is 8 × 104 τ . The whole trajectory is saved in 1000 frames where each frame corresponds

to 80 τ . Friction parameter γ is set to 4.5 giving noise strength σ as 3 according to the equa-

tion 2.26. Systems are subjected to mesoscopic simulation with NVT ensemble using the package

DL MESO 2.5 [41] and force is calculated by integrating with velocity verlet algorithm. We have

simulated systems with 2 wt% loading with nanorods each of which is represented by 20 A beads,

and diblock copolymer is represented as B10C20 where B and C beads are minority and majority

components, respectively (schematically represented in Figure 6.1). Repulsion parameter between

same type of beads is kept aii=25 kBT, B and C components of diblock copolymer interact via

repulsion parameter aBC=40 kBT.[42] The relative length of the minority B block with respect to

the total length of diblock copolymer chain i.e. f =0.33 which is an acceptable value for gyroid

phase formation within the Flory-Huggins segregation parameter regime of formation of gyroid

morphology in the phase diagram.[43] Nanostructure formed by diblock copolymer by DPD sim-

ulation can be studied by structure factor.[44] To confirm that gyroid phase is formed, structure

factor S(k) is calculated for pure B10C20 melt with aBC=40 kBT (Figure 6.4):

S(k) = ρM(k)ρM(−k)/NM , (6.5)

ρM(k) =
N∑
i=1

exp(ik · r) (6.6)

where NM and ρM (k) represents particle number and particle density for M type of beads, respec-

tively in reciprocal space. For systems with nanorod doping, we have kept aBC=40 kBT fixed to

keep the gyroid morphology of diblock copolymer matrix. To vary the repulsive interaction be-

tween nanorod and majority component C, aAC is taken as 50, 60, 70, and 100 kBT, respectively

keeping other parameters constant. By this way, the nanorods are made to locate favorably in

minority B component domains.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 6.2: a), b), c), d) depict the snapshots of nanorods at 0 τ , 8000 τ , 40000 τ , and 80000 τ ,
respectively for aAC=50 kBT and kθ=10. e), f), g), h) depict the snapshots of nanorods at 0 τ , 8000
τ , 40000 τ , and 80000 τ , respectively for aAC=50 kBT and kθ=100.

6.3 Results and Discussion

6.3.1 Self-assembly of nanorods

Figure 6.2 depicts the time evolution of self-assembly of nanorods in the diblock copolymer matrix.

Both the nanorods and diblock copolymer start evolving from random structures. The snapshots of

nanorod self-assembly are extracted from 0 τ , 8000 τ , 40000 τ , and 80000 τ , respectively for two

sets: one with aAC=50, kθ=10, and the other one with aAC=50, kθ=100. Nanorods are observed to

self-assemble within a short timespan. Initially, nanorods self-assemble to form smaller aggregates

(Figure 6.2b, 6.2f) at different locations in the matrix. Then smaller aggregates coalesce to form

bigger bundles (Figure 6.2c, 6.2g). The bundles, once formed, remain morphologically intact for

the rest of the simulation time. Also, the location of the bundles in the matrix does not change sig-

nificantly. With the evolution of gyroid phase, the nanorods, which have favorable interaction with

minority phase B, tend to self-assemble in the confined spaces occupied by B phase of the matrix
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provided by B10C20 diblock copolymer. The bundles reside in energetically favorable confined lo-

cations and, as the diffusion through majority C component is energetically unfavorable, nanorod

bundles avoid to diffuse across C phase. This observation is confirmed by plotting mean square

displacement (MSD) of the centre of mass of nanorods from the initial random orientation to the

end the trajectory (Figure 6.3) for all simulations under study. In Figure 6.3, MSDs demonstrate

that the nanorods are diffusing very fast initially and, once they get self-assembled, the diffusion is

almost arrested, and thus, MSD is not changing much with time. The self-assembly of nanorods in

gyroid phase is observed to be feasible in short temporal span, and the bundles settled at energeti-

cally favorable confined contours provided by gyroid symmetry are dynamically arrested and thus,

the merging of different bundles is a highly unlikely phenomenon. The difference in MSD plots

has been observed for different aAC values. It may be because of the fact that bundle dynamics is

guided by the combined effect of nanorod-diblock copolymer interaction and local confinements

created by gyroid symmetry. Nanorod bundles settle at different confining places in gyroid phase

which, in turn, affects their dynamics.
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Figure 6.3: Mean square displacement of centre of mass of nanorods (A20) for 0 τ to 80000 τ .
a) aAC=50 kBT, b) aAC=60 kBT, c) aAC=70 kBT, d) aAC=100 kBT, e) nanorods in homopolymer
(D30) melt with aAD=40 kBT.
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Figure 6.4: a) Snapshot of gyroid morphology formed by pure B10C20 showing only B phase. b)
Structure factor S(k) of gyroid phase.

Now, to get an idea whether bundle formation dynamics is assisted by the formation of gyroid

phase we have performed DPD simulations with 2 wt% nanorods (A20) in homopolymeric (D30)

melt with different nanorod bending flexibilities (kθ=10, kθ=50, and kθ=100). Repulsion param-

eters are taken as aAA=aDD=25, aAD=40. Homopolymer does not undergo phase separation like

block copolymer and thus the phase separation dynamics is absent in homopolymeric matrix doped

with nanorods. Nanorods are found to form bundles in homopolymer matrices also. To compare

the dynamics of bundle formation with diblock copolymer matrices MSD of centre of masses of

nanorods is plotted for whole time-span of the trajectory (Figure 6.3e). Similar to the nanorod

diffusion in diblock copolymer matrices, in case of homopolymer matrix also we observed from

MSD pattern that the diffusivity of nanorods falls off after 50-70 frames (4000 τ -5600 τ ) and this

observation suggests that bundle formation dynamics in homopolymeric melt is as fast as in case

of initial stages of phase separation of diblock copolymer matrices. The bundle formation happens

faster than phase separation of diblock copolymer and apparently, it is not influenced by the initial

thermodynamics of phase separation.
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Figure 6.5: Structure factors for gyroid phase with 2 wt% doping with nanorods. a) aAC=50 kBT,
b) aAC=60 kBT, c) aAC=70 kBT, d) aAC=100 kBT.
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Table 6.1: Radius of gyration (R2
g) and relative shape anisotropy (κ2) of the nanorod bundles

kθ aAC R2
g(Spherical) R2

g(Elongated) κ2(Spherical) κ2(Elongated)
10 50 25.08±0.18 32.96±0.74 0.010±0.006 0.59±0.01

60 31.55±0.34 30.80±0.70 0.034±0.012 0.77±0.01
70 22.79±0.32 33.96±0.99 0.039±0.014 0.54±0.02
100 23.46±0.34 31.35±1.08, 31.05±0.61 0.048±0.014 0.71±0.01, 0.76±0.02

50 50 - 53.22±0.76 - 0.52±0.010
60 - 44.33±0.54 - 0.61±0.008
70 - 48.28±0.56, 35.59±0.36 - 0.58±0.007, 0.82±0.003
100 - 44.27±0.54, 39.39±0.54 - 0.62±0.007, 0.72±0.006

100 50 - 53.12±0.60 - 0.56±0.007
60 - 47.11±0.48, 37.88±0.38 - 0.60±0.007, 0.78±0.004
70 - 54.70±0.61 - 0.54±0.008
100 - 55.12±0.85 - 0.54±0.010
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Table 6.2: Order parameters (S) for nanorods

kθ aAC Spherical Elongated
10 50 0.003±0.007 0.816±0.055

60 0.029±0.014 0.939±0.021
70 0.025±0.015 0.801±0.031
100 0.032±0.017 0.903±0.035, 0.927±0.026

50 50 - 0.615±0.073
60 - 0.955±0.004
70 - 0.950±0.004, 0.974±0.003
100 - 0.947±0.060, 0.965±0.004

100 50 - 0.602±0.090
60 - 0.964±0.003, 0.976±0.003
70 - 0.958±0.002
100 - 0.956±0.003
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6.3.2 Structural properties

When only pure B10C20 diblock copolymer is simulated with interaction parameters aBB = aCC=25,

and aBC=40 it forms gyroid phase (Figure 6.4a). The corresponding structure factor[45] S(k) is cal-

culated for simulated morphology, and is given in Figure 6.4b. The relative position of the peaks is

consistent with the ratios expected for gyroid morphology [43, 46], and matches with experimental

SAXS pattern.[47] S(k) is calculated by averaging over last fifty frames of equilibration trajectory.

The doped nanofillers can influence the microphase of block copolymer. [1, 9–13] Yeh et al. have

observed the transformation of block copolymer structure from hexagonal packed cylinder into a

lamellar structure when CdS nanoparticles were doped (7%) in it.[13] The structure also get fur-

ther altered with higher loading (28%) of CdS nanoparticles. They have shown that peak positions

in SAXS curves for pure block copolymer change with the incorporation of CdS nanoparicles. Li

et al. have also demonstrated that position of SAXS peaks shifted from neat gyroid phase to Au

nanoparticle incorporated block copolymer composite.[1] In our study we also observed that when

the gyroid phase matrix is doped with 2% by weight with different flexibilities and of different

affinities toward one of the diblock copolymer phases the pure gyroid phase S(k) gets changed due

to the perturbation created by nanorods incorporated (Figure 6.5). For all sets of aAC values with

doped nanorods, plots of S(k) are given with S(k) obtained for pure gyroid phase to observe the

extent of perturbation. The pure gyroid morphology does not exist when doped with nanorods. As

we have used very low amount of loading (2 wt%) of nanorods in our study, the phase transfor-

mation is not prominent as reflected in S(k) patterns which do not change at large extent from the

pure gyroid phase. However, increase in nanorod doping can alter the gyroid phase. To check that,

we have performed a simulation with 10 wt% nanorod loading with aAC=50 and kθ=100. S(k) plot

(Figure 6.8) for this 10 wt% doped system suggests that the gyroid phase is significantly affected.

Nanorods of different flexibilities and affinities for gyroid phases are observed to form bundles of

different shapes and sizes. The shape of the bundles is characterized by the shape anisotropy, κ2,

and the relative size of the bundles is depicted by the radius of gyration, R2
g.[48, 49] For a ideally

spherically shaped bundle κ2=0, whereas for a perfectly linear shape κ2=1. Radius of gyration

increases with the increase in size of the bundles. The shape anisotropy κ2 and radius of gyration
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R2
g are obtained by calculating gyration tensor Smn.[50] The m-n component of gyration tensor is

given by:

Smn =

(
1

N

) N∑
l=1

(Sml − SCMm )(Snl − SCMn ) (6.7)

where SCMm denotes the centre of mass of each bundle in coordinate m, and m represents x, y, or

z. N is the total number of beads under consideration in each bundle. After diagonalization of

this gyration matrix, the eigenvalues can be obtained as λ2x, λ2y, and λ2z, respectively. The radius of

gyration is given by:

R2
g = λ2x + λ2y + λ2z (6.8)

and the relative shape anisotropy κ2 can be calculated as:[49]

κ2 =

(
3

2

)
λ4x + λ4y + λ4z

(λ2x + λ2y + λ2z)
2
−
(

1

2

)
(6.9)
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

Figure 6.6: Snapshots of final morphologies of nanorod bundles (blue) with B component (yellow)
of B10C20 copolymer. a), b), c), d) depict the snapshots for kθ=10 and aAC of 50, 60, 70, and 100
kBT, respectively. e), f), g), h) depict the snapshots for kθ=50 and aAC of 50, 60, 70, and 100 kBT,
respectively. i), j), k), l) depict the snapshots for kθ=100 and aAC of 50, 60, 70, and 100 kBT,
respectively.

Souvik Chakraborty 94 CSIR-NCL



Ph.D Thesis AcSIR

0 5 10 15 20 25 30
r

0

50

100

150

200

D
is

tr
ib

u
ti

o
n

k
θ
 = 10, spherical

k
θ
 = 10, elongated

k
θ
 = 50, elongated

k
θ
 = 100, elongated

a_AC = 50

(a)

0 5 10 15 20 25 30
r

0

50

100

150

200

250

300

D
is

tr
ib

u
ti

o
n

k
θ
 = 10, spherical

k
θ
 = 10, elongated

k
θ
 = 50, elongated

k
θ
 = 100, elongated01

k
θ
 = 100, elongated02

a_AC = 60

(b)

0 5 10 15 20 25 30
r

0

50

100

150

200

D
is

tr
ib

u
ti

o
n

k
θ
 = 10, spherical

k
θ
 = 10, elongated

k
θ
 = 50, elongated01

k
θ
 = 50, elongated02

k
θ
 = 100, elongated

a_AC = 70

(c)

0 5 10 15 20 25 30
r

0

50

100

150

200

D
is

tr
ib

u
ti

o
n

k
θ
 = 10, spherical

k
θ
 = 10, elongated01

k
θ
 = 10, elongated02

k
θ
 = 50, elongated01

k
θ
 = 50, elongated02

k
θ
 = 100, elongated

a_AC = 100

(d)

Figure 6.7: Distance distribution between centre of mass of a bundle and the beads corresponding
to that bundle for systems with repulsion parameters (a) aAC = 50 (b) aAC = 60 (c) aAC = 70 (d)
aAC = 100.
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To calculate R2
g and κ2 we have considered the centre of mass (COM) of the bundle and the beads

in the bundle which are away from the centre of mass beyond a certain cutoff distance. To decide

the cutoff for each individual bundle, at first, we plotted the distance distribution between bundle

COM and the beads in that particular bundle (Figure 6.7). Then the cutoff is calculated by taking

one dpd unit of length less than the value of the position of first peak. By doing this we ignored

some core beads near the COM to represent shape anisotropy and radius of gyration of nanorod

bundles by calculating gyration tensors. R2
g and κ2 are calculated by averaging over the last 100

frames of equilibrated trajectory. Table 6.1 represents the radius of gyration and shape anisotropy

of the bundles for all the systems under study. Also, the degree of ordering of nanorods of different

bending flexibilities is studied by calculating order parameter (S) defined by:

S =

(
1

2

)
〈3cos2φ− 1〉 (6.10)

where φ is the angle between each pair of nanorod end to end vectors. For elongated bundles

where nanorods are aligned parallely, the order parameter should be close to 1. For spherical bun-

dles, due to the isotropic directional arrangements of nanorods, order parameter is expected to be

close to 0. Order parameters averaged over last 100 frames of equilibration run are given in Table

6.2. All the final equilibrium morphologies of nanorod bundles with minority B phase of diblock

copolymer are depicted in Figure 6.6. For very flexible nanorods (kθ=10) both spherical and elon-

gated bundles are observed to be formed (Figure 6.6a, 6.6b, 6.6c, 6.6d) for aAC of 50,60,70 and

100 kBT, respectively. The R2
g values (in dpd unit of length) for spherical bundles vary between

22.8 and 31.5, and all κ2 values are close to zero. In this case of flexible nanorods, the size of the

spherical bundles are found to be less or comparable with the elongated ones for all aAC values.

For aAC=50,aAC=70 and aAC=100, sizes of the spherical bundles are less than elongated bundles

as reflected by the R2
g values. In case of aAC=60, sizes of the spherical and elongated bundles are

comparable. The order parameters for nanorods in case of spherical bundles are close to zero (Ta-

ble 6.2) which suggests that nanorods are isotropically oriented in spherical bundles. The sizes of

the elongated bundles are found to fall between 30.8 and 33.9 in case of flexible nanorods (kθ=10).

The shape anisotropy κ2 varies between 0.54 and 0.77. The elongated bundles have more ordered

nanorods as the order parameter values are in between 0.8 and 0.92. For flexible nanorods, we have

observed both spherical and elongated bundles for all cases of aAC values i.e. the relative enthalpic
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repulsion of nanorods with C phase. As the nanorods have favorable interaction with minority B

phase of diblock copolymer they tend to settle inside confined columnar channels of B phase. As

in gyroid phase, minority component provides different extent of confinement (minority phase in

gyroid symmetry forms nodes and struts in its 3D structure[1]), the different shape of the bundles

may be the result of that confinement effect within matrix, and regulated by the locations in the mi-

nor phase where the bundles reside. When the nanorods are less flexible i.e. kθ=50, only elongated

bundles are observed to form (Figure 6.6e, 6.6f, 6.6g, 6.6h). The size of the bundles are found to

be increased, and R2
g varies between 44.2 and 53.2 (Table 6.1). κ2 value ranges from 0.52 to 0.82

for all the aAC values with this bending rigidity. Also, order parameter value ranges from 0.61 to

0.97 for all aAC . This indicates that with more bending rigidity the orderness of nanorod alignment

gets increased. In case of highly rigid nanorods (kθ=100) bundles of elongated shapes are formed

(Figure 6.6i, 6.6j, 6.6k, 6.6l). R2
g varies between 37.8 and 55.1, and κ2 is found to fall between

0.54 and 0.78. It is observed that R2
g values do not change monotonically with the increase in aAC .

It may be due to the effect of the different degree of confinement along with different interfacial

interaction present at the location where corresponding bundles reside. The order parameter value

ranges from 0.60 to 0.97. The ordering of rigid nanorods is relatively more pronounced for all aAC

values. We have observed, in case of relatively rigid nanorods (kθ=50, 100), no spherical bundles

are found to form in the block copolymer matrix irrespective of the nanorod’s increasing repulsive

interaction with C phase of diblock copolymer. In elongated bundles, oval shaped elongated bun-

dles have κ2 in between 0.5 and 0.6 (this type of bundle shape is predominantly observable). But

also rod-like bundles (e.g. in case of kθ=10, and aAC=60, 100 or kθ=50, and aAC=70, 100) have

been found along with spherical or oval bundles. These rod-like bundles are having κ2 values in

between 0.70 and 0.82 with high degree of ordering. In case of less flexible nanorods it may be

the fact that rather than governed by the probable confinement effect created by minority B phase

(where nanorods are likely to be settled), the shape of the bundles is decided by the rigidity of the

nanorods.
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Figure 6.8: Structure factor of pure gyroid, 2% nanorod loading and 10% nanorod loading (aAC =
50, nanorod angle constant kθ=100) respectively.

6.4 Conclusions

This chapter presents Dissipative particle dynamics simulations performed on model systems of

nanorod and diblock copolymer composite to understand the dynamics, structure, and morphology

of self-assembled bundles of nanorods in gyroid phase. The nanorods are given preferential en-

thalpic interaction with minority component B of diblock copolymer by increasing repulsion with

majority component C, so that nanorods tend to self-assemble and settle inside the confined con-

tours of minority component B aimimg to explore the relative size and shape of the self-assembled

bundles under confining locations within the matrix. The dynamics of self-assembly of nanorods

is found to be fast and independent of phase separation of diblock copolymer. We have observed

that nanorods self-assemble to form bundles of different sizes and shapes (spherical and elongated)

depending upon the relative flexibility of the nanorods and the nanorod-block copolymer interac-

tions. In case of flexible nanorods, both spherical and elongated bundles have been observed to

form within matrix. Less flexible nanorods form elongated bundles for all the cases of nanorod-

major component repulsive interaction (aAC). The size of the bundles increases from flexible to

rigid nanorod. Thus, gyroid phase formed by diblock copolymer can be used as a potential material

to prepare templates to get nanorod arrays of different size and shapes depending upon the nanorod

flexibility and nanorod-copolymer interactions.
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Chapter 7

————————————————————

Summary of the Thesis

————————————————————

The aim of the thesis was to explore structural, dynamical, thermodynamical properties of polymer

composites by multiscale computer simulations. Polymer composite systems demand understand-

ing from atomistic to mesoscale level because for such systems, small (atomistic) scale interactions

are important as they regulate large scale properties. To do this, molecular dynamics simulations

have been used in all atomistic study as well as mesoscale simulations. The information gained

from the all atomistic study was translated into the mesoscale simulations by applying necessary

mapping procedure. Model systems were also considered to explore structure, dynamics of com-

posites in a confining matrix. The properties were investigated in details in each case so that useful

insights about the polymer composite systems can be obtained.

For all atomistic molecular dynamics simulations the necessary force fields for CNT and polycar-

bonate have been calculated and validated so that outcomes of the study can be compared accu-

rately with realistic systems. Molecular level informations have been explored by studying the
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interactions between CNT atoms and different polycarbonate moeties and that has been systemati-

cally analyzed and discussed. It was found the nature of the interaction between polycarbonate and

CNT is repulsive and this repulsive nature of interaction is responsible for CNTs to make bundles

in the matrix. The dynamics of such bundled CNTs is quite slow and locally confined. This also

affects the diffusivity of whole composite system which is lower than the neat polymer. This in-

dicates that composite system is mechanically more powerful than neat polycarbonate and higher

filler ratio is better for mechanical strength. The mechanism of bundling of CNTs in polycarbonate

matrix was elucidated which tells us that nanotubes are prone to form highly ordered structures in

aggregations.

Next comes the study of energetics of the bundling of CNTs. The Umbrella Sampling simulation

technique has been applied to study free energy calculations of the bundling process. Two types

of CNT bundling approaches have been consodered: parallel and perpendicular and the respective

free energy changes were computed in monomer and trimer of polycarbonate matrices. It was

observed that parallel approach is energetically favorable and bundling tendency is more in trimer

matrix than monomer.

Once all atomistic simulations have been performed and details of the interactions have been ex-

tracted and understood by thorough analysis our aim was to tranlate those atomistic level infor-

mations to mesoscopic level of descriptions of polycarbonate composite. In chapter 5, mesoscale

simulation of polycarbonate-CNT composite has been presented. Dissipative Particle Dynamics

(DPD) has been performed to explore large scale morphology and dynamics of composite systems.

The Flory-Huggins theory was applied for necessary mapping procedure and the interaction pa-

rameters for DPD simulation of polycarbonate-CNT composite have been calculated. The long

range dynamics of bundles of CNTs was investigated by mean square displacement which indi-

cated the dynamically arrested movement of nanotubes as large percolating morphologies have

been formed. This result matches with the experimental findings that CNTs form percolating net-

work when incorporated in polycarbonate matrix over a threshold concentration. In our mesoscale

simulation percolation morphology was observed at higher filler loading (10%). The bundling size

analysis indicated that with higher loading of CNTs the size of the bundles of CNT increases. With

increasing bundle size the dynamics have become more jammed.
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Our next study aims to investigate nanofiller morphology and dynamics in highly confined polymer

matrix. Block copolymers are excellent agent for providing confinement inherently as they phase

separate in different strctures. So DPD simulations were performed on model systems of nanorod

and diblock copolymer composite where nanorods are trapped in gyroid phase. The nanorods were

given preferential enthalpic interaction with minority component of diblock copolymer by increas-

ing repulsion with majority component, so that nanorods tend to self-assemble and settle inside the

confined contours of minority component aimimg to explore the relative size and shape of the self-

assembled bundles under confining locations within the matrix. The dynamics of self-assembly of

nanorods was found to be fast and independent of phase separation of diblock copolymer. It was

observed that nanorods self-assemble to form bundles of different sizes and shapes (spherical and

elongated) depending upon the relative flexibility of the nanorods and the nanorod-block copoly-

mer interactions. In case of flexible nanorods, both spherical and elongated bundles have been

observed to form within matrix. Less flexible nanorods form elongated bundles for all the cases of

nanorod-major component repulsive interaction. The size of the bundles increases from flexible to

rigid nanorod. Thus, the essential outcome is that the gyroid phase formed by diblock copolymer

can be used as a potential material to prepare templates to get nanorod arrays of different size and

shapes depending upon the nanorod flexibility and nanorod-copolymer interactions.

Thus multiscale simulation approach to address systems like polymer composites is found to be

highly resourceful in terms of understanding structure, dynamics,and energetics of such systems.

The crucial insights can be obtained from molecular level interactions and that can be transferred

to explain mesoscale phenomena like long scale dynamics, percolation morphology, radius of gy-

ration of nano-assembly, shape anisotropy etc. which can be directly matched and correlated with

experimental findings. The same approach can be adopted for other type of polymeric materi-

als taking different industrially important polymers and block copolymers with different type of

nanofillers like spherical nanoparticles, nanorods, clays etc. The insight and understanding ob-

tained from multiscale simulations can be helpful for experimentalists to develop strategies for

more efficient polymer composites for various useful applications in future.
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