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Abstract 

 

uel cells are rapidly turning into a cutting-edge technology of the future 
which will provide a very efficient and clean source of electrical energy and 
will be responsible for achieving the hydrogen economy. Besides stationary 

and portable applications, fuel cells can even power vehicles. This technology is 
driven by using hydrogen as the fuel. On-board storage of hydrogen by compression 
and liquefaction has several technical limitations. Solid-state hydrogen storage is an 
ingenious alternative.  
 

Presently a number of materials are under investigation. But none are able to 
simultaneously meet all the criteria for practical vehicular storage of hydrogen. 
Therefore, today it is imperative to bring about breakthroughs in the existing 
technologies as well as develop new hydrogen storage materials. Experimentally this 
is a long drawn process requiring significant human and financial resources. 
Computational materials science in comparison is a fast and cost effective strategy for 
evaluating novel materials. In addition theory and simulations can be used for 
supporting experimental results. 

 
 Thus, the main motivation of this thesis is to use a computational approach to 
model different classes of hydrogen storage materials and to understand the hydrogen 
desorption processes associated with them. In the thesis we will be specifically 
studying magnesium hydride (MgH2), complex metal hydrides, and metal organic 
frameworks (MOFs) due to their tremendous promise for the purpose of hydrogen 
storage and the need for enhancing their hydrogen storage properties. To this end, in 
the thesis we have performed density functional theory (DFT) based calculations to 
study theoretically the ground state lattice structure, electronic structure, chemical 
bonding, dehydrogenation thermodynamics, hydrogen desorption kinetics, and effect 
of (a) high pressure phases,  (b) adding dopants, and (c) including lattice vibrations of 
these hydrogen storage materials. 

 

F 
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The organization of the thesis will be as follows: 
 
 
Chapter 1 Introduction 
In Chapter 1 we will begin by giving a brief introduction to fuel cells and their 
advantages and applications. Thereafter we will describe the use of hydrogen as a fuel 
for fuel cells. This will be followed by providing a brief discussion on the problems 
associated with storage of hydrogen by compression and liquefaction. We will also 
expound on the three mechanisms of solid-state hydrogen storage. In addition we will 
review select few hydrogen storage materials, namely, clathrate hydrates, metal 
organic frameworks, intermetallics, magnesium hydride, and complex metal hydrides. 
We will end the chapter by describing the motivation behind the research carried out 
and by presenting an outline of the thesis. 

 
 

Chapter 2 Theoretical background 
In Chapter 2 we will present an outline of the theoretical framework behind the 
methodology used in the most part of the work presented in the thesis. We will begin 
with a brief introduction to the many-body problem by talking about the Hartree 
approximation, the Hartree-Fock (HF) approximation, and the methods which go 
beyond HF. This will be followed by a discussion on the use of density functional 
theory (DFT) as an alternative route for performing such calculations. Next a 
description of the concepts of molecular dynamics and ab initio molecular dynamics 
will be given. We will also explain and compare the ideas and algorithms behind 
Born-Oppenheimer molecular dynamics and Car-Parrinello molecular dynamics. 
Lastly, we will illuminate on the implementation of the plane wave-pseudopotential 
molecular dynamics method in the program package of VASP for performing solid-
state calculations. 
 
 
Chapter 3 Electronic structure 
The term electronic structure refers to the energy levels of electrons and their 
distributions in space and momentum. Their characterization, calculation, and 
experimental investigations are central goals of condensed matter physics, materials 
science and chemistry. We will begin Chapter 3 with a discussion of the different 
tools available for studying electronic structure of solids. Our results of the charge 
density, band structure, and density of states (DOS) analyses on pure and Al- and Si-
doped α-, γ-, and β-MgH2 will be presented. It will be shown that bonding between 
Mg and H atoms is essentially ionic and that between Al/Si and H atoms is covalent. 
We will illustrate from the band structure and DOS calculations that Al and Si doping 
reduces the band gaps of the three phases of MgH2. By examination of the partial 
DOS, it will be further shown that this reduction in band gaps is due to generation of 
additional bands arising from the Al and Si impurities. Finally, the decreased band 
gaps will be used to suggest that doping with Al and Si can destabilize α-, γ-, and β-
MgH2 and may lead to a possible lowering of their dehydrogenation reaction 
energies. 
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Chapter 4 Thermodynamics and kinetics of hydrogen desorption  
In Chapter 4, questions regarding the energy requirement for removal of hydrogen 
and the activation energy barriers for hydrogen desorption will be addressed through 
our DFT based investigations on complex metal hydrides (LiAlH4 and LiBH4) and 
magnesium hydride (MgH2). The effect of presence of metastable phases of these 
hydrides and the influence of doping with light elements Al and Si on the above 
mentioned properties will be illustrated. On the basis of enthalpies of formation and 
reaction energies it will be shown that amongst the complex metal hydrides under 
study dehydrogenation of β-LiBH4 will require much less energy and will therefore 
have a greatly reduced dehydrogenation temperature making it the most potential 
hydrogen storage material. It will also be shown that doping with Si decreases the 
dehydrogenation energy of α-, γ-, and β-MgH2 more than Al doping. The absence of 
similar consistent trends for activation energy barriers will exemplify the importance 
of studying hydrogen desorption kinetics along with dehydrogenation 
thermodynamics in order to choose a suitable additive for enhancing hydrogen 
storage of MgH2. 

 
 

Chapter 5 Effect of lattice vibrations at finite temperature 
Over the years the stability and static equation of state of magnesium hydride have 
been studied theoretically at 0 K. However, it is important to go beyond the static 
calculations in order to assess the effect of temperature on its properties. In Chapter 5 
we will present our work in which the contribution of lattice vibrations to the free 
energy of magnesium hydride at a series of finite temperatures between 0-1000 K 
have been evaluated via the quasiharmonic approximation (QHA). In this chapter we 
will begin with a short description of QHA and the small displacement method used 
for determining the above mentioned lattice contributions. QHA will be shown as a 
useful theoretical tool for calculating the thermodynamic quantities of MgH2 even at 
temperatures greater than its melting point through the good agreement between our 
computational values of entropy and heat capacity with experimental results at 
various temperatures. From a comparison of the temperature variation of percentage 
change in cell volume with thaat in bulk modulus, application of temperatures slightly 
greater than 298K will be suggested as a potential approach for enhancing the 
volumetric hydrogen storage capacity of MgH2 because of its better compressibility at 
these temperatures. 
  
 
Chapter 6 Doped metal organic framework-5  
Metal-organic frameworks (MOFs) are hydrid organic/inorganic materials built up of 
metal clusters joined by organic linkers. Their hydrogen storage applications have 
been extensively studied over the last few years. Many MOFs have been reported to 
exhibit significant storage capacity at 77 K which drastically decreases at room 
temperature. In Chapter 6, we will examine the feasibility of doping Na+, Be2+, Mg2+, 
and Al3+ ions as opposed to Li+ doping on benzene, the model for the 1,4-
benzenedicarboxylic acid organic linker in MOF-5 by density functional theory 
(DFT) calculations. The performance of the DFT functionals: B3LYP, BHHLYP, 
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PBELYP, and PWLOC is tested by comparing first the hydrogen binding energies 
(ΔB.E.) of M:1H2 models with MP2 binding energies and then of Li+C6H6:nH2 (n=1-
3) systems with previously reported solid-states calculations. On the basis of ΔB.E. of 
MC6H6:1H2 systems it will be illustrated that Li+ and Mg2+ are the most suitable 
dopants for MOF-5 for improving its hydrogen adsorption thermodynamics. Further, 
multiple H2 adsorption will be studied in Li+ and Mg2+-doped C6H6. It will be shown 
that H2 molecules adsorb weakly over Li+C6H6 with low ΔB.E.s. In contrast 
Mg2+C6H6 is envisaged to adsorb n=4 H2 molecules adsorbed with a ΔB.E. that lies 
within the range of 15-50 kJ/mol H2 required for practical on-board hydrogen storage. 
Finally, assuming a formula unit of Zn4O(BDC)3Mg6(4H2)6 a storage capacity of 5 
wt.% H2 is predicted. This suggests Mg2+ doping as a scheme for enhancing the 
efficiency of MOF-5 as a hydrogen storage material. 
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CHAPTER 1 

Introduction 

 
                                                                                              Begin at the beginning, the King said, 

very gravely, and go on till  

you come to the end: then stop.  

-Lewis Caroll (Alice in Wonderland) 

____________________________________________ 

ustainable development means meeting the needs of the present generation 

without compromising the ability of the future generations to meet their own 

needs. This tells us that while growth must not stop, we must remember that 

environmental restrictions exist because of the limited ability of the biosphere to deal 

with wastes from human activities. Thus a formidable task today is to responsibly 

develop and use technologies that will protect our environment. Fuel cell technology 

is an innovative solution, which addresses local, national, and global environmental 

needs. Hydrogen can be used as an efficient fuel for fuel cells. However, hydrogen 

storage is a materials science challenge which requires reduction of an enormous 

volume of hydrogen gas. A solution to this problem is allowing hydrogen to interact 

with solid-state materials. Designing such materials requires invention, experiment-

ation, and developing an understanding of the fundamentals of hydrogen storage. The 

latter can be achieved by a synergistic approach involving both theory and 

S 
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Figure 1.1 Schematic diagram of William Grove’s experimental set up for 
demonstration of a fuel cell. 

computation, which can be used not only to understand experimental results but also 

to guide them.  

 In this chapter we begin by giving a brief introduction to fuel cells, its 

advantages and applications, and the use of hydrogen as the fuel in Section 1.1. The 

problems associated with gaseous and liquid hydrogen storage are defined in Section 

1.2. In Section 1.3 we discuss the three mechanisms of solid-state hydrogen storage. 

In Sections 1.4 – 1.7 we provide a brief summary of experimental and theoretical 

studies of a few select hydrogen storage materials. We end the chapter by describing 

the motivation behind the research carried out herein and by presenting an outline of 

this thesis in Section 1.8. 

 

1.1 
Fuel cells 
A fuel cell (FC) is an electrochemical energy conversion device which produces 

electricity, water and heat using fuel and oxygen in the air. The first demonstration of 

a FC was made in 1839 by William Grove, a British jurist and amateur scientist. 

Grove utilized four large cells containing hydrogen (H2) and oxygen, to produce 
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Figure 1.2 Basic structure of a fuel cell. 

electric power which was then used to split the water in the small upper cells into H2 

and oxygen (see Fig. 1.1). However, the currents that are produced in such 

experiments are small because of the low contact area between the gas, electrode, and 

the electrolyte and due to the large distance between the electrodes which causes the 

electrolyte to resist the flow of electronic current. 

 To overcome these problems in FCs, the electrodes are usually made flat with 

a thin layer of electrolyte sandwiched between them as shown in Fig. 1.2. The 

reaction between H2 and oxygen to generate electricity occurs as follows. First, H2 

flows into the anode side of the FC where it ionizes to release electrons and H+ ions. 

 

                                                       2H2 → 4H+ + 4e-                                            (1.1.1) 

 

This reaction releases energy. The hydrogen ions pass through the membrane and at 
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the cathode react with oxygen to form water. 

 

                                                 O2 + 4e- + 4H+ → 2H2O                                       (1.1.2) 

 

The electrons which cannot pass through the membrane flow from the anode to the 

cathode via an external circuit containing a motor, which consumes the power 

generated by the FC. 

 

1.1.1 
Advantages and applications  

FCs, internal combustion engines (ICEs) and batteries all convert energy from one 

form to another. ICEs run on noisy, high temperature explosions resulting from the 

release of chemical energy by burning fuel with oxygen in the air. In comparison 

essentials of a FC are very simple with few moving parts which make it very quiet. 

ICEs first change chemical energy of a fuel into thermal energy and then into 

mechanical energy. The second step is limited by the Carnot Cycle. On the other 

hand, FCs and batteries directly convert chemical energy into electrochemical energy 

and thus are generally more efficient than ICEs. However, in a battery the reactants 

are stored internally and when used up the battery must either be replaced or 

recharged. In FCs the reactants are stored externally and once refuelled they 

immediately start functioning. A further advantage of using FCs is that when H2 is 

used as the fuel the only by-product is water which is environmentally benign. When 

used in vehicles they would result in essentially zero harmful emissions. 

 FCs have a wide variety of applications which are classified as transportation, 

portable and stationary. Polymer electrolyte membrane fuel cells (PEMFCs) which 

are provide a continuous electrical energy supply from fuel at high levels of 

efficiency and power density at low operating temperature-pressure conditions are 

well suited for the transportation applications. PEMFCs can also be used for the 

purpose of portable applications such as laptops, mobile cell phones and even military 

communications equipment along with direct methanol fuel cells. The commercial 

stationary FC systems that are used for providing combined heat and power and for 



C h a p t e r  1  I n t r o d u c t i o n  | 5 
 

 
 

distributed power generation are based on molten carbonate fuel cells and solid-oxide 

fuel cells. 

 

1.1.2 
Hydrogen as a fuel  

Over the years the world has moved from using fuels rich in carbon such as wood and 

coal to fuels such as oil and natural gas which are rich in H2. Thus, a transition to a 

hydrogen based economy is easily foreseeable. H2 with its high energy content, 

excellent electrochemical reactivity and zero emission characteristics is indeed the 

most attractive fuel for FCs. Although H2 is the most abundant element in the 

universe, it does not occur naturally as a gaseous fuel and so for practical FC systems 

it has to be generated from either fossil fuels or water before it can be used as a fuel. 

 Steam reforming is the most practiced technology for large scale production of 

H2. The basic reforming reactions for a hydrocarbon of the form CnHm are: 

 

                                  CnHm + nH2O → nCO + (m/2 + n) H2                                (1.1.3) 

                                             CO + H2O → CO2 + H2                                           (1.1.4) 

 

These reactions are carried out normally over a supported nickel catalyst at 

temperatures typically above 500oC. Alternatively H2 can be produced via partial 

oxidation which requires still higher temperatures (1200-1500oC) but can be used for 

handling much heavier petroleum fractions. The corresponding reaction for CH4 is: 

 

                                                CH4 + ½ O2 → CO + H2                                       (1.1.5) 

 

H2 generation can also be performed by pyrolysis or thermal cracking of 

hydrocarbons in absence of air. The advantage in this case is that the H2 produced in 

very pure. A challenge however is to remove the carbon that is also formed. In 

photoelectrolysis the electricity generated from sunlight via photovoltaic cells is used 

to generate H2 from water by electrolysis. Currently there is a great interest in 

manufacturing H2 from biological processes such as photosynthesis and fermentation 
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using bacteria. For transportation and low-power portable applications it is more 

convenient and efficient to have a local store of H2 so that fitting a hydrogen-

processing unit to produce H2 on an as needed basis would not prove cost effective.  

 

1.2 
Problem of hydrogen storage 
Difficulties in H2 storage arise because of its large volume and extremely low energy 

density. At ambient temperature and atmospheric pressure, 1 kg of H2 occupies a 

volume of only 11 m3. This makes it intricate to store a large amount of H2 in a small 

space, like the gas tank of a car. The energy density of gaseous H2 can be improved 

by storing H2 at higher pressures. A greater driving range can be achieved by 

increasing the amount and pressure of H2 but at the expense of increased cost and 

valuable space within the vehicle. The other key challenges regarding gaseous H2 

storage that need to be addressed are refueling times, heat management requirements, 

volumetric capacity and energy density.  

 H2 when stored as a liquid has an energy density (8.4 MJ/L) which is nearly 

twice that of H2 gas compressed at 10,000 psi (4.4 MJ/L). However, liquefaction is an 

energy intensive process. Several stages are involved. The gas is first compressed and 

then cooled to about 78 K using liquid nitrogen. High pressure is then used to further 

cool the H2 by expanding it through a turbine. Furthermore, liquid H2 has a very low 

boiling point of -253oC requiring excellent insulation techniques to avoid boil-off. 

Thus practical applications of H2 storage by liquefaction are severely limited. 

 

1.3 
Solid-state hydrogen storage 
Alternative to classical storage of H2 in pressurized tanks and cryogenic vessels, H2 

can be stored in solid-state materials. This method offers (i) a H2 storage route that is 

feasible at low-pressure and room-temperature, (ii) the best opportunities for meeting 

the requirements for on-board storage, and (iii) the highest packing density.  



C h a p t e r  1  I n t r o d u c t i o n  | 7 
 

 
 

 
 
 

 
 

Figure 1.3 Schematic model of a metal structure with H atoms in the 
interstices between the metal atoms, and H2 molecules at the surface. 

Hydrogen atoms are from the physisorbed H2 molecules on the left-hand 
side and from the dissociation of water molecules on the right-hand side. 

(Source: Ref. 1) 

A potential H2 storage material must exhibit reversible H2 uptake/release. It 

should be lightweight with a high gravimetric H2 storage capacity. It must have a low 

energy requirement and easily attainable operation temperature and pressure 

conditions for H2 removal. It should also have a fast H2 desorption/absorption 

kinetics. Finally the material must have a good stability and a low manufacture cost. 

Presently there are three generic mechanisms known for storing H2 in materials, 

namely, absorption, adsorption, and chemical reaction. In absorptive hydrogen 

storage H2 is absorbed directly into the bulk of the material. For example, in simple 

crystalline metal hydrides atomic hydrogen gets incorporated in the interstitial sites of 

the lattice (see Fig. 1.3). Adsorptive hydrogen storage can take place via 

physisorption or chemisorption. Such sorptive processes typically occur on high-

surface area porous materials. The chemical reaction route for hydrogen storage 

involves displacive chemical reactions, which may be reversible or irreversible, for 

both H2 generation and H2 storage. In the former case, H2 generation and H2 storage 

involve a simple reversal of the chemical reaction as a result of modest changes in the 
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temperature and pressure. For irreversible H2 storage chemical reactions, the H2 

generation reaction is not reversible under modest temperature/pressure changes, so 

that storage requires larger temperature/pressure changes or alternative chemical 

reactions. In the following sections we discuss some of the H2 storage materials of 

current interest.  

 

1.4 
Metal hydrides  
Intensive research has been carried out over the years for light metals, transition 

metals and their alloys, which can combine with H2 to produce stable metal hydrides, 

as H2 storage materials. A critical discussion on the material challenges associated 

with hydrogen storage and in particular on the effect of mechanical milling and 

chemical additives in modifying metal hydride properties can be found in Ref. [2]. 

Recently in another review Shevlin and Guo [3] outline the fundamentals behind 

density functional theory (DFT) and expound upon its applications for calculating 

quantities such as hydrogen binding energies, enthalpies and free energies of 

formation, diffusion and reaction pathways, activation barriers, and transition states 

of metal hydride mixtures.  

 

1.4.1 
Intermetallic hydrides 

Of special interest are the intermetallic compounds represented as ABx formed by 

combining an element A usually a rare earth or alkaline earth metal that forms a 

stable hydride phase and an element B mostly a transition metal with weaker 

hydriding properties. The properties of several families of intermetallic compounds 

containing different amounts of A and B elements are summarized in Table 1.1. 

These intermetallic compounds exhibit a good volumetric H2 storage capacity and 

undergo reversible hydrogenation/dehydrogenation at low temperatures with suitable 

thermodynamics and good kinetics. An interesting point about these systems is that 

their H2 absorption and desorption can be tuned by alloying with correct 
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Table 1.1 Structure and hydrogen storage properties of intermetallic 
compounds reproduced from Ref. [4]. 

 
Type 

 
Metal Hydrides Mass% Peq, T 

AB5 
 

LaNi5 LaNi5H6 1.4 2 bar, 298 K 

AB3 
 

CaNi3 CaNi3H4.4 1.8 0.5 bar, 298 K 

AB2 
 

ZrV2 ZrV2H5.5 3.0 10-8 bar, 323K 

AB 
 

TiFe TiFeH1.8 1.9 5 bar, 303 K 

A2B Mg2Ni Mg2NiH4 3.6 1 bar, 555 K 

 

concentrations and types of elements. However, except for Mg2NiH4 the gravimetric 

H2 storage capacity of these compounds is typically less than 3.0 wt.% H2 as a result 

of which intermetallic hydrides are not recommended for on-board H2 storage 

applications.  

 

1.4.2 
Magnesium hydride 

Magnesium hydride (MgH2) offers a high H2 storage capacity of 7.6 wt.% H2 coupled 

with the distinct advantages of low manufacture cost and good reversibility. It has the 

highest energy density 9 MJ/kg of all reversible hydrides applicable for H2 storage. 

The drawbacks of MgH2 are its: (a) high thermodynamic stability which results in a 

relatively high desorption enthalpy and a corresponding high desorption temperature 

of 300oC at 1 bar H2 [5, 6], (b) slow H2 desorption kinetics [7], and (c) high reactivity 

towards air and oxygen. [8] Thus many efforts in recent years have focused on 

improving the dehydrogenation thermodynamics and kinetics of MgH2.  

A critical factor for H2 absorption by metals is the metal surface, which 

activates dissociation of H2 molecules and allows easy diffusion of H2 into the bulk. 

Ball-milling creates an increased surface area, micro/nanostructures and defects on 



C h a p t e r  1  I n t r o d u c t i o n  | 10 
 

 
 

the surface and in the interior of the material. Huot et al. [9] found that ball milling 

resulted in a 10 fold increase in surface area, reduced activation energy barriers, and 

enhanced the H2 desorption kinetics of MgH2. In another approach, ball-milling is 

carried out under H2 atmosphere. MgH2 generated by this method exhibited better 

hydride formation kinetics. [10] Further effect of using different concentrations of 

carbon on hydrogen adsorption and desorption of mechanically milled MgH2 was 

examined by Shang and Guo. [11] The results showed that graphite did not pose 

much influence on the desorption properties of MgH2. But it did cause rapid hydrogen 

uptake in the re-hydrogenated sample. After dehydrogenation, 5.0 wt.% H2 was 

reabsorbed within 30 min at 250oC for the MgH2 + 10G mixture prior-milled for 8 h 

as compared to 0.8 wt.% for the pure MgH2 milled for 8 h. This was attributed to the 

interaction between crystalline graphite with H2 disassociation close to the MgH2 or 

Mg surface. Moreover, graphite also inhibited the formation of a new oxide layer on 

the surface of Mg particles.  

Ródenas et al. [12] investigated hydrogen sorption properties of selected ball 

milled mixtures of MgH2 with graphite as well as other carbon materials including 

activated carbon fibers, multi-walled carbon nanotubes (MWCNTS), carbon 

nanofibers (CNFs) and activated carbon fibers. It was found that introduction of the 

carbon materials decreases the decomposition temperature of MgH2 with the best 

results being obtained with CNFs and MWCNTs. The decomposition kinetics of 

MgH2 was shown to significantly improve specially with CNF additions with the 

improved kinetics being maintained even after several hydriding/dehydriding cycles. 

In a subsequent study [13] the authors illustrated with regards to MgH2 

decomposition that carbon-supported nickel catalysts exhibited superior performance 

than those just containing carbon and nickel physically mixed and, especially, than 

those containing only nickel. 

 The thermodynamic and kinetic limitations can also be overcome by adding 

small amounts of effective catalysts. Various transition metals (Pd, Ni, Ti, and V) [7, 

14, 15] and metal oxides (V2O5, Cr2O3, Nb2O5) [8, 16-19] have been reported to play 

a catalytic role in hydriding/dehydriding reactions of MgH2. Over the years 

theoretical studies have strived to explain the role of catalysts in hydrogen sorption in 
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MgH2. First-principles calculations on the stability and electronic structure of MgH2-

M alloys where M = Al, Ti, Fe, Ni, Cu, or Nb suggested that the destabilization of 

MgH2 by the alloying elements occurred due to the weakening of the Mg-H bond. 

[20-22] Li et al. [23] used DFT in conjunction with ab initio molecular dynamics 

simulations to provide a fundamental understanding of the effect of the Nb2O5 

catalyst on the dehydrogenation mechanism of MgH2. This was done by substituting 

Nb at the Mg site as well as by creating a Mg vacancy. It was found that although 

both methods resulted in lowering the H2 desorption temperature, it was the 

substitution of Nb at the Mg site which was energetically more favorable than the 

formation of Mg vacancies. The catalytic role of transition metals Ti, V, Fe, and Ni in 

dehydrogenation of MgH2 nanoclusters has also been investigated using DFT 

calculations. [24] It was shown that these transition metal atoms not only decreased 

desorption energies significantly but also continued to attract at least four hydrogen 

atoms even when the total hydrogen content of the cluster decreased. Recently 

Ramzan et al. [25] through ab initio molecular dynamics have demonstrated that 

nanoclusters increase the hydrogen diffusion rate and lower the desorption 

temperature of MgH2. They also determined that it was the edge site Ni catalyst that 

resulted in fast diffusion of hydrogen in MgH2 nanoclusters.  

However, despite this extensive research Mg-based compounds displaying 

simultaneously the desired properties of low H2 desorption temperature, fast kinetics 

and high gravimetric storage capacity are yet to be achieved.  

 

1.4.3 
Complex metal hydrides 

Another class of hydrides to have received considerable attention is that of the 

complex metal hydrides. In these materials hydrogen reacts with Group I, II, and III 

light metals to form stable hydrides of the form NaAlH4, Na3AlH6, LiBH4, LiNH2, 

and Li2NH. In all of these systems the hydrogen atoms are covalently bonded to the 

central atoms in the “complex” anions.  

NaAlH4 is one of the widely studied complex aluminium hydride or alanate 

which releases H2 via a two-step process: 
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                                        3 NaAlH4 → Na3AlH6 + 2 Al + 3 H2                            (1.4.1) 

                                          Na3AlH6 → 3 NaH + Al + 3/2 H2                               (1.4.2) 

 

that is associated with a H2 storage capacity of about 5.5 wt.%. The operating 

temperatures for Reactions (1.4.1) and (1.4.2) are 185-230oC and 260oC, respectively. 

These reactions were characterized by high kinetic barriers and irreversibility due to 

which their practical applications seemed out of reach for many years. This scenario 

changed when Bogdanović and Schwickardi [26] demonstrated through their 

pioneering work that doping NaAlH4 with selected Ti compounds kinetically 

enhanced their dehydrogenation reactions were as well as made the reactions 

reversible under moderate conditions in solid state. However, the H2 capacities were 

found to quickly diminish upon cycling. Furthermore the H2 adsorption/desorption 

kinetics of these materials was still inadequate to allow practical application for on-

board H2 storage. Subsequently it was found that charging the hydride with a catalyst 

by doping NaAlH4 with suitable precursors through mechanical-milling was an 

effective means of bringing the kinetic and cycling properties closer to those desired 

in a practical H2 storage medium. [27, 28] 

 Several theoretical studies which tried to decipher the role played by Ti in 

lowering the dehydrogenation temperature of NaAlH4 gave conflicting results about 

the favourable site in the material for Ti substitution. [29-32] Araújo et al. [33] 

showed irrespective of the way the energetics was calculated the energy needed to 

remove hydrogen from Ti-substituted NaAlH4 was significantly lower than for the 

pure alanate. Further, the authors demonstrated the important role played by Na 

vacancies during hydrogen desorption. [34] They found that the process of removing 

two hydrogen atoms from such a system was in fact exothermic with respect to 

formation of a H2 molecule. A similar DFT study was performed to examine the 

influence of Ti and metal vacancies on the electronic structure, stability, and 

dehydrogenation of Na3AlH6. [35] Later Blomqvist et al. [36] performed a systematic 

study of the catalytic effect of other transition metal atoms on dehydrogenation of 

NaAlH4 from which Cr and Fe were predicted to be even more effective than Ti. 
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 A recent combined experimental and theoretical approach revealed that 

carbon nanostructures (fullerenes, nanotubes, and graphene) can be used as catalysts 

for hydrogen uptake and release in NaAlH4. [37] The calculated electron affinities of 

these carbon substrates were found to be related to the hydrogen sorption mechanism.  

In addition, the curvature of the carbon nanostructure was suggested to play a role in 

the catalytic process with fullerene being a better catalyst than nanotubes.   

Some of the other well studied alanates are LiAlH4, KAlH4 and Mg(AlH4)2. 

LiAlH4 is an unstable hydride which decomposes easily but which cannot be 

rehydrogenated. [38] Its desorption reactions are the same as given in Equations 

(1.4.1) and (1.4.2) with Na replaced by Li. The first reaction take places at 187-218oC 

and the second dehydrogenation occurs at 228-282oC. [39] Together these lead to a 

H2 release of 7.9 wt.%. The initial dehydrogenation of KAlH4 to the hexahydride 

occurs at a much higher temperature (300oC) than the analogous process for NaAlH4. 

Morioka et al. [40] suggested that as the formation enthalpies of KH and NaH were 

nearly equal while those of KAlH4 and NaAlH4 were quite different, it was the 

disparity in the thermodynamic stabilities of the parent alanates which was 

responsible for the differences in the dehydrogenation temperatures. Of the alkaline 

earth metal alanates, only Mg(AlH4)2 has an attractive gravimetric storage density 

which is above 7.0 wt.% H2. It was shown by Fichtner et al. [41] that 

dehydrogenation of Mg(AlH4)2 at 163oC did not involve a hexahydride [AlH6]
3- 

intermediate and proceeded according to the following reaction: 

 

                                       Mg(AlH4)2 →  MgH2 + 2 Al + 3 H2                               (1.3.3) 

 

MgH2 produced further dehydrogenates at 287oC to produce Mg. The thermodynamic 

properties of this material however appear to be unfavourable for reversible H2 

storage under practical conditions as the enthalpy seems to be close to 0 kJ/mol. [42]  

An in case of NaAlH4, Ti doping has been found to enhance the 

dehydrogenation kinetics of LiAlH4 and Mg(AlH4)2. Balema et al. [43] found that on 

the addition of 3 mol% TiCl4 the first dehydrogenation reaction of LiAlH4 occurred at 

room temperature after five minutes of mechanical milling. Chen et al. [44] showed 
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Table 1.2 Hydrogen storage properties of pure and doped alanates 
 
 

Observed 
H2 wt.% 

Conditions 
Temp (oC) 

(Pressure (MPa)) 

Reaction Ideal 
H2 

wt.% 

first 
dehyd 

rehyd first 
dehyd 

rehyd 

Ref 

LiAlH4 = LiH + Al + 3/2 H2 8.0 8.0  201  45 

LiAlH4 = 1/3 Li3AlH6 + 2/3 Al + H2 5.3 5.3  187-218  39,45 

With Ti dopant 5.3 5.3  25  43 

Li3AlH6 = 3 LiH + Al + 3/2 H2 5.6 5.6  228-282  39,45 

With Ti dopant 5.6 5.5  100-120  44 

NaAlH4 = NaH + Al + 3/2 H2 5.6 5.6 5.6 265 27 
(17.5) 

46,47 

With Ti dopant 5.6 5.0 3.5-
4.3 

160 12-15 
(11.5) 

26-28 

KAlH4 = KH + Al + 3/2 H2 4.3 3.5 2.6-
3.7 

290 25-33 
(0.10) 

14 

Mg(AlH4)2 = MgH2 + 2Al + 3 H2 6.9 6.9  163-
285 

 41 

With Ti dopant 6.9 6.9  140-
200 

 41 

 

that doping intermediate hydride Li3AlH6 with 2 mol% TiCl3 lowered its 

dehydrogenation temperature to as low as 100oC. Fitchner et al. [41] studied the 

kinetic effects of Mg(AlH4)2 doped with 2 mol% TiCl3  and mechanically milled for 

up to 100 min and illustrated that the peak decomposition temperature was reduced in 

the presence of the titanium dopant. Table 1.2 summarizes the H2 storage properties 

of both the pure and doped alanates. 

Lithium-based complex hydrides first caught attention as possible hydrogen 

storage materials when Chen et al. [48] reported the reversibility of the interaction 

between Li3N. This takes place by the following two-step reactions, 
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                        Li3N + 2 H2 ↔ Li2NH + LiH + H2  ↔ LiNH2 + 2 LiH                 (1.4.3) 

 

with an overall hydrogen storage capacity of 11.5 wt.%. The theoretically calculated 

formation enthalpies for the first and the second reaction are −162.0 kJ/mol and −40.9 

kJ/mol, respectively. [49] The corresponding dehydrogenation temperatures of 423–

473 K and 550 K however are high for practical applications. [50-52] For reducing 

this high desorption temperature requirement the bonding between Li+ and [NH2]
- 

ions needs to be modified. One such approach involves alloy the binary hydride with 

some divalent alkaline earth metal such as Ca or Mg. Bhattacharya et al. [53] have 

carried out a comparative first-principles density functional study of the structural and 

thermodynamical properties of Li2Ca(NH)2 and Li2Mg(NH)2 with the parent imide. It 

was observed that the reaction enthalpy decreased from 108.8 kJ/mol in Li-imide to 

102.6 kJ/mol and to 82.8 kJ/mol for Ca and Mg ternary imides, respectively. Based 

on first-principles molecular dynamics simulations Araújo et al. [54] recently 

attempted to answer questions regarding the temperature induced order-disorder 

phase transformation that occurs in Li2NH, the hydrogenated phase of Li3N, at about 

385 K. 

Reactions of LiNH2 with other complex hydrides such as LiBH4, LiAlH4, and 

Li3AlH6 are also well known. More than 11 wt.% H2 can be desorbed exothermically 

from a mixture of 2LiNH2 + LiBH4 in the temperature range 250–350°C. [55, 56] 

Introducing nanosized Pd, Pt, Ni, and Co drastically decreased the dehydrogenation 

temperature to ~150 °C. [57, 58] However, further reductions are still needed to 

achieve onboard H2 production. 

 The Mg(NH2)2–LiH systems have also attracted attention due to their 

reversible nature and suitable thermodynamic parameters. The dehydrogenation of 

Mg(NH2)2 and 2LiH takes place in the temperature range 150–250ºC, which gives 5.6 

wt.% H2 and a solid product Li2Mg(NH)2. But H2 release at a reasonable rate requires 

temperatures above 150oC even if the Mg(NH2)2/2LiH sample has been ball-milled 

intensively due to a possibly large activation energy barrier. Recently Wang et al. 

[59] found that a potassium-modified system in which LiH has been partially replaced 

with KH exhibited a set-off temperature of 80oC, which is the operation temperature 
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in PEMFCs, and also required a lowered H2 desorption peak by 50oC as compared to 

the pristine sample. The DFT calculations in the same study suggested that 

substituting one Li atom by K in Li32Mg16(NH)32 weakened the bonding which can 

facilitate atom reallocation across the amide/imide and/or imide/hydride phase 

boundaries, and mass transport through the imide phase, as a consequence of which 

much improved kinetics can be achieved. 

 For a more detailed review of the light metal hydrides and complex metal 

hydrides for H2 storage the reader may refer to Refs. [60]-[63].  

 

1.5 
Clathrate hydrates  

Clathrate hydrates are crystalline inclusion compounds consisting of hydrogen 

bonded water cages which can host a significant amount of guest molecules. It was 

long believed that each cage in a clathrate hydrate could accommodate-date only one 

guest molecule limiting the guest/water ratio R to ~0.167.  

 H2 clathrate hydrates were first discovered in 2002 by Mao et al. [64] with the 

classical sII structure with a unit cell containing 136 H2O molecules forming frame-

works around eight hexakaidodecahedron (51264) and 16 pentagonal dodecahedron 

(516) cages. These were synthesized at high pressures of 220 ± 30 MPa and a 

temperature of 234 K with R = 0.45±0.05. This H2/H2O ratio was explained on the 

basis of multiple occupancy in which a cluster of two H2 molecules were present in 

the small 516 cages and four H2 molecules in each of the large 51264 cages. Figures 1.4 

(a)-(c) show the structures of the sII H2 clathrate hydrate and its two types of cages. 

Lokshin et al. [65] in contrast observed sII type H2 clathrate hydrate having a small 

cage occupancy of 1 and a large cage occupancy of 4 at a pressure of 200 MPa. At 

atmospheric pressure the large cage occupancy changed to 2 with the small cages 

remaining singly occupied even when the temperature was increased. 

 There are three significant barriers to real applications of H2 clathrate 

hydrates, namely, (a) slow kinetics associated with enclathration, (b) high pressures 

required for clathrate formation and stabilization, and (c) relatively low H2 storage 
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Figure 1.4 (a) Structure of sII clathrate hydrate built of large and small cages,  
(b) Large 51264 cage containing a tetrahedral cluster of four H2 molecules, and  

(c) Small 516 cage occupied by two H2 molecules. (Source: Ref. 64) 

capacities. One of the ways of enhancing the kinetics of clathrate formation in the 

bulk is by increasing the surface-to-volume ratio of clathrate hydrates by using small 

crushed ice particles [66]. However, the use of crushed ice particles is inconvenient 

and, for multiple storage/release cycles, the material would revert to the bulk state 

upon melting. Methods such as efficient mechanical mixing or multiple temperature 

cycles can accelerate clathrate formation in laboratory but are likely to be unsuitable 

for on-board storage. Recently Su et al. [67] demonstrated a method using an 

ultralow-density, emulsion-templated polymerized high internal phase emulsion 

(polyHIPE) material as support for dramatically improving the kinetics and 

reusability for gas hydrates. 

 It has been shown that the pressure required to form a clathrate can be reduced 

significantly by introducing promoter molecules such as tetrahydrofuran into the 

larger 51264 cage. [68] However this reduction in required pressure comes at the cost 

of reduced H2 storage capacity, with potential H2 storage volume taken up by the 

promoter molecule. Lee et al. [69] reported that H2 storage capacities in THF-

containing binary-clathrate hydrates can be increased to ~4 wt.% H2 at modest 
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pressures by tuning their composition to allow the H2 guest molecules to enter both 

the large and the small cages, while retaining low-pressure stability.  

 The above experimental results have led to several attempts aiming to tune the 

hydrogen storage characteristics of clathrate hydrates. [70-73] In a new work [74] it 

was shown by means of pressure–volume–temperature measurements that the H2–

absorption rate of tetrahydrothiophene and furan hydrates was much greater than that 

of tetrahydrofuran hydrate. Their H2 storage capacities however were determined to 

be coincident. An in-depth discussion on the structures, stabilities, occupancies, and 

dynamics of hydrogen clathrates and their analogues and an overview of the recent 

developments towards hydrogen storage is provided in Ref. [75]. 

 The group of Chakravarty has been doing significant theoretical research on 

(a) the dynamical properties of water [76-78], (b) multi-time scale behaviour of 

hydrogen-bonded network in water [79, 60], and (c) structure, entropy, and mobility 

of network forming-ionic melts exhibiting water-like anomalies [81-86].  

Studies regarding the stability and structural attributes of clusters of water 

have always been of great interest. [87-90] In the light of the importance of water-

clathrate hydrates for hydrogen storage such studies have become even more 

important today. Ludwig and Appelhagen [91] performed ab initio calculations on 

clathrate-like water clusters with buckminsterfullerene as the guest species. In 

contrast Shameema and co-workers [92] have investigated the effect of spatial 

confinement on the properties of water and other isoelectronic molecules when 

encapsulated in a C60 fullerene cage. It is observed that depending on the molecular 

environment the larger clusters adopt seemingly different structures. [93, 94] 

Hydrogen bonding in protanted water molecules has been studied using an atoms-in-

molecules (AIM) approach. [95] In a latest report, Parthasarthi et al. [96] have 

extended the application of this technique to examine the of linear water chains 

(H2O)n, n = 5-20 from ab initio DFT calculations. In another recent work, Kirov and 

co-authors [97] have presented a new discrete model, relying on the screening of the 

energy of the local network based on the concept of ‘strong’/‘weak’ nearest neighbor 

interactions according to their (trans/cis) orientation and the connectivity of the 
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respective pairs to neighbours, to identify the most stable networks in polyhedral 

water clusters.  

Theoretical studies have also tried to answer several questions regarding the 

thermodynamic stability of clathrate hydrates as a function of cage occupancy, the 

bonding in the H2 molecules, and their clustering inside the cages.  A statistical 

mechanical method in conjunction with first-principles calculations showed that the 

stability of the clathrate was mainly due to the dispersive interactions between H2 

molecules and the water forming the cages. [98] Calculations at the experimental 

conditions of 200 MPa and 250 K confirmed the picture of multiple occupancy in the 

clathrate cages. Sluiter et al. [99] showed through an electronic density functional 

study that the enclathration of H2 molecules in clathrates is based on physisorption 

with energy of the order of 20-25 meV/H2. As the H2 interaction with the cage wall 

was much stronger than that with other H2 molecules it was suggested that the H2 

molecules in a cage bind individually to the cage walls and that the H2-H2 interaction 

played a role in for crowding only, dispelling the picture of H2 clusters in the cages. 

However, in this study only the quantum effects of rotational movement were 

considered while those of translational motion were neglected. Thus here the zero-

point vibrations were accounted partially. 

Inerbaev et al. [100] extended this work within the lattice dynamics approach 

in the quasiharmonic approximation (QHA) to examine the effect of cage occupancy 

and temperature on the structural, dynamic and thermodynamic properties of sII H2 

clathrate hydrate taking into account all types of molecular vibrations. Calculations at 

the experimentally measured cage occupancy and temperature agreed well with the 

equilibrium pressure of the H2 clathrate hydrate reported by Lokshin et al. [65] as 

opposed to that by Mao et al. [64]. It was also shown that at temperatures above 

approximately 125 K and for large cage occupancies of 3 H2 or less, the guest 

molecules did not affect the host lattice. Furthermore, the quantum zero-point 

vibrations were found to be of fundamental importance for calculating the 

thermodynamic properties of the H2 clathrate hydrates. 

 Narrowing down the range of possible promoter compounds that can reduce 

the high pressure requirement of the clathrates requires an understanding of their 
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characteristics. Such an insight can be gained in terms of the interaction of promoter 

molecules with both water and H2 and by determining the mechanisms of the 

processes that lead to promoted clathrate formation and stabilization, through 

theoretical studies. Thus, in the future computational modelling will play an 

important role in the development of promoted H2 containing clathrate hydrates. 

 

1.6 
Metal-organic frameworks  

Metal-organic frameworks (MOFs) are hybrid inorganic/organic crystalline materials 

in which metal ion clusters are linked by organic ligands to form extended 

frameworks that are highly stable as well as microporous. [101] With a number of 

organic ligands and metal ions that are available for use in the synthesis scheme a 

variety of networks with desired pore dimensions and metal centers can be designed.  

In a path breaking work in 2003 Rosi et al. [102] reported favourable H2 

sorption properties of up to ~4.5wt.% H2 at 78 K for MOF-5. It can be seen from Fig. 

1.5 (a) that MOF-5 is built from inorganic [OZn4]
6+ groups joined by an octahedral 

array of [O2C-C6H4-CO2]
2- (1,4-benzenedicarboxylate or BDC) groups. The H2 

storage capacity however reduced to 1.0 wt.% H2 at room temperature and 20 bar 

pressure. The corresponding H2 adsorption isotherms of MOF-5 at 78 K and 298 K 

are displayed in Figs. 1.5 (b) and (c). MOF-177 [103, 104], IRMOF-20 [105, 106], 

MIL-101 [106, 107] and [Cu(L2)(H2O)2] (L2=terphenyl-3,3'',5,5'-tetracarboxylate) 

[108] have also been reported to show high H2 uptake in the range of 5.0-7.5 wt.% H2 

at 77 K and moderate pressure. But at 298 K their maximum H2 uptake falls below 

1.5 wt.% H2.  

H2 adsorption in MOFs can be improved by using coordinately unsaturated 

ions such as Mg2+ [109], Ni2+ [110] and Zn2+ [111] in the metal oxide core. The 

coordinative unsaturation basically brings about stronger physisorption with a 

concurrent decrease in the density of the framework. Another approach that is 

currently being considered for enhancing H2 storage of these materials is using Li for 

doping MOFs. Blomqvist et al. have explored Li doping onto 1,4-
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Figure 1.5 (a) Single-crystal x-ray structure of MOF-5 illustrated for a single unit 
cell. On each of the corners is an oxygen-centered Zn4 cluster [OZn4(CO2)6]. These 
are bridges by six carboxylates of the 1,4-benzene dicarboxylate linkers.; Hydrogen 
gas adsorption isotherms of MOF-5 at (b) 78 K and (c) 298 K. (Source: Ref. 102) 

 

benzenedicarboxylate (BDC) linkers in MOF-5. [112] They showed by means of 

first-principles calculations that two Li atoms were strongly adsorbed on the surfaces 

of the BDC six-carbon rings, one on each side, carrying a charge of +0.9e per Li. 

Each Li was found to be able to cluster three H2 molecules around itself with a 

binding energy (12.0 kJ/mol H2) more than two times larger than the binding energy 

(5 kJ/mol H2) for pure BDC [113]. Dalach et al. [114] have applied density functional 

theory (DFT) to selected clusters representative of two MOFs: Zn2[NDC]2(BIPY) and 

Zn2(BPDC)2(DPNI) where BIPY=4,4'-bipyridine, NDC=2,6-naphthalenedicarboxylic 

acid, BPDC=biphenyl-4,4'-dicarboxylate, and DPNI=N,N'-di(4-pyridyl)-1,4,58-

naphthalenetetracarboxydiimide, to examine the effect of doping electrons through Li 
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into their structures. The DFT studies confirmed an enhancement of H2 adsorption 

energies both on the organic linkers and the metal oxide cornerposts when Li was 

doped into the structure. In contrast to previous model assumptions the authors found 

that Li associated more strongly to the metal oxide cornerposts than to the aromatic 

rings of the organic linkers.  

 Recently, Kolmann et al. [115] performed a systematic study in order to 

validate the use of DFT for Li-doped MOFs. In their work they used a Li+-benzene 

complex as a model for Li-doped MOF-5. They considered the following DFT 

functionals: BMK [116], B3LYP [117, 118] and M05-2X [119] whose performance 

was compared with MP2 and CCSD(T). M05-2X was found to be the best DFT 

method chosen as it successfully reproduced the MP2 and CCSD(T) H2 binding 

energies to Li+-doped benzene. It was further suggested that the interaction between 

H2 and Li was primarily a local interaction which depends little on the nature of the 

extended structure of the material, implying that model compounds can be used to 

describe these systems. 

In all the above mentioned DFT studies attempts have been made to model the 

interaction of H2 with doped MOFs but questions regarding the kinetics and enthalpy 

of H2 adsorption need to be answered. The experimental feasibility of manufacturing 

these Li-doped MOFs for H2 storage also requires to be tested.  

 For a good account on MOFs and on the various other techniques besides light 

metal atom doping aimed at improving H2 uptake in these materials such as 

optimization of pore size, impregnation of another adsorbate surface within large-

pore MOFs, catenation framework, open metal sites, and using functionalized linkers, 

the reader may see the review by Roswell and Yaghi [120]. 

 
1.7 
Other hydrogen storage materials  

Besides the materials discussed above, there are other approaches which also deserve 

a special mention. 
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Figure 1.6 Crystallographically defined 9 T sites of BEA zeolite. The grey spheres 
represent the Si sites.  (Source: Ref. 128) 

1.7.1 
Zeolites  

Zeolites are classic examples of microporous materials. These are crystalline 

inorganic polymers based on a three-dimensional arrangement of SiO4 and AlO4 

tetrahedra connected through their oxygen atoms to form large negatively-charged 

lattices which are balanced by extra-framework alkali and/or alkali earth cations. 

Some of the commonly known zeolites are silicalite-1, ZSM-5, zeolite Beta (BEA) 

and zeolites X, Y, and A. It has been observed that incorporating transition metal ions 

into their frameworks can acidity. Thus, several quantum chemical calculations have 

focussed on examining the structural properties, adsorption properties and proton 

affinity of zeolites and on deducing the effect of transition metal ions. [121-127]  

 Other studies have concentrated on determining the sites that will prefer to 

incorporate the transition metal ion. [128-132] Figure 1.6 displays the unit cell of 
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BEA zeolite and the nine T sites where Sn and Ti substitution can possibly take place. 

Zeolites with their well–organised and regular system of pores and cavities also 

represent almost ideal matrices for hosting nanosized particles. The effects of pore 

structure of zeolites, temperature and pressure on the hydrogen adsorption of several 

zeolites and ion-exchanged zeolites have been explored with respect to their 

application for hydrogen storage. [133-142] At 77 K, the temperature at which most 

measurements are taken, zeolites exhibit poor maximum adsorption capacities in the 

1–2 wt% region at pressures of 1 bar. [143]  

Template synthesis is a promising technology to prepare novel porous carbon 

materials with large surface area and relatively uniform pores. Among the possible 

templates, zeolites can be used to obtain ordered carbon materials with very high 

microporous volumes due to a very well defined and narrow pore size distribution 

(PSD). Surprisingly though zeolites themselves face drawbacks when attempting to 

reach the Department of Energy targets, current studies have demonstrated that 

zeolite based template carbons have strong potential for H2 storage. [144-151]  

 

1.7.2 
Graphene 

Carbon nanostructures such as fullerenes and nanotubes are promising candidates for 

hydrogen storage. But their large-scale production and high cost serve as severe 

limitations. Lately graphene, a two-dimensional flat monolayer of carbon atoms 

packed into a honeycomb lattice, has come into prominence because of the 

developments in its experimental fabrication techniques. Due to its fascinating 

physics for fundamental studies and its potential applications for the next-generation 

electronic devices and H2 storage materials graphene attracts a lot of attention.  

 Lu et al. [152] have recently investigated in detail the electronic structure of 

tetracyanoethylene (TCNE) on graphene using the first-principles method based on 

DFT. It was demonstrated that the electronic structure of graphene can be controlled 

over a wider range by organic molecules, and that it is possible to build graphene-

based electronic devices by modifying the graphene with patterned organic 

molecules, without the need for cutting or etching graphene. Another route that has 
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been recently suggested for tuning the electronic structure involves growing graphene 

on a substrate. [153, 154]  

In many computations polycyclic aromatic hydrocarbons (PAHs) are chosen 

to model graphene. Heine et al. [155] calculated the physisorption energy of H2 as a 

function of the PAH size and the adsorption site. The adsorption energies were found 

to be between 4-7 kJ/mol and these results were then extrapolated to graphene layers. 

A similar ab initio study was also carried out by the authors for modelling N2 

adsorption on grapehene platelets which revealed that the trends for H2 and N2 

adsorption on PAHs and graphene were same but with N2 binding twice as strongly as 

H2. [156] At room temperature quantum effects are significant and need to be 

accounted for. This nontrivial task was performed by Patchkovskii and co-workers 

[157] who found that H2 storage in graphene depended on the interlayer distance. For 

distances less than 5 Å the H2-graphene interaction potential was repulsive which 

prevented the penetration of H2 in between the graphite layers. The storage capacity 

peaked at an interlayer distance of 6 Å and then reduced continuously with increasing 

distance. For the limit of a single graphene sheet an insignificant uptake of H2 on the 

layer surface was predicted. It was concluded that with an appropriate interlayer the 

H2 storage in graphene could be tuned to reach reasonable values. Introduction of 

spacers was suggested as a possible route for achieving this such uniform interlayer 

distances. In an interesting study C60-intercalated graphite (CIG) was simulated. [158] 

Between 50-300 K temperatures CIG was found to have double the interaction free 

energy with H2 than the empty structure. Compared to Li-doped carbon nanotubes 

and Li-doped graphite, CIG was able to achieve a high H2 storage capacity at low 

temperatures. 

 More recently a combined experimental and theoretical investigation has been 

performed on the H2 and CO2 uptake of graphene. [159] Graphene samples with 

different surface areas prepared by exfoliation of graphitic oxide or conversion of 

nanodiamond showed significant absorption of H2 and CO2. The maximum H2 uptake 

was found to be 3.1 wt.% at 100 atm and 298 K. The theoretical calculations yielded 

a 7.7 wt.% of H2 uptake by a single-layer graphene both in the parallel and 

perpendicular orientations. 
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 Current advancements in experiments have now permitted production of finite 

sized graphene layers or graphene nanoribbons (GNRs) with varying widths. 

Depending up on where the layers are terminated one can have two different edge 

geometries, namely, zigzag and armchair edges which vary largely in their electronic 

properties. Their electronic and magnetic properties have only recently been explored 

using a many-body description. In this regard the detailed configuration interaction 

and density functional studies of undoped and doped GNRs done by Pati and co-

workers are noteworthy. [160-162] In another fresh study Lu et al. have investigated 

effects of hydrogen passivation of edges of armchair GNRs on their electronic 

properties using first-principles method. [163] 

 

1.8 
Motivation and outline of the thesis 
Presently there are a variety of solid-state H2 storage materials being investigated, but 

none of these systems satisfy all the requirements for practical on-board storage of 

hydrogen. In view of this fact the current need, therefore, today is to bring about 

breakthroughs in the existing technologies as well as develop new H2 storage 

materials. Experimentally this is a long drawn process requiring significant human 

and financial resources. Computational materials science in comparison is a fast and 

cost effective strategy for evaluating novel materials. In addition theory and 

simulations can be used for supporting experimental results. Thus, the main 

motivation behind this thesis is to use a computational approach to model different 

classes of H2 storage materials and to understand the H2 desorption processes 

associated with them.   

 The intensive studies carried out over the past decade reveal that MgH2, 

complex metal hydrides, and MOFs have tremendous promise for the purpose of H2 

storage. The need for enhancing their H2 storage properties, which calls for further 

research, inspired us to specifically study these materials in the present thesis. To this 

end, herein we have performed DFT based calculations to study theoretically the 

ground state structure, electronic structure, chemical bonding, dehydrogenation 
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thermodynamics, H2 desorption kinetics, and effect of (a) high pressure phases, (b) 

addition of dopants, and (iii) inclusion of lattice vibrations at finite temperatures. 

 The outline of this thesis is as follows. Chapter 2 provides the theoretical 

background of the computational techniques employed in this work. In the succeeding 

chapters 3-6, results from our theoretical studies are presented. Specifically, Chapter 

3 deals with a detailed study of chemical bonding in α- and β-LiAlH4 and -LiBH4 and 

in pure and Al- and Si-doped α-, γ-, and β-MgH2. In Chapter 4 the thermodynamics 

and kinetics associated with H2 removal from the same materials are discussed. The 

effect of temperature on the thermodynamical properties of MgH2 is summarized in 

Chapter 5. Chapter 6 is an indicator study in which H2 binding energies of light metal 

ion doped MOF-5 has been evaluated by using molecular complexes of the organic 

linker, that is, benzene ring with metal ions and different number of H2 molecules as 

model systems. Finally in Chapter 7 we summarize the important results of this thesis 

and provide an outlook into the future scope of this work. 
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CHAPTER 2 

Theoretical background 

 
                                                                                              He who loves practice without theory 

                                                                                                is like the sailor who boards ship 

                                                                                              without a rudder and compass 

                                                                                              and never knows where to be cast. 

-Leonardo da Vinci 

____________________________________________ 

n this chapter we outline the theoretical framework behind the methodology 

used in most part of the work presented in this thesis. We begin in Section 2.1 

with a brief introduction to the many-body problem by discussing the Born-

Oppenheimer approximation, Hartree approximation, Hartree-Fock theory, and 

methods beyond Hartree-Fock. In Section 2.2 we provide a summary of density 

functional theory which is as an alternative route for performing such calculations. 

Special attention is given to the Hohenberg-Kohn theorems, Kohn-Sham equations, 

and the different exchange-correlations functionals. In Section 2.3 a description of the 

concepts of molecular dynamics is given while the foundations of ab initio molecular 

dynamics are laid in Section 2.4. In Section 2.4 we explain and compare the ideas and 

algorithms behind Born-Oppenheimer molecular dynamics and Car-Parrinello 

molecular dynamics. Lastly, the implementation of the abovementioned methods via 

I 
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the plane wave-pseudopotential approach employed in Vienna ab initio simulations 

package (VASP) for performing solid-state calculations is discussed in section 2.5. 

 

2.1 
The many-body problem 
Any given system composed of N electrons and M nuclei can be determined by 

solving the Schrödinger equation. The time-independent Schrödinger equation [1] has 

the form 

 

                                                   HΨ = EΨ                                                 (2.1.1) 

 

where Ψ is the wavefunction of the system, E is the energy eigenvalue and H is the 

Hamiltonian operator. H is the sum of the kinetic energy T and potential energy V 

operators and can be written as 
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In the above equation the first two terms are the kinetic energies of N electrons with 

masses m and M nuclei with masses MA, the third term is the electrostatic repulsion 

between electrons separated by rij, fourth term is the electrostatic repulsion between 

nuclei separated by RAB and the last term is the Coulombic attraction between 

electrons and nuclei riA distance apart.  

 

2.1.1  
Born-Oppenheimer approximation 

Since nuclei have much larger masses their velocities are consequently smaller 

compared to electrons. The Born-Oppenheimer approximation [2] assumes that the 

nuclei are fixed which amounts to removing the second term in Equation (2.1.2). 

Further, the fourth term is a constant and is included in the total energy after 
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calculating the wavefunction. These simplifications result in the electronic 

Hamiltonian operator: 

 

                                
 
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The conceptual and numerical problems related to the electron-electron interactions in 

Equation (2.1.3) are the most challenging to deal with. An elementary scheme would 

be to set the corresponding terms to zero implying that the N electrons move 

completely independent of each other. Then the total wavefunction Ψ  

 

                                   )()...()( 2211 NN rrr                            (2.1.4) 

 

becomes a product of N one-electron wavefunctions ψi. However such a Hamiltonian 

is very archaic and hence electron-electron interactions must be calculated. 

 

2.1.2  
Hartree approximation 

Under the Hartree approximation each electron is thought of as moving in a field built 

by all other electrons. The electron-electron interactions then depend only on the 

positions of the electron under consideration which moves in an electronic sea made 

by the rest of the electrons. The second term in Equation (2.1.3) can therefore be 

approximated as a sum of one-electron potentials vi 
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where ψi is the orbital for the ith electron. The solution of Hartree approximation 

needs to be derived self-consistently because calculation of ψi depends on Σ(1/rij) 

which in turn is defined in terms of ψi. The total wavefunction is still expressed as the 
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Hartree product as given in Equation (2.1.4). However it is not antisymmetric with 

respect to exchange of electrons and does not account for the Pauli exclusion 

principle. In order to bring in the Pauli exclusion principle one has to go beyond the 

Hartree method. 

 

2.1.3  
Hartree-Fock approximation 

The many electron wavefunction Ψ may be approximated in the form of a Slater 

determinant composed of an antisymmetrized product of N orthonormal spin orbitals 

ψi(x) for all the electrons, where each ψi(x) is a product of a spatial orbital φk(r) and a 

spin function σ(s) = α(s) or β(s). 
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 In the Hartree-Fock (HF) approximation [3] the orthonormal spin orbitals that 

minimize the total energy given by 
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for the above determinant form of ΨHF are found. The normalization integral 

HFHF  |  is equal to 1 and energy is given by the formula 
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The Jij are called Coulomb integrals and Kij are called exchange integrals. 

Minimization of Equation (2.1.8) subject to the orthogonalization conditions gives the 

HF differential equations 
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and j and k are the Coulomb and exchange operators respectively. In the HF scheme 

the one-electron effective potential has the form v + g, where v is the potential of an 

electron in the external field and g is equal to sum of Coulomb potential, taking into 

account the repulsion of the other electrons, and the exchange potential, which has no 

classical interpretation and is caused by the antisymmetrization of the one-electron 

functions in the expressions for ψ. The Coulomb and exchange potentials for each ψi 

depend on the solutions ψj of all the other equations with j≠i. Therefore the HF 

equations form a system of interrelated equations that is solved by the self-

consistency method. 

 Even if the HF equations are correctly solved, the method eventually turns out 

to be theoretically incomplete. Despite the correct treatment of electronic exchange 

within the HF theory, electronic correlation is totally missing. Consequently the 

correlation energy may be defined as the difference between the correct energy and 
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that of the HF solution i.e. Ecorr ≡ E - EHF. Therefore, for including correlation one has 

to go beyond the HF theory. 

 

2.1.4  
Beyond Hartree-Fock 

Some instances of the different methods that take correlation effects into account are 

the Møller-Plesset (MP) perturbation theory [4], configuration interaction (CI) [5] and 

coupled cluster (CC) [6]. In MP perturbation theory the difference between the exact 

Hamiltonian and sum of one electron operators is introduced as a perturbation to the 

unperturbed HF solution. Correlation corrections can be derived to a chosen order. 

Another way to include correlation is to work with a multi-determinant wavefunction 

instead of the single-determinant wavefunction. This approach is used in CI and CC 

methods. Treatment of exchange and correlation follows another route in the density 

functional theory which is covered in the next section. 

 

2.2  
Density functional theory 
The density functional theory (DFT) [7] allows one to move away from the N-

electron wavefunction Ψ and its associated Schrödinger equation and replace them by 

the much simpler electron density ρ(r) and its corresponding calculation scheme. The 

history of using electron density as the basic variable began with the pioneering work 

of Thomas and Fermi. 

 

2.2.1  
Thomas-Fermi theory 

Thomas [8] and Fermi [9] proposed in 1927 that statistical considerations can be used 

to estimate the distribution of electrons in an atom. In this method the kinetic energy 

is approximated as an explicit functional of density, idealized as non-interacting 

electrons in a homogeneous gas with a density equal to the local density at the given 
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point. Neglecting the exchange and correlation terms, the Thomas-Fermi (TF) total 

energy of an atom with a nuclear charge Z in terms of electron density is given by 
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where the Fermi coefficient CF = 2.871. Assuming that for the ground state of an 

atom the electron density minimizes the energy functional ETF[(r)] under the 

constraint 
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Applying the method of Lagrange multipliers to incorporate the constraint, the 

ground-state electron density must satisfy the variational principle 
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Hence, the TF theory involves solving the Equation (2.2.4) under the constraint 

(2.2.2) and inserting the resulting electron density in Equation (2.2.1) to yield the 

total energy. 

            The TF theory though allows the explicit calculation of an atom’s total 

energy, its accuracy is low. The errors for the total energies of atoms are relatively 

large and still more for molecules which are unstable within the TF theory. Due to 

these reasons, this method was considered as an oversimplified model. 
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2.2.2  
Hohenberg-Kohn theorems 

The modern formulation of density functional theory originated with the fundamental 

theorems of Hohenberg and Kohn [10]. The first Hohenberg-Kohn (HK) theorem 

states that: The external potential v(r) is determined, within a trivial additive 

constant, by the electron density (r). Since (r) determines the number of electrons, 

it follows that (r) also determines the ground-state wavefunction Ψ and all other 

properties such as kinetic energy T[], potential energy V[] and total energy E[] of 

the system. Hence the ground state expectation value of any observable, including the 

total energy, is a unique functional of the ground-state electron density (r).  

 

                      ][][][][  eenev VVTE    ][)()(  HKFdrrvr           (2.2.5)                               
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The second HK theorem states that: For a trial density
~

)(r such that 

0)(
~

r and Ndrr  )(
~

 , 

                                                           ][
~

0 vEE                                             (2.2.7)  

 

This provides a variational principle such that the search for the lowest-energy 

wavefunction Ψ0(r) can be replaced by a search for the lowest energy electron density 

0(r) and the ground-state energy E0 is given as the minimum of the functional 

Ev[(r)].  

  The classical part of the electron-electron interaction Vee[] in Equation 

(2.2.6) is the Coulomb potential energy 
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In the TF theory Vee[] is replaced by J[] and kinetic energy T[] is taken from the 

theory of a non-interacting uniform electron gas. This constitutes a direct approach 

for calculating T[] and therefore the total energy if the electron density is known but 

only approximately. It would however be preferable to correctly calculate T[] as it 

forms the leading part of the total energy. Kohn and Sham proposed introducing 

orbitals into the problem allowing more accurate computation of T[] with a small 

residual correction that is handled separately. 

 

2.2.3  
Kohn-Sham equations 

For a system of noninteracting electrons the kinetic energy is 
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and the electron density is    
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with x including both space and spin coordinates. Here ψi and ni are the natural spin 

orbitals and their occupation numbers respectively. Using orbitals to calculate the 

kinetic energy is an indirect though accurate approach.  

 Kohn and Sham [11] replaced the interacting many-body problem by a 

corresponding noninteracting particle system with the same density in an appropriate 

external potential. The total energy functional is then expressed in atomic units as 
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In the above equation the first term is the kinetic energy functional of the system of 

noninteracting electrons with the same density, the second term is the classical 

Coulomb energy for the electron-electron interaction, the third term is energy 

functional incorporating all the many-body effects of exchange and correlation and 

the last term is the attractive Coulomb potential provided by the fixed nuclei. 

The construction of the Kohn-Sham (KS) functional is based on the 

assumption that the exact ground state density can be represented by the ground state 

density of an auxiliary system of noninteracting particles. The solution of the KS 

auxiliary system can be viewed as the minimization problem of the KS functional 

with respect to the density. This leads to N KS equations  
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Here i are eigenvalues, ψi are KS orbitals and veff is the effective potential 
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that is the sum of potential from the nuclei, a Hartree-style potential and the potential 

for exchange and correlation. The latter is defined as 
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In Equation (2.2.15) eff depends on (r). Hence the KS Equations (2.2.12), (2.2.13) 

and (2.2.14) have to be solved self-consistently. Therefore, in a DFT calculation one 

begins with a guess for (r) for constructing eff from Equation (2.2.14). After the 
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first iteration we get a new electron density from which the Hartree and exchange-

correlation potentials are generated to yield a new potential. This process is repeated 

until self-consistency is achieved. 

 

2.2.4  
Exchange-correlation functionals 

In the KS equations while the kinetic energy is incorporated correctly, a challenge in 

DFT is the search for a good approximation of the exchange-correlation functional 

EXC[]. One of the many approaches is the local density approximation (LDA) [11]. 

The LDA exchange-correlation energy functional is given as 
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where XC[ρ] is the exchange-correlation energy per particle of a uniform electron gas 

of density (r). The exchange part of XC[ρ] can be expressed analytically by that of a 

homogeneous electron gas. 
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The correlation part may be obtained from perturbation theory or from Quantum 

Monte Carlo method. The corresponding exchange-correlation potential and KS 

equation then become 
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The self-consistent solution of Equation (2.2.19) defines the LDA method. 

Application of LDA amounts to assuming that the exchange-correlation energy for a 

nonuniform system can be obtained by applying uniform electron gas results to 

infinitesimal portions of the nonuniform electron distribution and then summing over 

all individual contributions. 

LDA is expected to work for systems with slowly varying electron densities. 

However it was successful for even semiconductors and insulators due to large 

cancellations in the exchange part. Hence further improvements are called for. A 

route to bring about this improvement is to take into account the gradient of the 

electron density. The idea is to include ∂ρ(r)/∂r as well as ρ(r) to describe the 

exchange hole. This is implemented via the method of generalized gradient 

approximation (GGA) in which the exchange-correlation energy functional is written 

as 

 

                                     drrrFrrE GGA
XC )](),([)()]([                       (2.2.20) 

 

In 1986 the exchange part of )]([ rEGGA
XC   was proposed by Perdew and Wang (PW86) 

[12] and another correction was developed by Becke in 1988 (B88) [13]. Gradient 

corrections to the correlation part were proposed in 1986 by Perdew (P86) [14], in 

1991 by Perdew and Wang (PW91) [15], in 1988 by Lee, Yang and Parr (LYP) [16] 

and in 1996 by Perdew, Burke and Ernzerhof (PBE) [17]. In all our density functional 

calculations the PW91 GGA functional has been employed. 

 

2.3 
Molecular dynamics 
The aim of molecular dynamics (MD) is to model the detailed microscopic dynamical 

behavior of many different types of systems as found in chemistry, physics or 

biology. In such a scenario, the motions of nuclei must be taken care from the 

beginning.  
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 In the MD method, nuclear motion of the particles is described using the 

laws of Newton’s mechanics whereby every new distribution is derived from the 

previous one by using the interactions between the particles. For an ith particle of the 

system, the total potential energy at time t0=0 is computed as a sum of all pair 

interactions uij 
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Once this is obtained the force acting on the particle can be calculated as 
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which causes an acceleration                    
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This in turn modifies the initial velocity iv


 to '
iv


 and then every particle is allowed to 

move with that velocity over a short period of time Δt. This produces new positions 

'
ir


 for all the particles at time t1 = t0 + Δt. Next the potential energies '
iu , forces '

if


 

and velocities ''
iv


 are calculated for this new distribution. This procedure is repeated 

for a large number of times. Therefore MD simulations can describe systems that 

evolve in time. The new positions are derived from the Newtonian laws of motion 

and are therefore deterministic. 

 

2.3.1  
Equations of motion 

The Hamiltonian for a system of N particles moving under the influence of a potential 

function U(RN) is given by 
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where RN and PN are the sets containing all the positions and momenta respectively. 

The forces are derived from the potential 
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The equations of motion are according to Hamilton’s equations  
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From which the Newton’s second law is obtained 

 

                                                      )( N
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The equations of motion are integrated and atomic trajectories are followed on the 

potential energy surface. 

 

2.3.2 
Numerical integration 

The numerical integration techniques are based on a discretization of time and a 

repeated calculation of the forces on the particles. These methods must have the 

properties of (a) long time energy conservation to ensure that we stay on the constant 

energy hypersurface and short time reversibility and (b) short time reversibility so 

that the discrete equation still exhibit the time reversible symmetry of the original 

differential equations.  
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 A computationally efficient scheme is the Verlet algorithm [18]. To derive it 

)(tri


is expanded forward and backward in time in the third order of Taylor 

expansion. 
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 A MD simulation is usually performed for a fixed number of particles N 

inside a fixed volume. The initial values for positions and velocities are chosen 

together with an appropriate time step. The first part of the simulation is the 

equilibration phase in which strong fluctuations may occur. Once all the important 

quantities are sufficiently equilibrated, the actual simulation is performed. The time 

evolution of such a microcanonical ensemble is accumulated over many time steps. 

Finally observables are calculated from the trajectory as time averages which are 

thought of as being comparable to experimentally observed ensemble averages. 

 

2.4 
Ab initio molecular dynamics 
The basic idea underlying every ab intio molecular dynamics (AIMD) method is to 

compute the forces acting on the nuclei from electronic structure calculations that are 

performed on-the-fly as the MD trajectory is generated. In this way the electronic 

variables are not generated beforehand, but are considered as active degrees of 

freedom. This implies, that given a suitable approximate solution of the many-
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electron problem, chemically complex systems can also be handled by MD. This 

implies that now, one has to select a particular approximation for solving the 

Schrödinger equation.  

 

2.4.1 
Born-Oppenheimer molecular dynamics 

The most commonly employed approach to AIMD is the Born-Oppenheimer 

molecular dynamics (BOMD) in which the electronic problem is solved using DFT 

for obtaining the ground state eigenvalue. For an interacting system of electrons with 

classical nuclei fixed at positions {RN}, the total ground state energy can be found by 

minimizing the KS energy functional (as defined in Equation 2.2.11) 
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with respect to orbitals which are subject to the orthonormality constraint 
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The corresponding Lagrangian for BOMD is therefore 
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and the equations of motion are 
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The forces between nuclei needed for the implementation of BOMD are  
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Figure 2.1 Flowchart displaying the steps involved in the Born-Oppenheimer 

Molecular Dynamics algorithm. 
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Once the initial forces are calculated they are next fed into a numerical integration 

procedure together with a set of initial velocities for the nuclei, and a step of 

molecular dynamics is carried out, yielding a new set of positions and velocities. At 

the new nuclear positions, the energy functional is minimized again and a new set of 

forces is obtained and used to perform another step of MD propagation. This 

procedure is repeated until an entire trajectory has been generated.  

These steps involved in BOMD are displayed in the form of a flowchart 

presented in Fig. 2.1 which tells that BOMD requires a full self-consistent density 

functional minimization of energy and its derivative at each point. For cutting down 

computational expenses it would therefore be appealing to have an approach that does 

not require exact calculation of ground state energy at every step. An elegant 

alternative to BOMD was proposed by Car and Parrinello [24]. 

 

2.4.2 
Car-Parrinello molelcular dynamics 

Car-Parrinello molecular dynamics (CPMD) [19] is an efficient way to combine a 

quantum chemical description of electron dynamics and a classical description of 

nuclei dynamics in a unique framework. The Car-Parinello approach exploits the 

time-scale separation of fast electronic and slow nuclear motion. This is achieved by 

mapping the two-component quantum/classical problem onto a two-component 

purely classical problem with two separate energy scales.  

In CPMD the extended energy functional KS is considered to be dependent on 

{Фi} and RN. In classical mechanics the force of the nuclei is obtained as the 

derivative of a Lagrangian with respect to the nuclear positions. Similarly, a 

functional derivative with respect to the orbitals, which if also interpreted as classical 

fields, would yield the force on the orbitals. Car and Parinello postulated the 

following Lagrangian using KS  
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and the equations of motion are 
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where μ is the “fictitious mass” or inertia parameter assigned to the degrees of 

freedom. The forces needed for the implementation of CPMD can be obtained as the 

partial derivatives of the KS energy functional with respect to both the nuclear 

positions and the KS orbitals 
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The forces in Equation (2.4.13) are the same forces as in BOMD but in BOMD these 

were derived under the condition that the wavefunctions are optimized and are 

therefore are only correct up to the accuracy achieved in the wavefunction 

optimization. In CPMD these are the correct forces and calculated from analytic 

energy expressions are correct to machine precision. 

In CPMD we begin with a starting configuration for which the KS equation is 

solved for the electrons. Next the forces are evaluated as the derivative of EKS with 

respect to nuclear positions as given in Equation (2.4.13). In the same nuclear step the 

fictitious forces acting on the orbitals are calculated as the functional derivative of 

EKS with respect to orbitals (see Equation (2.4.12)). This is followed by an update of 
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Figure 2.2 Flowchart displaying the steps involved in the Car-Parrinello 
Molecular Dynamics algorithm. 
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the nuclear and electronic configurations and another step of MD is performed. For 

generating a trajectory these steps are continuously repeated. 

The flowchart of the above CPMD algorithm is shown in Fig. 2.2. It is 

noticeable that only one electronic step is performed for all the nuclear steps and 

hence the computationally demanding full electronic minimization is executed only 

for the starting configuration. If μ is small then the new electronic configuration 

corresponding to the new nuclear configuration will be already near enough to the 

exact ground state. On the other hand if μ is large then it ensures the use of reasonably 

large time steps, in order to have a fast integration of the equations. 

 

2.5  
Plane wave-pseudopotential method  
This section discusses the implementation of the plane wave-pseudopotential method 

within the program code VASP [20,21] used during the course of this work for 

calculating properties of solids. In an extended solid-state material the number of 

nuclei and electrons is of the order one mole. The computational problem of solving 

Schrödinger’s equation involves diagonalization of large matrices of the order of one 

mole X one mole. This challenging task is simplified by exploiting the translational 

symmetry properties of the crystal in question.  

 

2.5.1  
Bloch’s theorem and plane wave basis 

In an infinite crystal which is translationally invariant under a lattice translation T, the 

effective KS potential eff as defined in Equation (2.2.14) possesses the periodicity of 

the lattice 

 

                                                       veff(r + T) ≡ veff(r)                                          (2.5.1) 

 

Further, in order to satisfy the KS equations one must have 
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This results in the Bloch’s theorem [22] for the KS orbitals according to which ψi(k,r) 

can be written as a product of a function ui(k,r) that has the periodicity of the lattice 

and a plane wave eik.r with k being a vector in the first Brillouin zone (BZ), i.e. 

 

                                                    ),(),( rkuerk i
ikr

i                                           (2.5.3) 

 

The periodic function can be expanded in the plane wave basis as 

 

                                      



G

i

cell

i riGkGckru ].exp[),(
1

),(                             (2.5.4) 

 

where Ωcell is the volume of the primitive cell and G are the reciprocal lattice vectors. 

In the above form the ψi(k,r)’s are k-dependent. The complete set of G vectors is 

infinite and evaluating sums over all such vectors would be computationally 

expensive. Since orbitals and densities tend to become smooth at small scales, i.e. the 

plane wave components become negligible for large G vectors, therefore during 

calculations the infinite sums over G vectors and cells can be truncated. 

 

2.5.2 
Pseudopotentials 

The most common pseudopotential (PP) approach is the frozen core approximation 

which is based on the fact that physical and chemical properties of crystals mostly 

depend on the distribution of the valence electrons. Hence the core electrons can be 

considered to be “frozen” while keeping intact the core electron distribution of the 

isolated atom in the crystal environment. In turn, the long range interactions of the 

core are accounted for by PPs.  

Conventionally the PP is constructed by satisfying four general criteria:  
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Figure 2.3 A schematic diagram of an atomic all-electronic wavefunction 
(solid line) and the corresponding atomic pseudo wavefunction (dashed line) 

together with the respective external Coulomb potential (solid line) and 
pseudopotential (dashed line). 

 

(a) the valence pseudo-wavefunction Фl
PS must be the same as the all-electron (AE) 

wavefunction Фl
AE outside a given cut-off radius Rcut, 

(b) the charge enclosed within Rcut must be equal for the two wavefunctions, i.e. 

 

                                             
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l

R
PS
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2
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2
)()(                                 (2.5.7) 

 

and is normalized such that 
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This is commonly referred to as norm-conservation,  

(c) ФPS must not have any radial nodes within the core region and,  

(d) the valence AE and PP eigenvalues must be equal. These features are illustrated in 

Fig. 2.3.  

Application of PPs has various advantages. It leads to a reduction in the 

number of electrons in the system and thereby allows for faster calculations and a 

simplified treatment of bigger systems. PPs also allow for a considerable reduction of 

the basis set size. The pseudized valence wavefunctions are nodeless functions and 

therefore require less basis functions for an accurate description. Furthermore the 

relativistic effects connected to the core electrons are incorporated into the PPs 

without complicating the calculations of the final system. Most importantly, PPs are 

transferable which implies that the same PP would be adequate for an atom in all 

possible chemical environments. This proves particularly useful during a simulation 

in which a change of environment is expected, such as in case of chemical reactions 

and phase transitions. 

.               
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CHAPTER 3 
Electronic structure 

 
                                                                                       Love one another; 

 but make not a bond of love: 

Let it rather be a moving sea 

between the shores of your souls. 

                                                                                                         -Khalil Gibran 

____________________________________________ 

he term electronic structure refers to the energy levels of electrons and 

their distributions in space and momentum. Their characterization, 

calculation, and experimental investigations are central goals of condensed 

matter physics, materials science and chemistry. In this chapter we begin with a 

discussion of the different tools available for studying electronic structure of solids in 

Section 3.1. This is followed with a brief description of the computational 

methodology used in the work presented herein in Section 3.2. In Section 3.3 we 

discuss the results of our charge density, band structure, and density of states 

calculations of pure and Al- and Si-substituted α-, γ-, and β-MgH2 reported in Paper 

II and Paper IV. Finally, the conclusions are presented in the last section. 

 

T 
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3.1  
Introduction 
The key to solving the hydrogen (H2) storage problem lies in modifying known 

materials in order to improve their properties and in discovering and designing new 

materials with specific properties. This requires a fundamental understanding of the 

properties of H2 storage materials. But properties of materials, whether electrical, 

magnetic, or optical, are determined by their composition and structure. The structure 

and strength of materials are in turn governed by the type of chemical bonding 

existing between the atoms which can be evaluated directly from the fundamental 

equations for the electrons. With the advent of new algorithms and rapid advances in 

theory and computational technologies, electronic structure calculations can be used 

to model complex materials and to gain insights regarding the complex physical and 

chemical processes associated with the material under study. 

 Density functional theory (DFT) [1] which is by far the most widely used 

method for calculating the ground state properties of solids, surfaces, and 

nanostructures, has been already discussed in Chapter 2. These calculations provide 

detailed information regarding the electron density, band structure and density of 

states (DOS) which can be used as analysis tools for studying the electronic structure 

of solids.  

 The nature of a chemical bond, that is if it is ionic or covalent, can be 

understood from an analysis of the charge density distribution in real space. In an 

ionic bond electrons are transferred from one atom to the other depending upon the 

electronegativity difference between the two atoms, while in a covalent bond the 

atoms share electrons because of their similar electron affinities. When the total 

charge density is concentrated around the atoms without any interaction between the 

atoms, it gives rise to a picture of ionic bonding. In the scenario where there is 

concentration of electrons in the regions between nearest neighbour atoms, it can be 

interpreted as a covalent bond. 

 The electrons of a single isolated atom occupy atomic orbitals, which form a 

discrete set of energy levels. If several atoms are brought together into a molecule, 
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Figure 3.1 Electronic structures of (a) Li2 molecule, (b) Li4 cluster, and 
(c) solid containing NA Li atoms. 

 

 

their atomic orbitals split producing a number of molecular orbitals proportional to 

the number of atoms. The electronic structure of solids can also be described by 

molecular orbital theory where the solid can be considered as a supermolecule with 

NA Avogadro number of atoms. As a result the number of orbitals now becomes very 

large, and the difference in energy between them becomes very small, so the levels 

may be considered to form continuous bands of energy rather than discrete energy 

levels of the atoms in isolation. However, some intervals of energy contain no 

orbitals, no matter how many atoms are aggregated, forming band gaps. See Figs. 3.1 

(a)-(c) for the evolution of the electronic band structure of a solid. 

 For a one-dimensional crystal consisting of equally spaced n = 1 to N 

hydrogen atoms, the crystal orbitals are described as Bloch sums going over all 

atomic orbitals, 

 

                                     



N

n
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At k = 0, 2π/a, 4π/a...    
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and for k = π/a, 3π/a, 5π/a....  



C h a p t e r  3  E l e c t r o n i c  s t r u c t u r e  | 65 
 

 
 

 

 

Figure 3.2 Band structures of a one-dimensional chain of hydrogen atoms 
with H-H distances of 3 Å, 2 Å, and 1 Å, respectively. 
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Energies of these crystal orbitals, that is, the band structure, can be evaluated as 

follows by using the Hamiltonian 

 

                                                  
)()(

)()(
)(

kk

kHk
kE




                                         (3.1.4) 

 

The above band structure is displayed in Fig. 3.2 for different H-H distances. As there 

is only one atomic orbital per unit cell, there is only one band. It can be seen that as 

the H-H distance decreases the band becomes steeper. This is so because band 

dispersion is proportional to the atom-atom interaction between unit cells, which in 

turn is proportional to the overlap integral and the overlap integral approximately 

decreases with interatomic distance. 
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 As one moves to more complex systems and higher dimensions, band 

structure calculations and their analysis becomes increasingly challenging due to the 

k-dependence of the crystal orbitals ψ(k) which keeps us in the reciprocal space. 

There can be several band structures depending upon the route followed through the 

Brillouin zone (BZ). Furthermore, as ψ(k) can assume complex values, constructing 

real linear combinations from sets of degenerate ψ(k)s to sketch the band structure in 

terms of orbital icons is technically difficult. Hence, a tool which brings us back into 

the real space and one which averages over the entire system is needed for being able 

to appropriately study the electronic structure of solids.  

Density of states (DOS) is one such approach. DOS is simply the reciprocal 

gradient of the band structure. For a one-dimensional case, it is defined as 

                                                  1
1

)(~~)( 










kv
dk

dE
EP                      (3.1.5) 

 

This implies that the steeper a band, wider will be the DOS. DOS is also inversely 

proportional to the velocity v of an electron in a band. Thus, a wide DOS is 

suggestive of a rapidly moving electron due to strong coupling between the atoms.  

 To sketch the DOS plots Schrödinger's k-dependent equation is evaluated for 

all representative k points in the three-dimensional BZ. In the tetrahedron method [2], 

used in the work presented in this chapter, the entire BZ is divided into a number of 

small tetradehra and then the energy eigenvalues are obtained as a histogram for all 

the k points. Once the DOS is plotted graphically, insights into the electrical and 

optical properties of the material under investigation can be easily gained. A 

vanishing band gap and finite DOS implies metallic conduction, a small band gap 

(~1.0 eV) is indicative of semiconducting behaviour and a large band gap of many eV 

tells that the material will act as an insulator. The magnitude of the band gap will also 

tell whether the material will be transparent or not.  

 Stimulated by the usefulness of the analytical tools described so far, we 

performed in Papers II and IV charge density, band structure and DOS calculations 

for pure and Al- and Si-doped α-, γ-, and β-MgH2 in order to develop an 
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understanding of the effect of these dopants on the stability and dehydrogenation 

reactions of these three phases of MgH2.  

 

3.2  
Computational details 
For our calculations we used periodic DFT within the generalized gradient 

approximation (GGA) [3] as implemented in the Vienna ab initio simulations 

package (VASP). [4,5] Projector augmented waves (PAWs) [6,7] and plane-wave 

basis sets as provided with VASP were employed. We used a cut-off energy of 440 

eV for the plane-wave basis set. 

 α-MgH2 is known to crystallize with TiO2-rutile type structure at ambient 

pressure and low temperature [8,9]. At higher temperatures and pressures, it 

transforms into orthorhombic γ-MgH2. [10] In 2006 experiments were able to confirm 

the occurrence of the subsequent γ to β phase transition at still higher pressures. [11] 

β-MgH2 has a modified CaF2 structure. To simulate the Al- and Si-substituted 

systems, we considered 4 x 2 x 2 and 2 x 2 x 2 supercells of α-MgH2 and 2 x 2 x2 

supercells of γ- and β-MgH2. The 2 x 2 x 2 supercells have lattice constants that are 

double those of the corresponding unit cells. The 4 x 2 x 2 supercell of α-MgH2 was 

built by further stacking the 2 x 2 x 2 supercell along the a-axis. These pure hydride 

supercells will be referred to as α-Mg16H32, α-Mg32H64, γ-Mg32H64, and β-Mg32H64, 

respectively. Fractions x = 0.0625 and 0.03125 of Al and Si were introduced in α-

MgH2 by replacing one Mg atom out of a total 16 and 32 Mg atoms in the 2 x 2 x 2 

and 4 x 2 x 2 supercells by one Al or Si atom. These substituted α-MgH2 supercells 

are represented as α-Mg15H32X and α-Mg31H64X respectively. Similarly fraction x = 

0.03125 of Al and Si is generated in γ- and β-MgH2 by replacing one Mg atom out of 

the total 32 Mg atoms in their 2 x 2 x 2 supercells with one X = Al or Si atom and 

these doped phases will be referred to as γ-Mg31H64X and β-Mg31H64X, respectively.  

 The above resulting geometries were subsequently optimized by force and 

stress minimization. Ionic relaxation was performed until the force on each atom 

became less than 0.5 meV Å-1. A criterion of 0.1 meV was placed on the self-
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consistent convergence of the total energy. The reciprocal space sampling for the 

supercells was done with a 4 x 4 x 4 Monkhorst–Pack k-point grid [12].  The 

optimized structures of α-Mg31H64X, γ-Mg31H64X and β-Mg31H64X corresponding to 

the fraction x = 0.03125 of doping are shown in Figs. 3.3 (a)-(c).The total charge 

density isosurfaces were generated using Vaspview [13] and the difference total 

charge density contour plots were produced using XcrySDen [14]. The band 

structures of the pure and Al- and Si-doped α-MgH2 were plotted along the G-X-M-

G-Z-R-A-Z path [15,16] in the first brillouin zone. For obtaining the DOS we the 

tetrahedron method [2] was employed along with a 6 x 6 x 6 k-point grid.  
  

3.3 
Results and discussion 

3.3.1  
Charge density  

In this section we discuss the charge distribution in both pure and Al- and Si-

substituted α-, γ-, and β-MgH2. On the Pauling scale, H has a high electronegativity 

of 2.20 and Mg has a comparatively low electronegativity of 1.3. This implies atomic 

H has a better ability to attract electrons than atomic Mg. We therefore expect Mg to 

be present as Mg2+ ions and H as H- ions in the pure MgH2 phases. The iso-surface 

total charge densities of α-Mg32H64, γ-Mg32H64 and β-Mg32H64 plotted at an iso-

value which is at least 1/10th of the maximum charge density are displayed in Figs. 

3.4 (a)-(c). The figures clearly show that even at such small iso-values, the charge 

density is localized around H atoms only, while all the Mg atoms are left 

completely bare. This picture reaffirms the suspected ionic character of the three 

pure MgH2 phases.  

 Hydrides of Al and Si (AlH3 and SiH4) are well-known covalent compounds. 

Even in complex metal aluminium hydrides, such as Li3AlH6 and Na3AlH6, the Al-H 
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Figure 3.6 Contour plots of the difference between total charge densities of 
a) α-Mg15H32Al and α-Mg16H32, and b) α-Mg15H32Si and α-Mg16H32 in the 
range -0.1 to 0.15 plotted in a cross-section parallel to the (001) plane. The 

Mg atoms at the corners belong to the (001) plane. 

bonds in the octahedral [AlH6]
3- units exhibit covalent interaction. [17,18] Further, 

the electronegativity values of Al and Si (1.61 and 1.90 on the Pauling scale) are 

greater than that of Mg, but less than that of H. Thus, we anticipate that like H, Al and 

Si will have an affinity for electrons and we envisage bonding between Al or Si and H 

to be covalent rather than ionic.  

        The iso-surface total charge density plots of Al-substituted phases 

represented as α-Mg31H64Al, γ-Mg31H64Al, and β-Mg31H64Al at iso-values 1/10th 

of maximum charge density are illustrated in Figs. 3.5 (a)-(c). The figures show 

that, while Mg continues to be bereft of charge density, there is a strong 

directional electron density along the neighbouring Al-H bonds. This exhibits that 

the interaction between Mg and H continues to remains ionic but the bonding 

between Al and H atoms is covalent in nature. The iso-surface total charge density 

plots of α-Mg31H32Si, γ-Mg31H64Si, and β-Mg31H64Si exhibit similar features and 

so are not displayed here. 

 In order to develop a greater insight regarding the effect of Al and Si insertion 

in MgH2, we calculated the difference between total charge densities of α-Mg15H32X 

(X=Al, Si) and α-Mg16H32 which were then plotted in the form of contours in the 

range -0.1 to +0.15 in a plane parallel to the (001) surface. These contours are 

displayed in Figs. 3.6 (a) and (b), where the white areas correspond to regions of 
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electron gain, and the black areas imply regions of electron loss relative to the pure α-

MgH2 phase. It can be seen that there is a substantial increase in electron density 

along the Al-H and Si-H bonds. There is, however, a difference in the way in which 

electron density is directed in the two contour plots. The electron gain around Al is 

much less than around Si, with the concomitant increase in electron density occurring 

to a greater extent around the H atoms of the Al-H bonds than around those of the Si-

H bonds. This indicates that the sharing of electron density along the X-H bonds is 

equal between Si and H and unequal between Al and H. 

 

3.3.2  
Band structure  

To understand the effect of the inclusion of Al and Si on the electronic structure of α-

MgH2 we analyzed their band structures. The overall band structure of α-Mg16H32 is 

shown in Fig. 3.7 (a). α-Mg16H32 contains 64 valence electrons which occupy the 32 

valence bands (VBs) completely, leaving the conduction bands (CBs) empty. The 

band structure shows that the VB has a width of about 6.5 eV and exhibits two major 

peaks at about 1.5 and 2.5 eV. The CB is at an energy gap of 3.9 eV from the VB. 

This calculated band gap agrees well with earlier theoretical studies reporting it as 4.2 

eV [19] and 3.78 eV [20]. The large band gap implies that α-MgH2 is an insulator. 

However, a so-called band gap problem is associated with DFT–GGA calculations. In 

this, the band gap calculated from GGA eigenvalues in the Kohn–Sham theory 

always underestimates the true band gap due to the discontinuity of exchange-

correlation potentials. Most of this difference between Kohn–Sham eigenvalues and 

true excitation energies can be amended by a rigid shift of the conduction band with 

respect to the valence band. This upward shift would bring the calculated band gap 

closer to the experimental band gap (5.6±0.1 eV [21] and 5.16 eV [22]). 

         The band structure of α-Mg15H32Al is displayed in Fig. 3.7 (b). The pattern of 

both VB and CB is similar to that of α-Mg16H32. Unlike Mg16H32, the calculated 

energy gap is zero. This is probably because α-Mg15H32Al contains 65 valence 

electrons, of which 64 occupy the 32 VBs, while the last electron goes into the CB 

minimum thus making Al-substituted α-MgH2 metallic. Due to the easy transfer- 
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ability and mobility of the valence electrons in the CB, we expect the Mg-H bond to 

be more susceptible to dissociation in the presence of Al.  

         Figure 3.7 (c) shows the band structure of α-Mg15H32Si. It can be seen that an 

additional band is generated inside the band gap of pure α-MgH2. As a result, the 

band gap decreases from 3.9 eV to 0.9 eV, making α-Mg15H32Si conducting. 

However, it will not exhibit metallic conduction, because in contrast to α-Mg15H32Al, 

the valence electrons are not found in the CB.  

           Due to the band gap problem, an upward shift of the conduction band may be 

required to obtain the true band gaps of α-Mg15H32Al and α-Mg15H32Si. This would 

then place both Al- and Si-substituted α-MgH2 in the semiconductor category. 

However, their band gaps would still be smaller in magnitude compared to that of the 

pure hydride and, hence, would cause the substituted systems to be more susceptible 

to Mg-H bond dissociation. 

           

3.3.3  
Density of states   

Herein we present a detailed DOS analysis of the pure and Al- and Si-doped α-, γ-, 

and β-MgH2. The total DOS of the three pure MgH2 phases: α-Mg32H64, γ-Mg32H64 

and β-Mg32H64 are displayed in Figs. 3.8 (a)-(c). From these figures it is noticeable 

that the valence band (VB) and the conduction band (CB) in α-, γ-, and β-MgH2 are 

separated by a band gap of 3.9 eV, 3.8 eV, and 2.5 eV respectively. Thus all the three 

phases are correctly predicted to behave as insulators. The following order of band 

gaps exists: pure β-MgH2 < pure γ-MgH2 ~ pure α-MgH2. Hence we expect pure β-

MgH2 to be require less energy for H2 removal than pure α- or γ-MgH2 as its 

corresponding energy needed to excite an electron into the CB for destabilizing the 

Mg-H bond will be least due to the small magnitude of its band gap.    

The partial DOS of pure α-, γ-, and β-MgH2, which are also presented in Figs. 

3.8 (a)-(c), illustrate that in the three hydrides the VB arises from s, p and d electrons 

of Mg and s electrons of H, while the CB is a purely Mg state formed from the empty 

s, p and d states of Mg alone.  

 



C h a p t e r  3  E l e c t r o n i c  s t r u c t u r e  | 76 
 

 
 

  
F

ig
u

re
 3

.8
 T

ot
al

 a
nd

 p
ar

ti
al

 d
en

si
ty

 o
f 

st
at

es
 p

lo
ts

 o
f 

pu
re

 (
a)

 α
-M

g 3
2H

64
, (

b)
 γ

-M
g 3

2H
64

, a
nd

 (
c)

 β
- 

M
g 3

2H
64

. 
H

er
e 

th
e 

en
er

gy
 is

 s
et

 to
 z

er
o 

at
 E

F
. 



C h a p t e r  3  E l e c t r o n i c  s t r u c t u r e  | 77 
 

 
 

In the supercells of pure α-, γ-, and β-MgH2 by virtue of symmetry all Mg 

atoms and all H atoms exhibit similar DOS. This symmetry is disturbed on insertion 

of an Al or Si atom in place of a Mg atom. Significantly different DOS are generated 

as a result of the loss of equivalency. These five sets of inequivalent Mg atoms in α-

Mg31H64X, six sets of inequivalent Mg atoms in γ-Mg31H64X Mg atoms, and three 

sets of inequivalent Mg atoms in β-Mg31H64X (where X = Al or Si) identified on the 

basis of DOS plots have been labelled using Roman numerals in Figs. 3.3 (a)-(c).  

The total DOS of α-Mg31H64Al, γ-Mg31H64Al, and β-Mg31H64Al are displayed 

in Figs. 3.9, 3.11, and 3.13, respectively. It is clearly seen from these figures that a 

zero band gap is predicted for all the Al-doped MgH2 phases. α-Mg31H64Al, γ-

Mg31H64Al, and β-Mg31H64Al have a total of 129 valence electrons, each having one 

additional valence electron than its undoped counterpart. The VB of these systems 

remain doubly occupied as in case of the corresponding pure hydride phases, with the 

129th electron entering the CB minimum causing band gaps to become zero. Hence, 

we expect a shift from insulating properties to metallic conduction in α-, γ-, and β-

MgH2 due to Al doping. Furthermore due to the easy mobility of the valence electron 

in the CB we anticipate that breaking the Mg-H bond would be much easier in these 

Al-doped MgH2 phases.  

The partial DOS of Al and selected Mg atoms of α-Mg31H64Al, γ-Mg31H64Al, 

and β-Mg31H64Al are also presented in Figs. 3.9, 3.11, and 3.13 (a), respectively. In α-

Mg31H64Al, the bottom region of VB from -10.0 eV to -12.0 eV is formed from s 

electrons of Al and s and p electrons of Mg-IV. As earlier in case of pure α-MgH2 the 

VB region extending from -4.0 eV to -10.0 eV is formed from s, p and d electrons of 

all Mg and s electrons of H. But now it also has contributions from s, p and d 

electrons of Al. The occupied states extending from the Fermi level EF to -0.5 eV 

arise from both s electrons of Al and Mg-IV atoms. The empty s, p and d states of all 

Mg atoms and empty s and p states of Al contribute to the CB region (2.0 eV to EF). 

In γ-Mg31H64Al (β-Mg31H64Al) the bottom region of VB from -10.5 eV to -11.0 eV is 

formed from s electrons of Al and of Mg-I and Mg-IV (Mg-II and Mg-IV) atoms. The 

VB region extending from -3.8 eV to -10.2 eV (-2.8 eV to-10.4 eV) is formed from s 

electrons of H, s, p and d electrons of Mg and s, p and d electrons of Al. The occupied 
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Figure 3.9 Total and partial density of states plots of α-Mg31H64Al.  
The energy is set to zero at EF. 
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Figure 3.10 Total and partial density of states plots of α-Mg31H64Si.  
The energy is set to zero at EF. 
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Figure 3.11 Total and partial density of states plots of γ-Mg31H64Al. 
The energy is set to zero at EF. 
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Figure 3.12 Total and partial density of states plots of γ-Mg31H64Si. 
The energy is set to zero at EF. 
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Figure 3.13 Total and partial density of plots of β-Mg31H64Al. 
The energy is set to zero at EF. 
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Figure 3.14 Total and partial density of states plots of β-Mg31H64Si. 
The energy is set to zero at EF. 
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region from EF to -0.5 eV arises from both s electrons of Al and Mg-I and Mg-VI 

(Mg-II and Mg-III) atoms. 

For the Si-doped MgH2 phases (α-Mg31H64Si, γ-Mg31H64Si, and β-Mg31H64Si) 

the total DOS plots are significantly different from those for Al doping. From the 

total DOS of these systems presented Figs. 3.10, 3.12, and 3.14 it can be clearly seen 

that while the band gaps are not zero, their values are drastically reduced from 3.9 eV 

in α-Mg32H64 to 0.9 eV in α-Mg31H64Si, from 3.8 eV in γ-Mg32H64 to 0.5 eV in γ-

Mg31H64Si, and from 2.5 eV in β-Mg32H64 to 1.2 eV in β-Mg31H64Si. From the 

magnitude of these band gaps it is evident that Si-doped α-, γ-, and β-MgH2 will 

behave as semiconductors. 

           The partial DOS plots of the Si-doped MgH2 phases also shown in Figs. 3.10, 

3.12, and 3.14 exhibit that the VB regions extending from -2.8 eV to -8.8 eV in α-

Mg31H64Si, -2.6 eV to -9.6 eV in γ-Mg31H64Si, and -1.5 eV to -9.2 eV in β-Mg31H64Si 

are formed from s electrons of all H atoms and s, p and d electrons of Si atom and all 

Mg atoms, while the empty s, p and d states of all Mg atoms and empty p states of Si 

atoms contribute to the CB. A comparison of the total DOS picture of α-Mg31H64Si, 

γ-Mg31H64Si, and β-Mg31H64Si (in Figs. 3.8 (b), 3.9 (b), and 3.10 (b)) with that of α-

Mg32H64, γ-Mg32H64, and β-Mg32H64 (in Figs. 3.7 (a)-(c)) demonstrates that the 

decrease in band gaps is an artefact of the generation of additional bands inside the 

original band gaps of the pure MgH2 phases. The partial DOS exemplify that these 

additional states are formed from s electrons of Si and (i) s, p and d electrons of Mg-

IV atoms in α-Mg31H64Si, (ii) p electrons of Mg-I atoms in γ-Mg31H64Si, and (iii) s 

electrons of Mg-II in β-Mg31H64Si.  

 

3.4 
Conclusions 
A detailed electronic structure analysis of pure and Al- and Si-doped α-, γ-, and β-

MgH2 was carried out. The total charge density surfaces showed that the bonding 

between Mg and H atoms is ionic and that between Al/Si and the neighbouring H 

atoms octahedrally arranged around them is covalent. The band structure calculations 
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displayed that a α-MgH2 is a wide band gap insulator. It was further predicted that 

substitution of Mg by Al and Si impurities would lead to a significant decrease in the 

band gaps and cause α-MgH2 to exhibit metallic conduction and insulating behavior 

respectively. From DOS plots, Al and Si dopants were envisaged to have a similar 

effect on the γ and β phases of MgH2. Examination of the partial DOS illustrated that 

the above mentioned reduction in band gaps was an artefact of generation of 

additional bands arising from Al and Si atoms in the original band gap of the pure 

hydrides. It was also concluded that due to the decrease in band gaps and the 

consequent destabilization of α-, γ-, and β-MgH2 caused by Al and Si doping, the Mg-

H bond in these will become more susceptible to dissociation as a result of which less 

energy would be needed to remove H2 from these hydrides. 
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CHAPTER 4 
Thermodynamics and kinetics 
Of hydrogen desorption 

                                   

                                                                                        There is really no insurmountable  

barrier save your own  

inherent weakness of purpose. 

                                                                                                         -Ralph Waldo Emerson 

____________________________________________ 

ome of the fundamental questions that need to be asked for any potential 

solid-state hydrogen storage material are: What is the energy requirement for 

removal of hydrogen? What are the activation barriers for hydrogen 

desorption? How do additives help in reducing the operating temperature and 

pressure for hydrogen uptake and release? What is the importance of the high 

pressure metastable phases which occur as by-products during synthesis of materials? 

A comprehensive understanding of the abovementioned properties is 

imperative for designing new hydrogen storage materials as well for finding ways 

to significantly improve current technologies. In this chapter a summary of our 

studies on the complex metal hydrides α- and β-LiAlH4 and LiBH4 with reference 

to Paper I and on Al- and Si-doped magnesium hydride in its different phases in 

Papers II and IV, is presented. In the first section we provide the relating general 

S 
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background information. The computational methodology that was employed is 

briefly described in Section 4.2. The results and discussion are divided into two 

parts with Section 4.3.1 pertaining to the dehydrogenation reaction energies and 

Section 4.3.2 focusing on the activation energy barriers. Finally the conclusions 

are presented in the last section. 

 

4.1  
Introduction 
Magnesium-based hydrides and alkali metal complex hydrides have continued to 

generate great interest as hydrogen (H2) storage compounds due to their high 

gravimetric storage capacities. Magnesium hydride (MgH2) can store up to 7.6 

wt.% H2. The maximum available weight percentage offered by lithium alum-

inium hydride (LiAlH4) is 10.6 wt.% H2 and by lithium borohydride (LiBH4) is 

18.0 wt.% H2. However, practical use of these three hydrides in fuel cell 

transportation applications is limited because of their thermodynamic and kinetic 

deficiencies. MgH2 has a high thermodynamic stability and it releases H2 at a high 

temperature of ~300oC. [1] Furthermore, it has a slow H2 sorption kinetics which 

limits its application for on-board H2 storage. [2] Upon rapid heating LiAlH4 first 

endothermically melts from 165-175oC, before decomposing and exothermically 

crystallizing to form lithium aluminium hexahydride (Li3AlH6) over the range of 

175-220oC. [3] The second decomposition step occurs during an endothermic melt 

reaction over the range of 220-270oC to form LiH. Decomposition of LiBH4 which 

takes place according to: 

 

                                            LiBH4 → LiH + B + 3/2 H2                               (4.1.1) 

 

has a standard reaction enthalpy of ~67.0 kJ/mol H2, resulting in a thermodynamic 

desorption temperature of 410oC at 1 bar. [4]  

 Several first-principles calculations have focused on studying the crystal 

structure, electronic structure, and thermodynamic stability of various alanates [5-8] 
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and borohydrides [9, 10]. Vajeeston et al. [11] have systematically investigated using 

an ab initio projected augmented plane-wave method entire series of alkali aluminum 

and alkali gallium tetrahydrides of the form ABH4 where A= Li, Na, K, Rb, or Cs and 

B=Al or Ga. From the structural stability studies they were able to successfully 

reproduce the equilibrium structures for the known phases LiAlH4, NaAlH4, KAlH4, 

and NaGaH4 as well as of the unknown members of this series. However, these 

materials typically have heats of formation that are too high to be used for hydrogen 

storage in fuel cells.  

Reilly and Wiswall [12, 13] through their pioneering work showed that the 

hydrogenation/dehydrogenation thermodynamics of metal hydrides can be modified 

by using additives that form alloys or compounds with the metal in the 

dehydrogenated state that are energetically favorable to the products of the reaction 

without additives. For example, MgH2 to LiBH4 led to reversible hydrogenation and 

dehydrogenation of LiBH4 with a considerable decrease in heat of formation. [13] 

The MgB2 formed during the reaction stabilized the dehydrogenated state and thereby 

destabilized LiBH4. Destabilization of LiBH4 with a series of metals M = Mg, Al, Ti, 

V, Cr, or Sc or metal hydrides MH2 = MgH2, TiH2, or CaH2 have been experimentally 

investigated. [14] Of these the thermodynamically predicted products for reaction of 

LiBH4 with Mg, Al, MgH2, and CaH2 were observed experimentally while the 

reactions with Ti, Sc, V, Cr, and TiH2 were kinetically prohibited. Destabilization of 

the LiBH4 using LiNH2 lead to a release of 11.9 wt.% H2 on completion. [15, 16] It 

was further reported that this reaction lead to the formation of an intermediate 

hydride, Li3BN2H8 (later corrected to Li4BN3H10) [17] whose dehydrogenation is 

exothermic at room temperature. 

Aluminum has been found to destabilize MgH2 by forming a Mg/Al alloy 

upon dehydrogenation. [18] The reaction is reversible with MgH2 and Al reforming 

and segregating during hydrogenation. Silicon when used for alloying LiH and MgH2 

destabilizes these strongly bound hydrides by forming relatively strongly bound 

compounds with Li and Mg which reduce dehydrogenation enthalpies and increase 

equilibrium hydrogen pressures. [19] The Calculation of phase diagrams 

(CALPHAD) method involves assessment of the thermodynamic properties of all the 
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phases in a system for reliably predicting the phase diagrams in regions for which no 

experimental information is available. By applying the abovementioned 

thermodynamic CALPHAD approach to numerous combinations of metal hydrides 

such as LiH, MgH2, LiBH4, and NaBH4 with light elements Al and Si, Cho et al. [20] 

predicted that the pairs of MgH2+Si and LiBH4+Al would undergo a significant 

decrease in decomposition temperature.  

 Alapati et al. [21] have used density functional theory (DFT) [22] to calculate 

the reaction enthalpies of a series of potential destabilized metal hydride schemes. On 

the basis of these calculations the authors identified five new destabilized reactions 

with high gravimetric and volumetric H2 storage densities and with reaction 

enthalpies close to the range necessary for reversibility at mild conditions. These 

reaction schemes were: 3LiNH2 + 2LiH + Si → Li5N3Si + 4H2, 4LiBH4 + MgH2  → 

4LiH + MgB4 + 7H2, 7LiBH4 + MgH2  → 7LiH + MgB7 + 11.5H2, CaH2 + 6LiBH4  

→ CaB6 + 6LiH + 10H2, and LiNH2 + MgH2 → LiMgN + 2H2. Using the same 

computational methodology, Alapati and co-workers [23] have also carried out 

thermodynamic calculations with first-principles DFT for the destabilized metal 

hydride reactions of the form: 

 

                               X1-xYxH2 + 2 LiBH4 → X1-xYxB2 + 2 LiH + 4 H2                          (4.1.2) 

 

where X, Y = Mg, Sc, or Ti.  

Doping metal hydrides with fractions of transition metals may be another 

route for tuning the thermodynamics of their dehydrogenation reactions. Following 

Bogdanovic and Schwickardi’s [24] discovery of NaAlH4 exhibiting reversible 

dehydrogenation with significantly improved H2 desorption kinetics in the presence 

of titanium catalysts, several theoretical studies on Ti-catalyzed sodium alanates have 

been performed. [25-28] Various experimental and DFT calculations based studies 

have shown that transition metals have a similar effect on both the thermodynamics 

and kinetics of H2 removal from MgH2. [29-32]. It has been reported that catalytic 

effect of different intermetallics [33], metal oxides and chlorides [34-37], and 

transition metal oxides [38-40] can also enhance the H2 sorption kinetics of MgH2. 
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Recently, a computational study by Liang [41] showed that substitution of two Mg 

atoms of MgH2 by a Li and an Al atom may improve its hydrogen storage processes 

by lowering both its reaction energies and the H2 desorption activation barriers. 

It has been known for some time that when subjected to high-pressure and 

high-temperature conditions the low-pressure tetragonal form α-MgH2 transforms 

into a high-pressure orthorhomic modification γ-MgH2. [42] γ-MgH2 has also been 

known to occur as a by-product during high-pressure synthesis of magnesium based 

ternary metal hydrides. [43] [36] In 1999 Bortz et al. determined accurate structures 

of α- and γ-MgH2 from X-ray and powder neutron diffraction. [44] Owing to the 

difficulties associated with establishing hydrogen position in a metal matrix by X-ray 

diffraction, limited high-pressure information on MgH2 was available at first. To 

remedy this situation Vajeeston et al. [45] examined MgH2 theoretically at high 

pressure in 11 closely related structural configurations by density functional 

calculations. It was predicted that on application of pressure the ground state α-MgH2 

became unstable to undergo transformations into four modifications γ, β, δ, and ε. 

These theoretical findings motivated a high-pressure synchrotron X-ray diffraction 

study of phase transitions associated with MgH2 recently. [46] Owing to the close 

structural similarity between α and γ modifications, the high-pressure γ form was 

found to be stabilized as a metastable phase after pressure release. However, instead 

of the theoretical δ phase a δ' modification was established while the ε phase could 

not be identified at all.  

Song and Guo have reported a first-principles prediction of a metastable phase 

of MgH2 that is characterized by tetragonal symmetry I41/amd (group 141) with the 

lattice parameters a = 0.3813 nm and c = 0.9416 nm. [47] This phase was able to 

meet all the mechanical stability criteria and has a heat of formation (−58.03 kJ/mol 

H2) which is much less negative than that of the ground state α-MgH2 phase (−76 

kJ/mol H2). The authors thus suggest that this tetragonal structure would be more 

desirable than the α phase for practical hydrogen storage applications. Similarly DFT 

calculations have predicted that certain high pressure phases of AlH3 [48] and SiH4 

[49] could result in more favourable hydrogen desorption kinetics of these materials 

leading to a possibility of feasible hydrogen storage.  
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The H2 desorption properties of commercial nanocrystalline MgH2 processed 

by controlled mechanical milling was investigated by Varin et al. [50] wherein 

through quantitative evidence it was concluded that coexistence of the metastable γ-

MgH2 with the stable nanocrystalline -MgH2 within the powder particles was one of 

the factors responsible for the substantial reduction of the H2 desorption temperature 

of MgH2.  

For theoretical modeling of LiAlH4 seven closely related potential structure 

types were considered by Vajeeston et al. [51]: α-LiAlH4 (~monoclinic; P21/c), α-

NaAlH4 (~tetragonal; I41/a), β-LiBH4 (~hexagonal; P63mc), NaGaH4  (~orthorhom-

bic; Cmcm), NaBH4 (~cubic, Fm3m), SrMgH4 (~orthorhombic; Cmc21), and KGaH4 

(~orthorhombic; Pnma). On application of high pressure two phase transformations 

were identified one at 2.6 GPa from α-LiAlH4 the prototype structure to β-LiAlH4 (α-

NaAlH4 type) and subsequently at 33.8 GPa from β- to γ-LiAlH4 (KGaH4 type). The 

former was associated with a huge volume collapse of 17%. This observation along 

with the low energy difference between α- and β-LiAlH4, low transition pressure, and 

the high weight content of hydrogen of the β phase suggest β-LiAlH4 as a promising 

candidate for hydrogen storage. 

In the light of the importance of high pressure phases in Paper I we study 

the thermodynamics of α- and β-LiAlH4 and LiBH4. We exemplify the 

destabilization of MgH2 caused by light metals in Paper II by investigating the 

effect of Al and Si doping on the dehydrogenation reaction of α-MgH2. In Paper 

IV we examine the influence of Al and Si doping on the thermodynamics as well 

as kinetics of H2 desorption associated with α-, γ-, and β-MgH2.  

 

4.2   
Computational details 
All the calculations presented herein were performed using DFT [22] within GGA 

[52] as implemented in VASP [53, 54]. In Paper I already available experimentally 

established structural data of LiAlH4 and LiBH4 was used as input for the 

calculations, all of which are carried out at the gamma point. The interactions 
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between ions and electrons were described by using Vanderbilt’s USPPs [55] 

provided with VASP as they allow for a considerable reduction in the number of 

plane waves per atom. Atoms were relaxed to equilibrium until the forces became less 

than 0.005 eV/Å during all relaxations. At least 0.01 meV/atom was placed as a 

criterion on the self-consistent convergence of the total energy.  

In Papers II and IV we employed a plane wave basis set cut-off of 440 eV and 

used PAW pseudopotentials [56, 57]. To simulate the Al- and Si-doped magnesium 

hydrides we have considered 4 x 2 x 2, 2 x 2 x 2, 3 x 1 x 1 and 5 x 1 x 1 supercells of 

α-MgH2 and 2 x 2 x 2 supercells of γ- and β-MgH2. These pure hydride supercells 

will be referred to as α-Mg32H64, α-Mg16H32, α-Mg6H12, α-Mg10H20, γ-Mg32H64, and 

β-Mg32H64, respectively. Fractions x = 0.03125, 0.0625, 0.1 and 0.167 of Al and Si 

are introduced in α-MgH2 by replacing one Mg atom out of a total 32, 16, 10 and 6 

Mg atoms in its 4 x 2 x 2, 2 x 2 x 2, 5 x 1 x 1 and 3 x 1 x 1 supercells respectively, by 

one Al or Si atom. These substituted α-MgH2 supercells are represented as α-

Mg31H64X, α-Mg15H32X, α-Mg9H20X, and α-Mg5H12X, respectively. The fraction x = 

0.03125 of Al and Si doping was generated in γ- and β-MgH2 by replacing one Mg 

atom out of the total 32 Mg atoms in their 2 x 2 x 2 supercells with one Al or Si atom 

and these doped phases will be referred to as γ-Mg31H64X and β-Mg31H64X, 

respectively.  

The resulting geometries were then optimized by force and stress 

minimization. Relaxation was performed until the forces on each atom became less 

than 0.5 meV/Å. A criterion of 0.1 meV was placed on the self-consistent 

convergence of the total energy. The reciprocal space sampling for the 4 x 2 x 2, 2 x 2 

x 2, 5 x 1 x 1 and 3 x 1 x 1 2 x 2 x 2 supercells of α-MgH2 was done with a 4 x 4 x 4, 

6 x 6 x 6, 12 x 4 x 4, and 12 x 4 x 4 Monkhorst-Pack [58] k-point grid respectively 

and for the 2 x 2 x 2 supercells of γ- and β-MgH2 a 4 x 4 x 4 k-point mesh was 

applied.  

 In Paper IV, 2 x 2 x 2 slabs with a vacuum space of at least 10 Å, kept to 

maintain a sufficient separation between periodic images, were used for describing 

the (001) surfaces of the pure and the Al- and Si-doped α-, γ-, and β-MgH2. Within 

the slabs the adsorbed H atoms and atoms in the top three layers were allowed to 
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relax while atomic positions of the atoms in the bottom layers were kept fixed. As 

large supercells containing 96 atoms are employed, calculations involving the slabs 

were carried out only at the gamma point. For gaining a preliminary understanding 

about the effect of Al and Si impurities on the dehydrogenation kinetics of MgH2 we 

chose to look at the one-step direct dehydriding path associated with the (001) 

surfaces. In this one-step direct dehydriding path two H atoms bound to different Mg 

atoms were simultaneously desorbed from the surface to form molecular hydrogen. 

To model this path (i) the initial states (IS) were chosen as the relaxed equilibrium 

configurations of these pure and doped surfaces with the dopant Al and Si atoms 

residing in the bulk as in case of ΔHf calculations, (ii) the final states (FS) were 

prepared by removing a pair of H atoms from the surfaces and reintroducing them as 

H2 molecules at a distance of 5.0 Å or more from the topmost layer. These 

preliminary FS were then relaxed, and (iii) a chain of images lying in between the IS 

and FS geometries was built and ionic relaxation was performed for each of the 

images. In each of the relaxations the z-coordinates of the two H atoms were kept 

fixed. The total energies of these successive configurations were calculated and 

plotted as a function of the perpendicular distance of the two desorbed H atoms from 

the top layer to determine the activation energy barriers (Eact). The Eact thereby 

calculated can thus be considered as upper limits as the two desorbing H atoms are 

not allowed to reorient themselves. 

 

4.3   
Results and discussion 

4.3.1 
Dehydrogenation reaction energies 

α- and β-LiAlH4 and LiBH4: The enthalpies of formation (ΔHf) of LiAlH4 and 

LiBH4 in both α and β phases were evaluated with respect to their standard state 

elemental constituents as defined by the reaction: 

 

                                      Li (s) + M (s) + 2 H2 (g) → LiMH4 (s)                    (4.3.1) 
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Table 4.1 Enthalpies of formation and enthalpies of reaction of LiAlH4 and 
LiBH4 in α- and β-phases in kJ mol-1. The energies of the reactants are 

referenced to their constituent atoms. 
 

Reaction and energies of reactants and products 
(kJ mol-1) 

∆H  
(kJ mol-1) 

 
Li (s)      +   Al (s)     +   2 H2 (g)     →      LiAlH4 (s)  
-146.51     -284.27        -876.04               -1408.84 (α),  
                                                                 -1361.23(β) 
 
LiAlH4 (s)          →    LiH (s)  +  Al (s)    +   3/2 H2 (g) 
-1408.84 (α),             -388.62     -284.27       -657.03   
-1361.23 (β) 
      

 
-102.02 (α), 
-54.41 (β) 

 
 

78.92(α),  
31.31 (β) 

Li (s)      +    B (s)     +     2 H2 (g)    →     LiBH4 (s)  
-146.51       -662.96        -876.04             -1832.50 (α), 
                                                                  -1741.59 (β) 
 
LiBH4 (s)           →      LiH (s)   +  B (s)    +    3/2 H2 (g) 
-1832.50 (α),               -388.62      -662.96      -657.03   
-1741.59 (β) 
 

 
-146.99 (α),  
-56.08 (β) 

 
 

123.89(α),  
32.98 (β) 

The enthalpies of reaction (ΔHreac) have been calculated for the following overall 

dehydrogenation reaction:  

 

                                     LiMH4 (s) → LiH (s) + M (s) + 3/2 H2 (g)                    (4.3.2) 

 

In Equations (4.3.1) and (4.3.2) M = Al or B. The predicted ΔHf and ΔHreac for α- and 

β-LiAlH4 and LiBH4 are listed in Table 4.1. Our calculated ΔHf values of -102.02 kJmol-1 

and -146.99 kJmol-1 for α-LiAlH4 and LiBH4 respectively agree well with the previously 

reported values of -107 kJmol-1 determined experimentally at 298 K for LiAlH4 by 

Dymova et al. [59] and of -160 kJmol-1 for LiBH4 obtained using first-principles 

calculations by Miwa and co-workers [60].  

It is noticeable from the Table 4.1 that all the ΔHf are negative implying that 

the complex metal hydrides under investigation are thermodynamically stable with 

respect to the complete decomposition into the constituent elements. This stability is 

greatly reduced when LiAlH4 and LiBH4 undergo a transition from their ground state 
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α to β phase as reflected by the much increased ΔHf of the β modifications. 

Furthermore, amongst the two hydrides LiBH4 is thermodynamically more stable than 

LiAlH4. In comparison, the ΔHreac are positive illustrating that releasing H2 from 

these hydrides is an endothermic process. The table shows ΔHreac follows the same 

trends as ΔHf: (i) β phase < α phase, (ii) α-LiAlH4 < α-LiBH4 and (iii) β-LiAlH4 ≈ β-

LiBH4. As the equilibrium volume of LiBH4 is much less than that of LiAlH4, it will 

have a much higher volumetric hydrogen storage capacity. This coupled with the fact 

that dehydrogenation from its β form requires much less energy and will therefore 

have a greatly reduced dehydrogenation temperature, suggests that from the four 

complex metal hydrides studied β-LiBH4 is the most potential hydrogen storage 

material.  

 
α-MgH2: From the electronic structure analysis in Chapter 3 it is evident that 

inclusion of Al and Si would affect the Mg-H bond dissociation of the ground state 

MgH2. To this end in Paper II our first approach was to study a possible scenario of 

H2 dissociation in which Al and Si are not ejected out but retained with Mg as an 

alloy of the form Mg1-xXx (X = Al or Si). For this purpose we randomly removed 

different numbers of H2 molecules at a time from the pure and Al- and Si-substituted 

α-MgH2 supercells. The resulting structures were geometry optimized and used to 

calculate energies for following reactions: 

 

                                              MgiH2i → MgiH2i-2n + n H2                                    (4.3.3) 

                                          Mgi-1XH2i → Mgi-1XH2i-2n + n H2                                                (4.3.4)  

 

where i = 6, 10 and 16 for 3 x 1 x 1, 5 x 1 x 1 and 2 x 2 x 2 supercells and n = 1, 2, 3, 

and 2i. These reactions while very simplistic in nature provide a means for 

developing a fundamental understanding regarding a possible route for H2 

dissociation which may be more preferable as compared to complete dissociation of 

MgH2 because here energy would not be needed to substitute Mg by Al or Si during 

the reverse hydriding reaction.  
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(a)                                                              (b) 
 

 
 

 (c) 
 

 
Figure 4.1 Reaction energies for stepwise removal of H2 molecules from the 

pure and substituted (a) 2 x 2 x 2, (b) 5 x 1 x 1 and (c) 3 x 1 x 1 α-MgH2 
supercells. 

 

 

           The reaction energies thus obtained were then plotted as a function of number 

of H2 molecules released and are displayed in Figs. 4.1(a)-(c). The following ensuing 

trends are noticeable for the three supercells considered: (a) reaction energy increases 

with increase in number of H2 molecules released, and (b) reaction energy of pure 

MgH2 > Al-substituted MgH2 > Si-substituted MgH2. Thus as Mg is swapped by Al 

and Si there is a reduction in the energy required for bringing out dehydrogenation of 

MgH2. 

The second set of dehydriding reactions that were also considered are given 

below: 

 

                                        (1-x) Mg + H2 + x X → Mg1-x XxH2                             (4.3.5) 
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Table 4.2 Calculated heats of formation ΔHf for Mg1-x XxH2. where X = Al or Si 
and x = 0.0, 0.0625, 0.1, 0.167, and 0.2. 

 

ΔHf (kJ/mol H2) Fraction 

Al Si 

(FCC) 

Si 

(Diamond) 

0.0 -69.61 (-0.721 eV/f.u.) 

0.0625 -58.93 -52.94 -49.32 

0.1 -59.89 -44.16 -38.36 

0.167 -45.13 -27.14 -17.47 

 

where X = Al or Si and the fraction x = 0.0625, 0.1, and 0.167. The heats of 

formation ∆Hf for these reactions were computed by using the formula: 

 

                       ΔHf(Mg1-x XxH2)  =  Etot(Mg1-x XxH2) - (1-x) Etot(Mg)   

                                                        - x Etot(X) - Etot(H2)                                       (4.3.6) 

 

We have calculated the energies for Si in both FCC and diamond phase. 

The calculated ∆Hf values are listed in Table 4.2. In the absence of impurity 

∆Hf is -0.721 eV/H2 which lies within the range of -0.67 and -0.76 eV/H2 defined by 

the values calculated computationally by Setten et al. [61] and by extrapolating the 

experimental results to 0 K [62, 63]. It is known that compounds with H2 binding 

energies ≥ -20 kJ/mol H2 are unable able to survive ambient conditions while those 

with energies ≤ -50 kJ/mol H2 require high temperatures or pressures to produce H2. 

Thus if the ∆Hf of MgH2 could be brought in the -20 to -50 kJ/mol H2 range it would 

make it a better hydrogen storage material. 

It can be seen from Table 4.2 that as fraction x of Al and Si increases ∆Hf 

decreases and for each x Si causes a greater reduction than Al. Recalling -20 to -50 

kJ/mol H2 as the energy region of interest, the fractions of impurity that will prove 

beneficial are: Al for x = 0.167, Si (FCC) x = 0.1, 0.167 and Si (diamond) x = 0.0625, 

0.1. The ∆Hf for these particular cases are even lower than ∆Hf (-51.614 kJ/mol H2) 
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calculated by Song et al. [31] for MgH2 substituted by a fraction 0.2 of Ti. Thus, in 

comparison to Ti from a point of view of the energy requirement as well as the 

amount of impurity to be added, both Al and Si are better agents for improving the 

dehydrogenation characteristics of MgH2. Hence substitution of Mg by Al or Si can 

be used in place of Ti as a route for reducing the dehydrogenation reaction energy and 

consequently lowering the dehydrogenation temperature of MgH2 for enhancing its 

hydrogen storage properties. 

 

α-, γ- and β-MgH2: In Paper IV in order to avoid the Pulay stress problem arising 

from the fact that the plane wave basis set in not complete with respect to the changes 

in volume, we performed cell shape and ionic relaxations of the pure and Al- and Si-

doped α-, γ-, and β-MgH2 at fixed volumes and at a constant energy cut-off of 440 eV 

rather than at constant pressures. The final energies of the pure and doped phases 

were then fit to the Murnaghan equation of state (EOS) [64], 

 

 
         (4.3.7) 
  
 
to yield the following bulk material quantities: equilibrium cell volume V0, isothermal 

bulk modulus K0 and its pressure derivative K0
’, and the ground state total energy 

E0(V0). Table 4.3 lists for all the three pure MgH2 phases and for α-Mg15H32X, γ-

Mg31H64X and β-Mg31H64X where X = Al or Si their corresponding V0, K0, K0’, and 

Erel(V0) which is E0(V0) relative to those of the undoped α-MgH2.  

Most solids are known to be elastic solids while the volume only Murnaghan 

EOS is isotropic. The appropriateness of its application as an approximation is 

exemplified from the excellent agreement of the EOS parameters derived herein for 

the rutile α-MgH2, the orthorhombic γ-MgH2, and the fluorite β-MgH2 with 

previously reported theoretical [45] and experimental [46] results. A comparison of 

the V0 values suggests that formation of the β phase would lead to a volume reduction 

of 9.1% relative to the most stable α phase. This volumetric advantage however may 

be diminished due to a simultaneous increase in K0 of 8.3% of β-MgH2 which would 

deteriorate its compressibility. Doping the above mentioned α, γ, and β phases by fractions of 
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Table 4.3 Calculated EOS parameters, namely, ground state cell volume V0, bulk 
modulus K0 and its pressure derivative K0

’, and total energy of the system at V0 
relative to pure α-MgH2 Erel(V0) of pure and Al- and Si-doped α-, γ-, and β-MgH2. 
Previously reported theoretical [45] and experimental [46] values are presented in 

(..) and in [..] respectively. 
 
 

 
System Fraction 

x 
V0  

(Å3/f.u.) 
K0  

(GPa) 
K0' Erel(V0)  

(eV/f.u.) 

 
α-MgH2 

 

 
0.0 

 
30.419  
(30.17)  
[30.82] 

 
51.963  

(51)  
[452] 

 
3.591  
(3.45)  

[3.35.3] 

 
0.0 


-MgH2 

 

 
0.0 

 
29.895  
(29.69)  
[30.35] 

 
47.833  

(48) 
 [44.032] 

 
3.224  
(3.07)  

[3.17.4] 

 
0.004 

 
β-MgH2 

 

 
0.0 

 
27.659  
(27.48)  
[25.39] 

 
56.260  

(56)  
[47.414] 

 
3.489  
(3.52) 

[3.49.4] 

 
0.096 

 
α-MgH2Al 
 

 
0.0625 

 
30.348 

 
51.112 

 
3.613 

 
-0.024 

-MgH2Al 
 

0.03125 29.826 46.991 3.177 -0.006 

β-MgH2Al 
 

0.03125 27.651 55.619 3.567 0.083 

α-MgH2Si 
 

0.0625 30.652 51.299 3.485 -0.033 

-MgH2Si 
 

0.03125 30.050 45.510 3.473 -0.013 

β-MgH2Si 
 
 

0.03125 27.722 55.969 3.476 0.074 
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Al and Si decreases their bulk moduli. Between the two impurities Al causes a relatively 

greater decrease in K0 and also reduces the V0. On the other hand replacement of one Mg 

atom in the supercell by a Si atom increased the cell volumes.         

 The ground state total energies E0(V0) of all the hydrides under investigation, 

presented in Table 4.3, obtained after EOS fitting were then used for calculating the 

heats of formation ∆Hf using Equation (4.3.6) of the dehydrogenation reactions for 

the pure and Al- and Si-doped α-, γ-, and β-MgH2 as depicted by Equation (4.3.5). 

The evaluated values for α-MgH2 for the fractions x = 0, 0.03125, 0.0625 and for γ- 

and β-MgH2 for the fractions x = 0, 0.03125 dopants are recorded in Table 4.4. It is 

noticeable from Table 4.4 that ∆Hf of α- and γ-MgH2 differ only by 0.441 kJmol-1 H2 

or 0.004 eVH2
-1. This is understandable considering their total energies are nearly the 

same at equilibrium cell volume. The order of the calculated ∆Hf for the three phases 

in pure form is: β-MgH2 << γ-MgH2 ~ α-MgH2. This is in accordance to our 

prediction made in the Chapter 3 on the basis of the sizes of band gaps, of β-MgH2 

requiring the least energy for H2 removal. As β-MgH2 has the smallest ∆Hf we 

therefore expect it to also have the lowest dehydrogenation temperature.  

On substitution of Mg by fractions x = 0.03125 Al or Si, ∆Hf of α, γ, and β 

phases of MgH2 decreases considerably. We evaluated the percentage decrease in 

heats of formation Δ↓Hf(%) using the formula: 

 

                    
1 2 2

2

( ) ( )
(%) 100%

( )
f x x f

f
f

H Mg X H H MgH
H x

H MgH
   

 


         (4.3.6) 

 

According to the above relation Δ↓Hf(%) of a particular doped phase of MgH2 is 

evaluated with respect to ΔHf of its corresponding pure phase. The values thus 

obtained are also presented in Table 4.4.  Within the Al-doped MgH2 and Si-doped 

MgH2 series at fraction x = 0.03125 of substitution, Δ↓Hf(%) is maximum for the β 

phase. Furthermore, for each phase and at the same doping fraction x = 0.03125, 

Δ↓Hf(%) of the Si-substituted hydrides is nearly double the Δ↓Hf(%) of the Al-

substituted MgH2 modification. It can be inferred that while doping with Al and Si 
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Table 4.4 Calculated heats of formation ∆Hf and percentage decrease in heats of 
formation ∆↓Hf (%) of pure and Al- and Si-doped α-, γ-, and β-MgH2. 

 

∆Hf  

(kJ/mol H2) 

∆↓Hf (%) System 

 

Fraction 

x 

Al Si Al Si 

-MgH2 0.0 69.636 69.636 0.0 0.0 

 0.03125 64.290 59.456 7.7 14.6 

 0.0625 58.926 49.316 15.4 29.2 

-MgH2 0.0 69.195 69.195 0.0 0.0 

 0.03125 63.578 59.069 8.1 14.6 

-MgH2 0.0 60.321 60.321 0.0 0.0 

 0.03125 55.058 50.678 8.7 16.0 

 

influences the dehydrogenation reaction energies of all the hydrides, it is ΔHf of β-

MgH2 that is reduced the most and it is Si which is more effective at this task.  

In contrast to our results which predict that it is the pure and Al- or Si-doped 

β-MgH2 which would get decomposed most easily, Varin et al. [50] had found that 

appearance of the γ phase with β-MgH2 resulted in a drastic decrease of its H2 

desorption temperature. These differences in trends could probably be a manifestation 

of the fact that while in our theoretical calculations effect of particle size has not been 

investigated, in the experimental work mentioned above hydrogen desorption 

properties of nanostructured MgH2 powders with a wide range of hydride particle 

sizes were studied. The authors concluded that the decrease in H2 desorption 

temperature was actually a result of phase duality as well as a decrease in mean 

hydride particle size (ECD). The decrease in ECD was explained in terms of an 

increase in the finer particle content which occurred in powders containing both β- 

and γ-MgH2 phases as opposed to those with only β-MgH2.  
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Table 4.5 The activation energy barriers Eact for H2 desorption from pure and 
Al- and Si-doped α-, γ-, and β-MgH2 (001) surfaces. 

 

Eact (eVmol-1 H2)  

System α-MgH2 γ- MgH2 β-MgH2 

Pure 2.86 2.43 0.15 

Al-doped 1.99 2.77 0.94 

Si-doped 2.90 2.05 1.92 

 

4.3.2 
Activation energy barriers 

In this section we discuss the effect of Al and Si doping on the kinetics of H2 

desorption from α-, γ-, and β-MgH2 (001) surfaces as reported in Paper IV. For 

determining the activation energy barriers Eact, we considered a one-step direct 

dehydriding path in which two H atoms bound to different Mg atoms on the surface 

simultaneously desorb to form molecular hydrogen. The total energy is calculated as 

a function of the reaction coordinate which is the distance of the two desorbing H 

atoms from the surface. The corresponding Eact obtained in this manner are listed in 

Table 4.5.  

           For the pure α-MgH2 (001) surface we derived an Eact of 2.86 eVmol-1 H2 or 

273.2 kJmol-1 H2 (i.e. 1.431 eVmol-1 H or 138.1 kJmol-1 H). This shows excellent 

agreement with the desorption barrier of 2.86 eV calculated for the MgH2 (001) 

surface in an earlier ab intio DFT study. [65] Using thermal desorption spectroscopy 

and differential calorimetry Fernańdez and Sańchez [66] obtained the activation 

energy for H (atom)-desorption process of MgH2 as 166±4 kJ/mol H. For MgH2 

prepared by ball milling the reported activation energy is 323±40 kJmol-1 H2. [67] A 

possible reason for the disagreement between the experimental and theoretical results 

is that in case of the former several processes such as diffusion and nucleation may be 
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occurring along with H2 desorption. Furthermore the experimental values are 

averaged over the different surfaces and crystal orientations. In comparison our 

density functional based calculations are centered on the MgH2 (001) surface only. In 

addition we have examined only those cases in which the Al and Si impurities are 

present in the bulk. Hence, while it may not adequate to use the our results for 

quantitative conclusions, nevertheless they can help in arriving at qualitative 

generalizations about the effect of Al and Si doping on the kinetics of H2 desorption 

from MgH2 for improving its hydrogen storage characteristics. 

From Table 4.5 the following orders of Eact are perceptible: (i) Al-doped α-

MgH2 < pure α-MgH2 < Si-doped α-MgH2 (ii) Si-doped γ-MgH2 < pure MgH2 < Al-

doped γ-MgH2 and (iii) pure β-MgH2 < Al-doped β-MgH2 < Si-doped β-MgH2. For α 

phase Al doping decreases the H2 desorption barrier the most by 30.5%. In the γ 

phase series the Si-doped MgH2 (001) surface has the least Eact corresponding to a 

percentage decrease of 15.5%. In contrast doping β-MgH2 causes a drastic increase in 

Eact from a value of 0.15 eV to 0.94 eV in case of Al doping and to 1.92 eV when 

doped with Si. Thus as opposed to the scenario of heats of formation, where Si 

doping consistently decreased ΔHf of α, andphases, no particular trends are 

realized for Eact.  

The difference in the effect of Al and Si doping on Eact and ΔHf of α-MgH2 

necessitates tradeoffs. If the interest is in lowering ΔHf then Si doping should be 

applied whereas if a much faster kinetics is desired then Al doping is the route to it. 

For -MgH2 it is easily inferred that in order to improve its hydrogen storage 

properties Si should be the preferred choice of dopant as it lowers both the 

dehydrogenation reaction energy and activation energy barriers for H2 removal. As Al 

and Si doping adversely affect the Eact of -MgH2, better results may thus be 

obtained by dehydrogenating it in pure form. Hence, for recognizing the true potential 

of dopants for enhancing the hydrogen storage properties of materials a combined 

study of their effect on the dehydrogenation reaction energies and the H2 desorption 

kinetics is imperative. 
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4.4   
Conclusions 

Herein, we first performed a theoretical ab initio study of the dehydrogenation 

reaction energies of α- and β-LiAlH4 and LiBH4, α-, -and-MgH2 and Al- and Si-

substituted α-, -and-MgH2. The enthalpies of formation of α- and β-LiAlH4 and 

LiBH4 calculated at 0 K conformed to the values known from experiments for the 

same reactions at 298 K. These enthalpies indicate that the α phases are more stable 

than the β phases and that substitution of B by Al decreases the stability of the 

complex metal hydride. The decreased reaction energies along with the smaller 

volume conclude that β-LiBH4 is the complex metal hydride with most potential for 

hydrogen storage from the systems that we studied.  

From the heats of formation (ΔHf) calculated for the Al- and Si-substituted 

systems than for pure α-MgH2 it was shown that the fractions x = 0.167 of Al, x = 

0.1, 0.167 of Si (FCC) and x = 0.0625, 0.1 of Si (diamond) substitution cause an even 

greater destabilization of α-MgH2 than Ti doping at a fraction of x = 0.2 This implies 

that Al and Si would result in a larger reduction of the its dehydrogenation 

temperature. Thus, Al and Si will be better substituents than Ti for enhancing the 

hydrogen storage properties of α-MgH2.  

Al and Si doping was also shown to decrease the ΔHf of -and-MgH2. 

Amongst all the magnesium hydrides studied maximum lowering in ∆Hf was found 

for Si substitution of Mg in β-MgH2.  Futhermore we investigated the influence of 

doping Al and Si on the kinetics of these three phases of MgH2 by density functional 

calculations using the plane wave-pseudopotential method. Activation energy barriers 

(Eact) for H2 desorption from the (001) surfaces of unsubstituted and doped α-, -, and 

-MgH2 were computed. We found that the Eact did not exhibit any consistent trends 

with respect to doping with Al and Si. For α-MgH2 trade-offs between lowering ∆Hf 

and faster kinetics might have to be made for choosing amidst Al and Si. In 

comparison -MgH2 would benefit on both counts when doped with Si while β-MgH2 

would work best as a hydrogen storage material without any doping. It should be 

emphasized that a direct quantitative comparison between calculated Eact and the 
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experimentally obtained barriers cannot be established due to the intricacy of the 

experimental kinetics. However, our calculated results do provide a simplistic 

approach for qualitatively analyzing the impact of Al and Si substitution on the 

thermodynamics as well as kinetics of H2 release from MgH2. 
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CHAPTER 5 

Effect of lattice vibrations 
at finite temperature 
 

                                                                                              In every man’s heart there is a secret nerve 

that answers to the vibrations of beauty. 

-Christopher Morley 

____________________________________________ 

he stability and static equation of state of magnesium hydride have been 

previously studied theoretically. However, it is important to go beyond 

the static calculations in order to assess the effect of temperature on its 

properties. Herein we present our results of Paper III in which the contribution of 

lattice vibrations at finite temperatures to free energy of magnesium hydride (MgH2) 

were evaluated via the quasiharmonic approximation. In this chapter we begin by 

giving in Section 5.1 a brief description of the quasiharmonic approximation and the 

small displacement method used for determining the above mentioned lattice 

contributions. In the next section we outline the computational methodology 

employed. Our results from Paper III on the static and thermal equations of states and 

the temperature variation of certain thermodynamical properties of MgH2 are reported 

in Section 5.3. Finally, the conclusions are given in the last section. 

 
 

T 
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5.1  
Introduction 
Atomic vibrations contribute to thermal properties of all solids. For many solids there 

are no other appreciable contributions over a wide range of temperature. The 

vibrations are quantized, but at sufficiently high temperatures their statistical 

mechanics approaches the classical limit. In the limit of small amplitudes, the 

vibrations are harmonic and the motion can be expressed as the superposition of 

independent normal modes of vibration, each behaving as a linear harmonic 

oscillator. In reality the vibrations are of finite amplitude and so are not purely 

harmonic. However, they are approximately harmonic provided that the vibrational 

energy is small compared with the cohesive energy. Usually the harmonic 

approximation gives vibrational spectroscopic frequencies and heat capacities fairly 

accurately up to 20-30% of the melting temperature. However, even at the lowest 

temperature there is some departure from harmonic behavior, and it is this which is 

responsible for thermal expansion. An ideally harmonic solid would have a zero 

thermal expansion at all temperatures.  

 When anharmonicity is weak, its effect can be calculated by the 

quasiharmonic approximation (QHA) [1]. In QHA for each state of strain the 

vibrational contribution to the Helmholtz energy is calculated from the vibrational 

frequencies according to the harmonic approximation, and anharmonicity enters only 

through the strain-dependence of the frequencies. The different normal modes are still 

regarded as independent of each other, contributing separately to the thermodynamic 

properties as simple harmonic oscillators. The Helmholtz free energy F(V,T) is given 

by 

 

                                          static phonF(V,T) = F (V) + F (V,T)                                (5.1.1) 

 

where Fstatic(V) is the energy of the static lattice at a given volume V and the 

vibrational contribution to it Fphon is: 
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qi qj B

- hω (V)1
F (V,T) = hω (V) + k T ln 1 - exp

2 k T

  
  

  
           (5.1.2) 

 

In Equation (5.1.2) ωqj is the angular frequency 2πνj of the jth normal mode at the 

point q in the Brillouin zone.  

 The strategy used for calculating the phonon frequencies is called the small 

displacement method. [2,3] The concept of this method is based on the facts that (i) 

the vibrational frequencies ωqj are the eigenvalues of the dynamical matrix Dsα.tβ(q) 

defined as: 

                                     

 
'

'',, )].(exp[
1

)(
l

sltltlls

ts

ts RRiq
MM

qD        (5.1.3) 

 

where Rl + τt represents the equilibrium position of atom t in primitive cell l and the 

sum is in principle over the infinite number of primitive cells in the crystal, and (ii) 

that Dsα.tβ can be obtained directly using Hellmann-Feynman forces calculated with 

standard density functional theory (DFT) [4] codes.  

 For a crystal at very low temperature, its potential energy Uharm can be 

expanded around the equilibrium positions of the nuclei. At the minimum energy 

configuration the linear term of this expansion will be zero so that: 

 

                                       



tlls

tllstllsperfharm uuEU
',

'',2

1
                     (5.1.4) 

 

where Eperf is the energy of the system with ions in their equilibrium positions, uls is 

the displacement of atom s in unit cell l, α and β are Cartesian components, and 

Φlsα,l'tβ is the force-constant matrix, given by ∂2U/∂ulsα∂ul'tβ evaluated with all atoms at 

their equilibrium positions. Φlsα,l'tβ  gives the relation between the forces Flsα and the 

displacements ul't. In the small displacement method, the forces Flsα on all atoms are 

calculated by displacing a single atom t in cell l' while keeping all other atoms fixed 
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in their equilibrium positions. This procedure is repeated for all other displacements 

for obtaining all the elements of the force-constant matrix. The number of such 

calculations required is reduced significantly on the basis of symmetry. 

 First-principles calculations based on DFT have been widely used to predict 

the ground state properties of magnesium hydride. Electronic and structural properties 

of MgH2 have been previously calculated using ab initio pseudopotential methods. [5-

8] Density functional investigations performed to study H2 desorption from a MgH2 

cluster reported a high activation barrier of 3.30 eV as a result of the ionic bonding in 

Mg-H. [9] The effect of cluster size on thermodynamic stability of Mg and MgH2 has 

also been studied using DFT. [10] The calculations showed that MgH2 was 

destabilized more than Mg on decreasing the cluster size to less than 19 Mg atoms 

implying a significantly lower desorption temperature in such small MgH2 clusters. A 

cluster of 0.9 nm was predicted to correspond to a desorption temperature of 473 K.  

 All of the above studies were carried out at 0 K. This motivated us to examine 

the effect of temperature on the equation of state (EOS) and thermodynamic 

properties of MgH2 by employing QHA. However, QHA is known to work well for 

temperatures lower than the melting point of the system under investigation. Thus, we 

also set out to test the validity of QHA in the high temperature regime for MgH2. To 

this end we calculated thermal EOS parameters such as the lattice constant, 

equilibrium cell volume V0, bulk modulus K0 and its pressure derivative K0’ and 

thermodynamic quantities like entropy S, internal energy E, heat capacity CP, thermal 

pressure Pthermal and volume thermal expansion ΔV/V(%) of MgH2 using first-

principles method over a wide temperature range of 0-1000 K that includes 

temperatures greater than its melting temperature (573 K).  

 

5.2  
Computational details 
We used the Vienna ab initio simulations package (VASP) [11,12] for performing all 

the static calculations. These calculations were based on DFT within the generalized 

gradient approximation (GGA) [13,14]. The interactions between ions and electrons 
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were described through Vanderbilt US-PPs [15,16] provided with VASP. The Kohn-

Sham equations were solved iteratively to self-consistency within 10-4 eV/Å. To 

check the degree of convergence of the total energy, the Brillouin zone (BZ) sampling 

was performed for 4 x 4 x 4, 6 x 6 x 6, 8 x 8 x 8 and 10 x 10 x 10 k-point Monkhorst-

Pack [17] meshes. The 6 x 6 x 6 k-point mesh yielded a total energy that was within 

0.1 meV of the values obtained when denser 8 x 8 x 8 and 10 x 10 x 10 k-point grids 

were used. Therefore, for all static calculations the sums over BZ were performed 

using 6 x 6 x 6 k-points. Convergence of total energy with respect to the plane wave 

(PW) cut-off energy was studied. For the 6 x 6 x 6 k-point mesh the total energy at a 

PW cut-off of 440 eV agreed within 0.4 meV and 0.65 meV of the values calculated 

with cut-offs 460 eV and 480 eV, respectively. Thus, 440 eV was chosen as the cut-

off energy to be employed in all the calculations. 

The Pulay stress problem is known to arise during energy-volume calculations 

or cell shape and volume relaxations due to the fact that the PW basis set is not 

complete with respect to changes of the volume. This problem was avoided here by 

performing structure relaxations at fixed volumes rather than under constant pressures 

using the same energy cut-off of 440 eV. For each volume the structure was fully 

relaxed to optimize all internal coordinates and cell shape. The final energies were 

then fit to the Murnaghan EOS [18], 

                

            

'
0K

'0 0 0 0
0 0' ' '

0 0 0

K V V K V
F(V,T) = F(V ) + K  - 1 +  - 

K (K  - 1) V K  - 1

    
   

        (5.2.1) 

 

The above EOS is parameterized by the equilibrium volume V0, the isothermal bulk 

modulus K0 and its pressure derivative 
'
0K . These calculated EOS parameters were 

then used as input in the EOSFIT [19] program for deriving the total pressure of the 

system at different volumes. Thermal pressure Pthermal(V,T) which accounts for the 

isochoric effect on pressure [20] was then calculated as the difference between the 

total pressure and the static pressure: 
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                                       Pthermal(V,T) = P(V,T) – P(V)                              (5.2.2) 

 

 For evaluating the vibrational contribution to free energy Fphon (see Equation 

(5.1.1)) first the forces on the atoms of the 2 x 2 x 1 MgH2 supercell as they are 

displaced from their ground state positions were obtained using VASP. These were 

then input into PHON [21] for generating the force constants, the dynamical matrix, 

the phonon frequencies and phonon density of states (DOS) by the small 

displacement method as implemented in PHON. The phonon DOS were calculated 

with a 24 x 24 x 12 k-point mesh and were then used to compute the vibrational 

contribution to free energy (Fphon) for a series of temperatures between 0 K and 1000 

K. Fphon was next added to the static free energy F(V) to obtain the total free energy 

F(V,T) as a function of volume and temperature, defined in Equation (5.1.1). Fit of 

F(V,T) versus volume data at different temperatures to the Murnaghan EOS 

(Equation (5.2.1)) yielded the temperature dependent material properties of MgH2. 

From F(V,T) other thermodynamic quantities such as internal energy E, entropy S 

and heat capacity at constant volume Cv were next derived by applying the following 

relations: 

 

Entropy                                               
PVT

F
S

,











                                            (5.2.2) 

Internal energy                                      E = F + TS                                             (5.2.3)  

Heat capacity                                        
V

V T

E
C 










                                             (5.2.4) 

 

5.3 

Results and discussion 
5.3.1  
Static equation of state  

From the fit of the total energy versus cell volume data of the static lattice to the static 

EOS the following parameters were determined: V0 = 60.85 Å3, K0 = 47.445 GPa, 

and K0’ = 3.594. Table 5.1 shows that our values compare well with those previously 



C h a p t e r  5  E f f e c t  o f  l a t t i c e  v i b r a t i o n s  | 116 
 

 
 

Table 5.1 Selected bond distances and bond angles and optimized lattice 
parameters of MgH2 computed from static calculations. 

 
Parameter This work Experimental 

value 
(Ref. 22) 

Theoretical value 
(Ref. 22) 

V0(Å
3) 60.85  60.33 

K0 47.445 45±2 51 
K0' 3.594 3.353±0.3 3.45 
a (Å) 4.497 4.5176 4.4853 
b (Å) 4.507 4.5176 4.4853 
c (Å) 3.002 3.0205 2.9993 
Mg-H (Å) 1.9387 

1.9498 
 1.944 

1.961 
H-Mg-H (deg) 90.0   

 

reported in a combined theoretical and high pressure X-ray diffraction study [22]. 

Some selected bond distances and bond angles of the optimized geometry at V0 = 

60.85 Å3 are also listed in the table. We also calculated the cohesive energy of this 

ground state structure of MgH2 as the difference between the total energy of the 

crystal and that of the atoms. For obtaining the total energy of the free atoms Г-point 

was used and the atoms were placed in a simple cubic unit cell of size 10 Å. The 

cohesive energy of MgH2 (6.73 eV/f.u.) thus evaluated was found to be close to the 

experimental cohesive energy 6.7 eV/f.u. as given in Ref. [5]. The agreement between 

the calculated and experimental data demonstrates the reliability of our calculations. 

In our optimization calculations reported so far vibrational effects were not taken into 

account. 

 

5.3.2 
Lattice dynamics 

To determine the phonon DOS of MgH2 first the vibrational frequencies were 

determined at a series of volumes. The predicted dispersion curve along several 

symmetry directions in the BZ zone obtained at the static ground state volume V0 = 
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Figure 5.1 Calculated phonon dispersion curve along several high symmetry 
directions at the static equilibrium cell volume V0 = 30.425 Å3/f.u. Theoretical 

data (Ref. 24) are represented by circles and experimental data (Ref. 23) are 
denoted by squares. 

30.425 Å3/f.u. is shown in Fig. 5.1. We compared these calculated phonon 

frequencies with experimental and theoretical data. Experimental data obtained from 

Raman spectra [23] are 300, 950, and 1276 cm-1. The Raman active modes deduced 

by Ohba et al. [24] by first-principles calculations were at 299, 977, and 1291cm-1. 

Our calculated values of 962 and 1314 cm-1 in the high frequency region agreed 

within ~3% of these computed results. Our low frequency Raman mode of 281 cm-1 

showed a deviation of ~6%. 

 Further, the total and partial phonon DOS at the computed static equilibrium 
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cell volume V0 = 30.425 Å3/f.u. were generated and these are displayed in Figs. 5.2 

(a)-(c). At this volume the total phonon DOS is divided into four broad ranges 

separated by three gaps between 300-450 cm-1, 800-820 cm-1 and 1220-1320 cm-1. As 

the mass of H atom is much smaller than that of Mg atom, the partial phonon DOS 

show that the high frequency modes (above 450 cm-1) are dominated by H atoms 

while the low frequency modes (below 300 cm-1) are dominated by Mg atoms with 

these modes being separated by a gap of nearly 200 cm-1. The absence of coupling 

between the vibrations of the two atoms is understandable in terms of the ionic 

interaction between H and Mg atoms in MgH2. 

 For V = 35.0 Å3/f.u. there are two significant band gaps in the total phonon 

DOS plot between 250-400 cm-1 and 1000-1170 cm-1. The center of the low 

frequency modes was shifted to a lower frequency value 150 cm-1 as compared to that 

for V0. Therefore the separation between the high frequency modes due to H atoms 

and the low frequency modes due to Mg atoms still increases. Further the H atoms do 

not contribute in the region between 0-250 cm-1 implying absence of coupling 

between H and Mg atom vibrations.  

The total phonon DOS for V = 25.0 Å3/f.u. can be divided into three broad 

ranges separated by two band gaps between 800-1000 cm-1 and 1300-1400 cm-1. The 

high frequency modes beyond 400 cm-1 are purely due to vibrations of H atoms. We 

note that the center of the low frequency modes which was initially at ~200 cm-1 for 

V0 shifted to a higher frequency value 300 cm-1. The low frequency modes though 

continue to be dominated by Mg atoms, now also have contributions from vibrations 

of H atoms. As a result a mild coupling occurs between the vibrations of Mg and H 

atoms in the 200-300 cm-1 region.  

Summarizing, as the cell volume was reduced the interaction between H and 

Mg atoms increased as the partial DOS were found to overlap in the low frequency 

region. The overall picture of ionic bonding in MgH2 however remained unchanged 

as the Mg atoms dominated the low frequency modes while the high frequency modes 

arose purely due to H atoms.  
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Figure 5.2 The calculated (a) total, (b) Mg atom, and (c) H atom phonon density 
of states at cell volumes 25.0, 30.425 and 35.0 Å3/f.u. 
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5.3.3 
Thermal equations of state 

Equations (5.1.1) and (5.1.2) were used to compute the Helmholtz free energy F(V,T) 

as a function of V and T. A range of temperatures between 0 K and 1000 K were 

considered. This range also included temperatures beyond 573 K, that is, the 

temperature at which MgH2 dissociates into Mg and H2. This regime was chosen so 

as to put to test through our calculations the goodness of QHA for MgH2 at both high 

and low temperatures. 

The energy-volume curves at temperatures T = 0, 298, 500, and 900 K derived 

after fitting to Murnaghan EOS are displayed in Fig. 5.3. It can be clearly seen from 

the plots that at each volume, higher the temperature more negative is the free energy. 

This behaviour was interpreted by rearranging Equation (5.2.3) as: F = E – TS. 

Figures 5.4 (a) and (b) show the temperature variation of E and TS. Both E and TS 

 

 
 
 

Figure 5.3 The thermal equations of state derived for T = 0, 298, 600 and 900 K, 
respectively, by fitting the cell volume-Helmholtz free energy data to the 

Murnaghan EOS at each temperature. 
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increase with temperature but the slope of the curve for TS is greater than that of E. 

The rise in TS more than compensates for the rise in E and hence, F(V,T) decreases 

with increase in temperature as exhibited in Fig. 5.3. 

Table 5.2 lists the equilibrium cell volume, bulk modulus and its pressure 

derivative calculated at different temperatures by the thermal EOS fits. Comparison 

with the static EOS results showed that inclusion of vibrational effects significantly 

 
 
 

Figure 5.4 Temperature dependence of (a) internal energy E and product of 
temperature and entropy T*S and (b) Helmholtz free energy F(V,T) 

at V0= 30.425 Å3/f.u. 
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altered the equation of state. The effect of zero point motion and temperature is to 

increase V0 by ~4% relative to the athermal values. Our calculated value of V0 at 298 

K differs by as much percentage from the experimental [25] V0 at 260 K.  

The heat capacity at constant pressure CP is calculated as: 

 

                                                   )(0
2 TVTKCC VP                            (5.3.1) 

 

in terms of heat capacity at constant volume Cv and the thermal expansivity α which 

is defined as, 

 

                                                         Ta

aTa

*)0(

)0()( 
                                     (5.3.2) 

 

In the above equation a(T) and a(0) are the lattice parameters at temperatures T and 0 

K, respectively. Our computed entropies and CP’s at a series of temperatures for the 

ground state equilibrium cell volume V0 = 30.425 Å3/f.u. are compared with exper-

imental data [26] in Table 5.3. The table demonstrates that at all temperatures our 

Table 5.2 Static and thermal equations of state parameters, namely, equilibrium 
cell volume V0, bulk modulus K0 and pressure derivative K0’ of bulk modulus 

calculated at different temperatures. 
 

Temperature (K)  V0 (Å
3/f.u.) K0 (GPa) K0’ 

 

Static 30.43 47.445 3.594 

0 31.59 42.867 3.498 

298 31.77 41.031 3.427 

350 31.82 40.715 3.617 

500 32.02 38.037 3.789 

900 32.91 32.650 4.103 
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calculated entropies show a reasonable agreement within 2.5% of the reference values 

and lend confidence in our computations. At 298 K and cell volume V0 = 30.425 

Å3/f.u. our calculated entropy 36.6 JK-1mol-1 is very close to the experimentally 

measured value of 36.01 JK-1mol-1.. The predicted heat capacities at 500 and 600 K 

show a deviation of 4.1% and 3.5% from the corresponding reference values. But at 

all other temperatures the proximity between the calculated and experimental heat 

capacities is within 2.5%. This suggests that QHA may be used as a tool for 

computing the thermodynamical properties of MgH2 to a reasonable degree of 

accuracy at low as well as high temperatures which are away from its melting point of 

573 K. 

 The thermal pressure Pthermal(V,T) was evaluated using the Equation (5.2.2) in 

the same volume and temperature ranges in which the EOS were predicted. Figures 

5.5 (a) and (b) display the volume and temperature dependence of Pthermal(V,T) of 

MgH2. At 0 K the thermal pressure decreases linearly with volume. At T = 298 K and 

Table 5.3 Thermodynamical properties (entropy and specific heat capacity at 
constant pressure) calculated at different temperatures, compared with 

experimental data (Ref. 26). 
 

 
S  

(Jmol-1K-1) 
CP  

(Jmol-1K-1) 
Temperature  

(K) 

Present 
 work 

Ref. 26 Present  
work 

Ref. 26 

298 31.60 31.01 36.04 35.26 

500 54.40 53.06 52.06 49.99 

600 64.35 62.65 57.12 55.18 

700 73.45 71.49 60.83 59.44 

800 81.75 79.66 63.57 62.92 

900 89.35 87.24 65.64 65.72 

1000 96.33 94.28 67.24 67.95 
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Figure 5.5 Thermal pressure as a function of (a) cell volume at different 
temperatures and (b) temperature at constant volume V0 = 30.425 Å3/f.u. 
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500 K however, Pthermal(V,T) becomes a slowly varying function of volume. But as 

temperature was increased further to 900 K it began to exhibit a monotonic increase 

with cell volume. In comparison the thermal pressure increased strongly with 

increasing temperature at all the volumes that were considered. This indicates that 

within the temperature range of 298-500 K Pthermal(V,T) is expected to be volume 

independent.  

 Using first-principles lattice dynamical calculations Karki [27] found a much 

smaller variation of thermal pressure with compression as compared to its variation 

with temperature for MgO and MgSiO3. As a result he concluded that at high 

temperatures the volume-induced variations of Pthermal(V,T) can be neglected for these 

minerals to a good approximation and that the thermal equations of state can be 

constructed from the knowledge of Pthermal(V0,T) and a room temperature isothermal 

compression. Hence, we too suggest the possible estimation of the equations of state 

for MgH2 for temperatures lying in the range 298-500 K by using the measured 

Pthermal(V,T) versus temperature data at ambient pressure and isothermal compression 

data at ambient temperature.  

Using the equilibrium cell volumes predicted for different temperatures V0(T) 

the volume thermal expansion was determined as follows: 

 

                                          
0 0

0

V (T) - V (298 K)ΔV
(%) =  x 100

V V (298 K)                     (5.3.2) 

 

Figure 5.6 depicts the temperature dependence of the volume thermal expansion 

thereby obtained. The plot shows that at 350 K V0(T) increases by 0.17%. Using a 

similar expression as Equation (5.3.2) we calculated we calculated a decrease in K0 of 

0.77% from the values listed in Table 5.2. From the Fig. 5.6 it is noticeable that as 

temperature increases the volume thermal expansion also increases. The 

corresponding percentage decrease in K0 and a consequent increase in compressibility 

were found to be greater in comparison. For instance, at 500 K the volume thermal 

expansion was simply 0.81% to while the calculated decrease in K0 was 5.55%. 

Hence, we suggest application of temperatures higher than 298 K as a way of 
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improving the volumetric hydrogen storage capacity of MgH2 as a consequence of its 

better compressibility. 

 

5.4 
Conclusions 
Free energies were calculated from phonon dispersions as a function of cell volume 

and temperature within the quasiharmonic approximation (QHA) for MgH2. From the 

free energies the equations of state were determined for temperatures up to 1000 K. 

The temperature dependence of EOS parameters (equilibrium cell volume V0, bulk 

modulus K0 and its pressure derivative K0’) and several thermodynamical quantities 

such as internal energy E, entropy S, heat capacity at constant pressure CP, volume 

thermal expansion ∆V/V(%), and thermal pressure Pthermal(V,T) were determined. The 

temperature dependence of S and CP was found to be in reasonable agreement with 

the experimental results thereby exhibiting QHA as a theoretical approach for 

calculating these quantities even at temperatures greater than the melting point of 

MgH2. At 0 K Pthermal(V,T) decreased linearly and at 900 K it increased monotonically 

with cell volume. In comparison within the temperature range of 298-500 K 

 
 
 

Figure 5.6 Temperature dependence of volume thermal expansion of MgH2 at 
cell volume V0 = 30.425 Å3/f.u. 
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Pthermal(V,T) was found to be volume independent. The calculated percentage decrease 

in K0 with temperature superseded the percentage increase in V0 as reflected by 

∆V/V(%). From our calculations it was evident that the increase in compressibility as 

indicated by the decrease in K0 will offset the effect of increase in V0 even at 

temperatures moderately higher than 298 K. This presents a potential approach of 

application of a temperature slightly greater than room temperature for enhancing the 

volumetric hydrogen storage capacity of MgH2. 
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CHAPTER 6 
Doped metal-organic framework-5  

 
                                                                                              In life to be happy 

 drop the words “if only”  

and substitute instead 

 the words “next time.”. 

-Anonymous 

____________________________________________ 

here has been increased interest in metal-organic frameworks (MOFs) as 

hydrogen storage materials because of their various positive 

characteristics such as high porosity, reproducible and facile syntheses, 

amenability to scale-up, and chemical modification for targeting desired properties. 

An important challenge for creating practical hydrogen adsorbents is increasing the 

room temperature hydrogen binding energy and hydrogen uptake within MOFs. 

Herein we present our results of Paper V in which a preliminary study of the effect of 

various light metal dopants on the thermodynamics of hydrogen adsorption in MOF-5 

has been carried out by modeling the interactions of its organic linker with the metal 

ions and hydrogen molecules. This study is expected to give incite regarding the 

trends likely to arise in the actual systems.  

We begin in Section 6.1 by giving a brief introduction regarding MOFs and 

the strategy of doping used to enhance their hydrogen storage capacities. The 

T 
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computational methodology employed in this work is described in Section 6.2. In the 

next section, a discussion on the significant results of our study is provided. Finally, 

the conclusions are presented in the last section. 

 

6.1  
Introduction 
Metal-organic frameworks (MOFs) are high surface area nanoporous materials which 

can adsorb guest molecules and therefore hold great promise for storage of hydrogen 

(H2). [1] Typically the interaction between physisorbed H2 molecules and MOFs is 

weak with H2 adsorption enthalpies in the range of 3.5-5.2 kJ/mol [2-4] As a result 

MOFs exhibit fast H2 desorption kinetics as well as a reversible H2 uptake and 

release. But this low interaction energy also implies that for achieving a significant H2 

storage capacity low temperatures are needed. For example, at 77 K and moderate 

pressures MOF-5 [5], [Cu(L2)(H2O)2] where L2=terphenyl-3,3'',5,5'-tetracarboxylate) 

[6], MOF-177 [7, 8], IRMOF-20 [9, 10], and MIL-101 [10, 11] have hydrogen uptake 

in the range of 4.5-7.5 wt.% H2. But at room temperature their storage capacities fall 

below 1.5 wt.%. Thus, clearly today much research in MOFs is devoted to 

strengthening the H2 interaction energies and to increasing H2 adsorption and storage 

capacity to significant levels at or around room temperature. However, to tune H2 

storage in MOFs it is imperative to understand the fundamental interactions that lead 

to adsorption.  

Kuc et al. [12, 13] have examined the role of the non-bonding interactions, 

London dispersion interactions, and electrostatic interactions in IRMOF-1 by 

reducing the MOF structure to clusters for modeling the MOF connectors and linkers. 

Their calculations illustrated that the physisorption of H2 in MOFs is mainly due to 

London dispersion between linkers and connectors with hydrogen. In contract the 

host–guest induced electrostatic interactions were found to be unimportant, as the 

charge separation in the MOF is not large enough to induce significant dipole 

moments in H2. Thus methods based on density functional theory (DFT) [14] which 

are unable to correctly describe dispersion forces and van der Waals interactions may 
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face challenges in studying MOFs. Recently, Rapacioli et al. [15] devised a strategy 

to introduce these necessary corrections in the density functional tight binding 

(DFTB) method due to which they were able to successfully obtain results for 

benzene dimer in agreement with CCSD(T) calculations. 

 An approach being currently pursued to enhance H2 adsorption in MOFs 

involves cation doping. Many theoretical studies have focused on the interactions of 

H2 molecules with transition metal ions. [16-19] Noteworthy is the investigation by 

Gagliardi and Pyykko [20] which showed that bare neutral and cationic transition 

metals such as Cr, Mn+, W, Mo, V+,and Ti2+ can bind with as many as six H2 

molecules. Interestingly Chandrakumar and Ghosh [21] demonstrated that s-block 

metal cations can form M(H2)8 complexes. Thus M = Li+, Na+, K+, Be2+, Ca2+, and 

Mg2+ ions are predicted to adsorb even more number of H2 molecules than the above 

transition metal ions. The interaction of H2 molecules with these s-block metal ions, 

though found to be weaker than with transition metal ions, is much stronger than with 

MOFs. The calculated binding energies for the alkali and alkaline earth metal ions 

were of the order of -30 kcal/mol to -13.5 kcal/mol and -180 kcal/mol to -60 

kcal/mol. However, manufacturing such bare metals ions in reality is difficult. As an 

alternative, the metal ions can be stabilized by adsorbing them of surfaces with strong 

electron affinities.  

 This metal ion decoration approach has already been successfully applied to 

fullerenes and nanotubes. First-principles DFT calculations have shown that Ti+ ion 

doped on Si6H60 fullerene [22] and on BC4N [23] nanotube can adsorb a maximum of 

four H2 molecules with successive binding energies lying in the suitable range 

between the physisorption and chemisorption energies. Chandrakumar and Ghosh 

[24] have shown that doping C60 with Na has a stronger effect than doping with Li on 

its H2 adsorption capacity and that with a high metal coverage of eight Na atoms 48 

H2 molecules can be adsorbed totally leading to a gravimetric storage capacity of ~9.5 

wt.%.  

 Significant improvement in molecular H2 uptake properties have also been 

predicted for Li-decorated MOF-5 by Blomqvist et al. [25] Using ab initio periodic 

DFT calculations they showed that each Li adsorbed over the benzene ring can cluster 
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up to three H2 molecules with a binding energy of 12.0-18.0 kJ/mol H2. Ab initio 

molecular dynamics simulations revealed that a hydrogen uptake of 2.9 wt.% and 2.0 

wt.% could be achieved even at high temperatures of 200 K and 300 K, respectively. 

Recently, Venkataramanan et al. [26] have explored isoreticular MOFs with different 

metals M = Fe, Cu, Co, Ni and Zn through DFT and predicted that Li doping will be 

possible only in Zn-based MOFs. 

 Materials such as carbon nanotubes, fullerenes, and MOFs can also be 

investigated by applying polycyclic aromatic hydrocarbons (PAHs) as models. In one 

such exhaustive quantum chemical study Srinivasu and co-workers [27] have 

considered the following model systems: C6H6, NH2-C6H5, CH3-C6H5, COOH-C6H5, 

CN-C6H5, and NO2-C6H5 and examined the effect of (a) doping with light metal ions 

(Li+ and Na+), (b) functional groups in the models, and (c) curvature. It was 

concluded that ionic surface with a significant degree of curvature will enhance 

hydrogen adsorption more effectively. Of particular substance is their recent detailed 

analysis of the role played by nanoscale curvature [28] and aromaticity [29] in 

inducing H2 adsorption in alkali metal doped carbon nanomaterials.  

 Even though some of the above hydrogen storage capacities are amongst the 

highest reported for MOF-5, the corresponding binding energies are still low. In this 

work, we explore the feasibility of tuning its hydrogen adsorption properties by 

doping the organic linker in MOF-5 with light metal ions M = Na+, Be2+, Mg2+, and 

Al3+ as opposed to Li+ ion. To this end, in Paper V we study by means of DFT 

calculations the optimized geometries, atomic charges, and the H2 binding energies of 

the corresponding model complexes of the form MC6H6:nH2.  

It must be noted that here in we have not performed any solid-state 

calculations but have carried out preliminary molecular computations in which the 

interactions of H2 molecules with the corner post Zn4O units have been disregarded. 

The focus is on investigating the thermodynamical aspects of H2 desorption over the 

doped MOF-5 model systems. The effect of the light metal ions on the kinetics of the 

H2 uptake/ release processes has not been studied in so far during the course of this 

work. 
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Figure 6.1 The BHHLYP/6-311+G* optimized geometry of (a) Li+:2H2          
and (b) Li+C6H6:2H2. 

6.2  
Computational details 
In this work we have considered two types of model systems. In the first one n = 1, 2 

H2 molecules are adsorbed over the light metal ions M = Li+, Na+, Be2+, Mg2+, and 

Al3+. In the second case the same ions are adsorbed on top of benzene rings which 

interact with different number of H2 molecules to form complexes of the type 

MC6H6:nH2.  

The geometries of the M:1H2 and of M:2H2 molecular systems were 

optimized both using DFT and second-order Møller-Plesset (MP2) perturbation 

theory without and with constraints, resptectively. The optimization of the geometries 

for the MC6H6:nH2 complexes were done without any constraints at only the DFT 

level. All the calculations employed the 6-311+G* Pople basis set [30, 31] and were 

performed using the electronic structure program GAMESS [32]. The DFT 

functionals considered in the present study were: B3LYP [33, 34], BHHLYP [33, 35], 

PBELYP [33, 36, 37], and PWLOC [38]. The hydrogen binding energies were 

calculated as follows:  
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                 ΔB.E.[M:nH2] = Etot[M:(n-1)H2] + Etot[H2] – Etot[M:nH2]               (6.2.1) 

 

        ΔB.E.[MC6H6:nH2] = 1/n Etot[MC6H6] + Etot[H2] – 1/n Etot[MC6H6:nH2]    (6.2.2) 

                                                                                      
 

The atomic charges have been derived using the ESP method [39] implemented in 

MOLDEN [40]. 

 

6.3 
Results and discussion 
6.3.1  
Model M:1H2 and M:2H2 systems   

It is expected that in MC6H6:nH2 complexes the H2 molecules will not be able to 

interact with the metal ion M from all sides. In order to replicate this structural 

arrangement the geometries of the M:2H2 systems were optimized under constraints. 

These structural similarities in the assembly of H2 molecules around the metal ions in 

both the models can be understood from the geometries of Li+:2H2 and Li+C6H6:2H2, 

optimized using BHHLYP/6-311+G*, displayed in Fig. 6.1.  

 The bond distances, ESP derived charge on the metal ion, and H2 binding 

energies of M:nH2 (M = Li+, Na+, Be2+, Mg2+, and Al3+) models calculated using the 

four DFT functionals are reported in Table 6.1 where for the purpose of 

benchmarking these values are compared with the corresponding MP2 results. All 

functionals were found to perform well with respect to bond distances and atomic 

charge calculations. However differences can be seen in the binding energies.   

 Overall the PBELYP functional behaves poorly with the percentage deviation 

relative to MP2 in ΔB.E. for Na+:2H2 being as high as 53.0 %. With BHHLYP and 

B3LYP the highest percentage deviations are 19.7 % and 13.8 % respectively for 

Na+:2H2 and for other systems are between 5-10%. The best binding energies were 

achieved using the PWLOC functional. The percentage deviations from MP2 results 

for Li+:2H2, Na+:2H2, Be2+:2H2, Mg2+:2H2, and Al3+:2H2 were 3.2 %, 3.9 %, 1.6 %, 

1.5 %, and 1.5 %, respectively. Thus, for the subsequent computations for 
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Table 6.1 Bond distances, ESP derived atomic charge on M ion, and H2 binding energies of 
M:2H2 models calculated using different DFT functionals and MP2 with 6-311+G* basis set. 

 
Parameter Method Li+:2H2 Na+:2H2 Be2+:2H2 Mg2+:2H2 Al3+:2H2 

M-H (Å) BHHLYP (2.011, 

2.013) 

(1.990, 

2.025) 

(2.396, 

2.392) 

(2.379, 

2.403) 

(1.614, 

1.615) 

(1.614, 

1.615) 

(2.062, 

2.034) 

(2.051, 

2.047) 

(1.915, 

1.889) 

(1.918, 

1.888) 

 B3LYP (2.039, 

2.037)  

(2.009,  

2.055) 

(2.396, 

2.392) 

(2.379, 

2.403) 

(1.629, 

1.629) 

(1.629, 

1.629) 

(2.051, 

2.092) 

(2.045, 

2.090) 

(1.920, 

1.954) 

(2.018, 

1.870) 

 PBELYP (2.014, 

2.014) 

(1.983, 

2.034) 

(2.380, 

2.381) 

(2.359, 

2.391) 

(1.636, 

1.634) 

(1.636, 

1.634) 

(2.076, 

2.062) 

(2.058, 

2.076) 

(1.999, 

1.954) 

(2.070, 

1.900) 

 PWLOC (2.040, 

2.038) 

(2.035, 

2.038) 

(2.453, 

2.452) 

(2.451, 

2.453) 

(1.607, 

1.608) 

(1.607, 

1.608) 

(2.056, 

2.059) 

(2.057, 

2.058) 

(1.873, 

1.869) 

(1.873,  

1.869) 

 MP2 (2.056, 

2.057) 

(2.050, 

2.054) 

(2.466, 

2.466) 

(2.464, 

2.465) 

(1.627, 

1.629) 

(1.626, 

1.629) 

(2.076, 

2.079) 

(2.076, 

2.078) 

(1.903, 

1.899) 

(1.903, 

1.899) 

Q(M) BHHLYP 0.815 0.882 1.208 1.570 2.033 

(a.u.) B3LYP 0.814 0.882 1.201 1.596 2.002 

 PBELYP 0.802 0.866 1.182 1.545 1.952 

 PWLOC 0.832 0.899 1.242 1.610 2.108 

 MP2 0.829 0.897 1.234 1.604 2.090 

ΔB.E. BHHLYP 27.55 16.01 206.72 93.95 308.61 

(kJ/mol) B3LYP 26.51 15.22 205.74 93.69 310.71 

 PBELYP 32.80 20.47 217.03 104.50 322.52 

 PWLOC 25.72 12.86 193.93 83.98 287.62 

 MP2 24.93 13.38 197.08 85.29 292.08 
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Li+C6H6:nH2 complexes only PWLOC, BHHLYP, and B3LYP were used and the 

PBELYP functional was disregarded. 

 A point to note is that irrespective of the method used the binding energy 

follows the order: Na+ < Li+ < Mg2+ < Be2+ < Al3+.  

 

6.3.2 
Li+C6H6:nH2 complexes 

The binding energy of n = 1 – 3 H2 molecules adsorbed over Li+C6H6 computed using 

BHHLYP, B3LYP, and PWLOC functionals are presented in Table 6.2. The 

appropriateness of these functionals is tested against previously reported binding 

energies evaluated by Blomqvist et al. [25] via a periodic DFT plane wave-

pseudopotential based method. It can be seen in comparison to BHHLYP, B3LYP 

yields poor ΔB.E. for all numbers of H2 molecules. PWLOC predicts the ΔB.E. for n 

= 1 and 2 H2 molecules to a reasonable agreement with the periodic DFT results but 

fails for Li+C6H6:3H2. In contrast BHHLYP exhibits good concurrence for all n. 

 

 
Table 6.2 Hydrogen binding energies calculated for Li+C6H6:nH2 (n = 1-3) systems 

in this work using different DFT functionals compared with previously reported 
results in Ref. [25] and ESP derived atomic charge on Li+ ion obtained with 

BHHLYP/6-311+G* method. 

 
ΔB.E. (kJ/mol) (This work) 

6-311+G* basis set 
ΔB.E. (kJ/mol) 

Ref. [25] 
(Plane wave  

basis set) 

Q(Li+) System 

BHHLYP B3LYP PWLOC PW91 BHHLYP 

Li+C6H6     +0.62 e 

Li+C6H6:1H2 18.37 16.27 19.42 18 +0.39 e 

Li+C6H6:2H2 13.65 12.33 13.25 16 +0.34 e 

Li+C6H6:3H2 11.55 9.62 5.25 12 +0.23 e 
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These observations firstly lend confidence to our calculations using BHHLYP, which 

is applied henceforth exclusively for all further computations. Secondly, these suggest 

that up to a rational degree of accuracy it is fitting to consider only the organic linker 

moiety of MOF-5 instead of the entire unit cell consisting of 106 atoms.  

 We notice that as the number of H2 molecules increases, the corresponding 

binding energy decreases. But the magnitude of decrease in energy at n = 3 (2.10 

kJ/mol) is smaller than at n = 2 (4.72 kJ/mol) implying that it easier adding the 

subsequent H2 molecules.  

Table 6.2 also lists the ESP derived charge over Li+ ion in Li+C6H6:nH2 

complexes calculated with BHHLYP/6-311+G*. It is seen that the charge on the ion 

also decreases along with the binding energy from +0.62 e to +0.23 e. This is 

understandable because as more number of H2 molecules interacts with Li+ ion, the 

charge available on it depletes in the process.  

We have in addition optimized the geometry of Li+C6H6:4H2 and found that 

the calculated charge on Li+ ion here was +0.25 e which is very close in magnitude to 

that in Li+C6H6:3H2. This suggests that the fourth H2 is being held together due to its 

interaction with the previously adsorbed H2 molecules and not with the Li+ ion.  

 In Fig. 6.2 we display the BHHLYP/6-311+G* optimized geometries of the 

above mentioned Li+C6H6:nH2 (n = 0 - 4) systems along with their corresponding Li+-

ring and Li+-H distances, where H atoms belong to the adsorbed H2 molecules. It is 

evident that the first H2 molecule is adsorbed on top of the Li+C6H6. As n increases 

from one to three, the arrangement of the H2 molecules changes in order to 

accommodate the newer H2 molecules around the Li+ ion. These modifications were 

accompanied with a simultaneous increase in the distance of the Li+ ion from both the 

benzene ring and the adsorbed H2 molecules. This may be a result of the weakening 

of interactions with increasing n as suggested by the reduced H2 binding energies.  

The view of Li+C6H6:nH2 taken from the top is also illustrated in Fig. 6.2. It 

can be seen that when the fourth H2 molecule is added the structural rearrangement 

occurs in such a way that two H2 molecules are pushed away while two H2 molecules 

are brought closer to Li+ ion. For two of the H2 molecules the Li+-H distances are ~3 

Å and for the other two the Li+-H distances are similar in magnitude to those in 
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Li+C6H6:2H2. This picture in which two of the four H2 molecules are thrown out by 

Li+C6H6 could be due to an attempt of the small sized Li+ ion to reduce the 

overcrowding around it. Thus, the structural geometry analysis shows that Li+ ion in 

Li+C6H6 is capable of adsorbing maximum of three H2 molecules. 

Recalling, the binding energy for Li+C6H6:3H2 is 11.55 kJ/mol which is nearly 

thrice that for pure C6H6 [2-4]. However, this value is still low and thus at operating 

conditions in practical H2 storage applications less than three H2 molecules may be 

adsorbed. It was indeed shown by Blomqvist et al. [25] from ab initio molecular 

dynamics simulations in a cell containing 18 H2/f.u. of Li-decorated MOF-5 that at 

temperatures up to at least 200 K Li was coordinated with only two hydrogen 

molecules and at 300 K only approximately two-thirds H2 remained bound to it. 

All the above mentioned observations give incite regarding the attributes 

needed in a better metal ion dopant compared to Li+ for enhancing the H2 storage 

attributes of MOF-5. The metal ions M in MC6H6 should have a higher charge and 

larger size to avoid steric hindrance as number of H2 molecules increases. At the 

same time it must be lightweight to ensure a high gravimetric H2 storage capacity. 

Furthermore, its H2 binding energies should be greater than for Li+C6H6 and should 

lie in between the physisorption and chemisorption energy range of 20.0-50.0 kJ/mol. 

Thus, in the following section we compare the effectiveness of using Na+, Be2+, Mg2+, 

and Al3+ ions versus Li+ ion for improving hydrogen storage in MOF-5 with respect 

to each of the above points.  

 

6.3.3 
MC6H6:nH2 complexes 

The variation of the charge over M ion in MC6H6 complexes as a function of number 

of H2 molecules is displayed in Figure 6.3 and Table 6.3 lists the corresponding bond 

distances and H2 binding energies. It is noticeable that for n = 0 the charge available 

over M ion in MC6H6 exhibits the following sequence: Li+< Na+~Be2+ < Mg2+ < Al3+. 

To understand the differences in Li+C6H6 and Na+C6H6 we have calculated the 

interaction energy of M ions with the benzene ring using the formula: 
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                          ΔE[MC6H6] = Etot[MC6H6] - Etot[M] - Etot[C6H6]                       (6.2.3) 

 

The ΔE shows the trend: Na+ < Li+ < Mg2+ < Be2+ < Al3+. Due to the much stronger 

interaction of Li+ with C6H6 than of Na+ ion it is more strongly adsorbed on top of the 

benzene. Consequently distance of the former from the benzene ring is much shorter 

than of Na+ ion and the charge available over it to interact with H2 molecules is 

smaller. However, a similar correlation cannot be simply drawn between the 

interaction energies and charge for the other M ions. For a correct interpretation one 

must look at the amount of charge transferred by the M ion to the benzene ring. This 

charge transfer Qtrans can be obtained as the difference between the charge of the bare 

ion and charge over the ion in the MC6H6 complex. The following order of Qtrans 

 
 

Figure 6.3 Variation of BHHLYP/6-311+G* ESP derived charge over M ion in 
MC6H6:nH2 complexes with number of H2 molecules adsorbed.  

 
 



C h a p t e r  6  D o p e d  m e t a l - o r g a n i c  f r a m e w o r k - 5  | 141 
 

Table 6.3 BHHLYP/6-311+G* calculated bond distances and H2 binding energies 
in MC6H6:nH2 models where M = Na+, Be2+, Mg2+, and Al3+. 

 
System M-ring  

(Å) 

M-H  

(Å) 

 

ΔB.E.  

(kJ/mol) 

Na+C6H6 2.373   

Na+C6H6:1H2 2.377 (2.404, 2.434) 14.70 

Na+C6H6:2H2 2.391 (2.458, 2.456) (2.465, 2.443) 12.33 

Be2+C6H6 1.295   

Be2+C6H6:1H2 1.347 (1.602, 1.606) 113.32 

Be2+C6H6:2H2 1.351 (1.613, 1.569) (3.423, 3.412) 62.33 

Mg2+C6H6 1.924   

Mg2+C6H6:1H2 1.949 (2.077, 2.078) 66.66 

Mg2+C6H6:2H2 1.982 

 

(2.140, 2.136) (2.140, 2.116) 54.45 

Mg2+C6H6:3H2 2.018 (2.191, 2.161) (2.180, 2.159) 
(2.191, 2.166) 

46.71 

Mg2+C6H6:4H2 2.047 (2.266, 2.246) (2.260, 2.229) 
(2.275, 2.240) (2.253, 2.236) 

38.45 

Mg2+C6H6:5H2 2.047 (2.204, 2.215) (2.282, 2.258) 
(2.261, 2.218) (2.282, 2.258) 

(4.104, 4.168) 

30.34 

Al3+C6H6 1.642   

Al3+C6H6:1H2 1.669 (1.900, 1.883) 178.97 

Al3+C6H6:2H2 1.743 (1.967, 1.961) (1.966, 1.966) 131.61 

Al3+C6H6:3H2 1.754 (2.044, 2.003) (2.038, 2.012) 
(1.996, 2.051) 

106.81 

Al3+C6H6:4H2 1.808 (2.152, 2.101) (2.110, 2.068) 
(2.060, 2.088) (2.161, 2.091) 

81.94 

Al3+C6H6:5H2 1.782 (2.059, 2.027) (2.031, 2.011) 
(1.860, 2.046) (3.190, 3.251) 

(3.759, 3.599) 

70.64 
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ensues: Na+ (+0.21 e) < Li+ (+0.38 e) < Mg2+ (+0.75 e) < Be2+ (+1.21 e) < Al3+ (1.49 

e) which clearly reflects the ΔE variation.  

 

From Fig. 6.3 it is evident that as H2 molecules are added the charge available 

over M in MC6H6:nH2 complexes falls. When n = 1 H2 the most drastic decrease of 

~0.7 e occurs for M = Be2+ and Al3+. As number of H2 molecules increases the 

magnitude of decrease in charge reduces such that beyond a particular n, charge 

saturation sets in.  

 Examination of Table 6.3 shows that the H2 binding energy displays the 

following two trends: (i) for all M as n increases ΔB.E. decreases and (ii) for the same 

n, ΔB.E. increases according to the order Na+ < Li+ < Mg2+ < Be2+ < Al3+. The latter 

point implies in our choice for M, as one goes down a group in the periodic table 

ΔB.E. decreases while as we go across a row in the periodic table ΔB.E. increases.  

The H2 binding energies for Na+C6H6 are even smaller than for Li+C6H6. Even 

though it might have the capacity to interact with more number of H2 molecules 

because of the poor adsorption energies Na+-doped MOF-5 will be unable to 

withstand room temperature and atmospheric pressure conditions needed for practical 

H2 storage. In comparison the first H2 binding energies of Be2+C6H6 and Al3+C6H6 are 

approximately six times and nine times, respectively, of the first H2 binding energies 

of Li+C6H6. Thus, H2 adsorption in these complexes might be associated with high 

energy barriers. 

For Mg2+C6H6 ΔB.E. decreases from 66.66 kJ/mol at n = 1 to 30.34 kJ/mol at 

n = 5. Recalling 20.0-50.0 kJ/mol as the energy range deemed appropriate for 

vehicular H2 storage implies that Mg2+-doped MOFs particularly attractive from a 

thermodynamics point of view. The corresponding BHHLYP/6-311+G* optimized 

geometries of the Mg2+C6H6:nH2 (n = 1 - 5) complexes are depicted in Fig. 6.4 along 

with selected bond distances. As n increases from one to four, the H2 molecules 

rearranged themselves around the Mg2+ ion to accommodate each other. However, 

when the fifth H2 molecule was added it was thrown out in order to minimize the 

resulting overcrowding. Its distance from Mg2+ ion was calculated to be 4.232 Å. This 

implies that per Mg2+ ion a maximum of four H2 molecules can get adsorbed. 
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Assuming each side of benzene ring in MOF-5 to be doped by one Mg2+ ion would 

lead to a formula unit of Zn4O(BDCMg2(H2)4)3, that is, a H2 storage capacity of 5.0 

wt.%. Thus, amongst all the metal ions investigated in this study only Mg2+ doping 

proves suitable for both enhancing the hydrogen storage capacity of MOF-5 and 

yielding H2 binding energies that would make room temperature H2 storage 

applications of MOF-5 possible.   

 

6.4 
Conclusions 
Herein we have studied the effect of light metal ion doping on H2 adsorption of MOF-

5 by examining the structures, atomic charges, and binding energies (ΔB.E.) 

complexes of the form MC6H6:nH2 where M = Li+, Na+, Be2+, Mg2+, and Al3+. It 

should be stressed that these are molecular calculations which serve as a preliminary 

investigation to future solid-state periodic DFT studies. However, our results provide 

a simplistic approach for predicting the trends in actual light metal ion decorated 

MOF-5 systems. Our systematic investigations revealed BHHLYP as the most 

suitable functional for the systems under study. A correlation between charge transfer 

from the M ions to the benzene ring and the interaction of metal ions with the 

benzene rings was illustrated. The calculated H2 binding energies of Li+C6H6:nH2 and 

Na+C6H6:nH2 systems were found to be low and of Be2+C6H6:nH2 and Al3+C6H6:nH2 

models were too high to prove useful as good hydrogen adsorbents at room 

temperature. In comparison doping C6H6 with Mg2+ ions was predicted to enhance its 

hydrogen adsorption as well as bring the H2 binding energies within the suitable 

range of 20.0-50 kJ/mol that is a necessary requirement for practical H2 storage 

applications. 
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CHAPTER 7 
Summary and future scope 

 
                                                                                              This is not the end. It is not even  

the beginning of the end. 

 But it is, perhaps, 

 the end of the beginning.  

-Winston Churchill 

____________________________________________ 

n this thesis we have computationally investigated solid-state storage of 

hydrogen for fuel cells by first-principles calculations. Our studies have 

focused on complex metal hydrides, magnesium hydride, and metal-organic 

frameworks which have several favorable hydrogen storage properties. We have in 

particular examined the effect of presence of high pressure phases, doping by light 

metal ions, and temperature on these materials. 

 Our investigations on α- and β-LiAlH4 and LiBH4 revealed that the α phases 

were more stable than the β phases and that substitution of B by Al decreased the 

stability of the complex metal hydride. From an analysis of the reaction energies β-

LiBH4 was predicted to exhibit the most potential for hydrogen storage amongst the 

four complex metal hydrides studied.  

 We showed through periodic density functional theory calculations that the 

high pressure phases of MgH2 demonstrated the following order for heats of 

I 
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formation (∆Hf): β-MgH2 << γ-MgH2 ~ α-MgH2.  Their corresponding activation 

energy barriers (Eact) obtained for the one-step direct dehydrogenation path from the 

(001) MgH2 surfaces displayed an almost similar trend: β-MgH2 << γ-MgH2 < α-

MgH2. This lead to the conclusion that using the pure β phase would lead to a 

lowering of the energy requirement for hydrogen removal and to a faster kinetics for 

hydrogen desorption from MgH2. 

Further, we studied the influence of fractional substitution of Mg in MgH2 by 

Al and Si. The band structure and density of states analysis showed that for all the 

three phases the impurities resulted in generation of additional bands in between the 

band gaps of the analogous pure magnesium hydrides. It was suggested that the 

decrease in band gap due to presence of Al and Si could cause an easier Mg-H bond 

dissociation. Our calculations showed that this was reflected in the decreased ∆Hf of 

the doped magnesium hydride phases. Irrespective of the phase, between the two 

dopants Si was found to consistently decrease ∆Hf more than Al doping. However, no 

consistent trends were exhibited by Eact for hydrogen desorption from the Al- and Si-

doped (001) MgH2 surfaces. Our simplistic calculations thereby showed the necessity 

for performing a combined study of the dehydrogenation reaction energies and the 

hydrogen desorption kinetics for recognizing the true potential of dopants for 

enhancing the hydrogen storage properties of potential materials. 

A preliminary study was also carried out for understanding the effect of 

doping by light metal ions on the hydrogen storage properties of metal-organic 

framework (MOF)-5. Molecular complexes of the benzene ring, which is the organic 

linker in MOF-5, with the metal ions M = Li+, Na+, Be2+, Mg2+, and Al3+ and different 

number (n) of hydrogen molecules were used for modeling the interactions in the 

actual solid-state MOF-5 system. We showed that though doping with M ions 

increased the hydrogen adsorption as compared to the pure organic linker, the 

corresponding hydrogen binding energies (ΔB.E.) for M = Li+ and Na+ were low and 

for M=Be2+ and Al3+ were significantly large. In comparison ΔB.E. of Mg2+C6H6:nH2 

complexes were calculated to lie in the range of 20.0-50.0 kJ/mol indicating that Mg-

doped MOF-5 could be suitable for practical hydrogen storage applications at room 

temperature.  
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For including the temperature effects on the thermodynamical properties of 

MgH2 we employed the quasiharmonic approximation (QHA). The reasonable 

agreement between our calculated entropies and heat capacities at constant pressure 

with experimental results within the finite temperature range of 0-1000 K illustrated 

that QHA could be used as a theoretical approach for calculating these quantities even 

at temperatures greater than the melting point of MgH2. It was also found that the 

calculated percentage decrease in bulk modulus (K0) with temperature superseded the 

percentage increase in equilibrium cell volume (V0). As bulk modulus is inversely 

related to compressibility it indicated that application of a temperature slightly greater 

than room temperature could be used for enhancing the volumetric hydrogen storage 

capacity of MgH2 due to its increased compressibility. 

 An important point to remember is that except for the QHA based study for 

MgH2, all other calculations were performed at 0 K and do not include zero-point 

corrections. In the future we plan to evaluate the reaction energies and activation 

energy barriers at 298 K for better comparison with experimental results. Our studies 

on MOFs in so far have focused only on the hydrogen adsorption energies. A possible 

extension of this work would involve studying the hydrogen desorption kinetics of 

these systems. Further, in our calculations we modeled doped MOF-5 systems as 

molecular complexes of the benzene ring with the light metal ions and hydrogen 

molecules. In this process the interactions due to the oxygen centered Zn tetrahedral 

clusters forming the cornerposts were completely disregarded. Thus, such preliminary 

studies need to be followed by periodic solid-state calculations in order to take into 

account the whole unit cell of the MOF under investigation. An attractive class of 

materials that can further be explored is that of clathrate hydrates. It has been shown 

that promoter molecules can lead to binary clathrate systems with a more 

advantageous balance between clathrate formation conditions and hydrogen storage 

capacity. Given the large range of promoter compounds, computational modeling can 

help in gaining insight about the potential of such promoted hydrogen containing 

clathrate hydrates. Furthermore, it is important to include quantum effects into the 

calculations to reproduce experimental results for the above hydrogen storage 

materials. The effect of isotopic substitution also needs to be addressed in the future. 
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A possible approach for such studies would require performing path integral 

molecular dynamics calculations.  

 In the last decade there have been significant scientific discoveries in the field 

of hydrogen storage materials. However, for vehicular hydrogen storage applications 

still further developments are needed in these currently existing technologies. This 

thesis shows that suitable chemical modifications can bring about such 

improvements. Our work clearly displays that computational studies can lead to better 

understanding of the underlying mechanisms of the hydrogen adsorption and 

desorption processes of the potential candidates and can also help in better designing 

of new hydrogen storage materials. 

 

 


