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Chapter 1 

A Brief Introduction about the Approach of Messy Chemistry Towards 

Cosmology and Prebiotic Chemistry 

 

 

Abstract 

How life began on the early earth, as well as how small molecules and ions were first formed at 

the beginning of the universe are some of the biggest unsolved questions in science that have 

intrigued researchers over time. However, no clear answers have yet been received for 

researchers in the fields of cosmology, prebiotic chemistry, interstellar chemistry as well as 

astrochemistry. From previous studies in the areas of astronomy, astrochemistry and astrobiology 

it has become clear that the creation of the universe and the origin of life are not the result of any 

single event. Rather, they are likely the product of highly complex or “messy” chemical 

processes. In this chapter, an overview has been provided on how messy chemistry plays a role in 

cosmology, as well as in prebiotic chemistry. 

 

 

 

 

 

 

 



 3 

1.1 Introduction: 

The way the universe, and all the elements, came into being is one of the fascinating 

questions of science. Attempts to answer this question has led to the Big Bang Theory, and an 

understanding of the early universe and the entities that it was made up of.1 Based on a series of 

calculations and observations through telescopes, the best explanation is that the Big Bang 

occurred 13.8 billion years ago. Due to a brutal explosion, all the matter in the universe emerged 

from a single, minute point. Hydrogen and helium nuclei formed due to the combination of 

protons and neutrons, which formed within the very first second. After 0.3 million years, by 

capturing the electrons, nuclei could form atoms and finally, the universe filled with helium and 

hydrogen gas. Advancements in science and technology have resulted in greater understanding, 

which led NASA’s Stratospheric Observatory for Infrared Astronomy (SOFIA) to the detection 

of HeH+, the first molecule formed after the Big Bang,2 94 years after its discovery in the 

laboratory in 1925.3  

Origin of life on the early earth4-10 is just as fascinating a question for the human race as 

the origin of the universe. It has been extremely difficult for the specialists in the field of 

cosmology, prebiotic science, interstellar chemistry and astrochemistry to offer a comprehensive 

and satisfactory explanation for the origin of life on earth. It is well known that life on earth is 

made up of cells, which are composed of small organic molecules made up of the atoms of 

oxygen, hydrogen, nitrogen, phosphate, carbon and sulphur. Therefore, it stands to reason that, on 

today’s Earth, all life arose from very small molecules that were present on the early earth 

atmosphere or arrived on earth from outer, celestial bodies. Unfortunately, till date, it has not 

been possible to generate or synthesize a living cell from organic molecules in the laboratory. So, 

how could life have appeared on Earth? The age of the Earth is now 4.6 billion years. The time 

taken for chemical evolution is estimated to have been almost a billion years and ultimately 

biological evolution took place over a very long time span. When scientists and the researchers 

ask questions on how chemical evolution took place, they do not directly address how life arose 

in the early earth. Rather, they are focused on the intermediate steps of chemical evolution, based 

on different theories and hypotheses. This journey was begun more than a half-century ago by 

Stanley Miller and Harold Urey, when they conducted their famous Urey-Miller experiment in 

1959.11 After this epoch-making year, a lot of experimental studies12-19 and some computational 
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investigations20-23 have been performed by various research groups all over the world. From their 

studies, it has been clear that the creation of the universe and origin of life is not any single event 

– rather, it is highly complex or “messy”. In this thesis, by employing state-of-the-art 

computational methods, we have tried to tackle the “messy” chemistry behind the origin of life, 

as well as the formation of the universe’s first and simple small molecules.  

1.2 What is messy-chemistry? 

More than six decades ago, a famous experiment11 was conducted by Stanley Miller and 

Harold Urey. They took a gaseous mixture, which was supposed to have been present in the 

atmosphere of the primitive Earth, into a flask. They sparked the mixture with an electric 

discharge. After several days they observed that amino acids and other chemical building units of 

life were produced in the flask. The experiment was addressed as a path-breaking production of 

how the important building units of life may have been produced from rather simple components. 

Now, a lot of messy substances were produced during the experiment, which covered the inside 

part of the beaker, and would have been considered unimportant residue from the experiment, by 

most researchers. However, in recent years,  some plucky researchers have begun looking at the 

messy residue from a different point of view. They contend that the messy or sticky tar – formed 

by the reaction between small organic molecules in the presence of an energy source — may be 

offering a pathway that could lead to many advances in the field of prebiotic chemistry. These 

studies, focused on taking off the tar and investigating it carefully, is called “messy chemistry,” 

today, as opposed to the “clean” or “clear” chemistry that focused on the well known organic 

compounds that were considered precursors to proteins and sugars. Messy chemistry is now 

considered as an ignored but an up-and-coming way forward. In typical synthetic chemistry and 

biology studies, one considers a particular reaction and characterizes its results. However, in real 

life, such an approach would be flawed: there are no characterizing reactions, but a rather 

complex set of chemical processes taking place. Therefore, we can ask: ‘why not look at the 

entire complex system?’” 

1.3 Cosmology 

The branch of astronomy connected with the studies of the origin and evolution of the 

universe from the Big Bang2 to the current day, and even the future is known as cosmology. 



 5 

Cosmology, in short, is the scientific study of the origin, evolution, and inevitable fate of the 

universe. Physical cosmology24 deals with the scientific study of the origin of the universe, its 

structures and dynamics as well as its ultimate fate, as well as the laws of science that govern 

these areas. NASA’s definition of cosmology is "the scientific study of the large scale properties 

of the universe as a whole." 

Thomas Blount was the first to use in English the term cosmology in 1656.25-26 The body 

of beliefs based on religious, mythological and abstruse literature and the custom of creation 

myths is known as religious or mythological cosmology. On the other hand, scientists, such as 

physicists and astronomers, as well as the philosophers of space and time, studied the physical 

cosmology in detail. Cosmology is different from astronomy in that the former deals with the 

whole universe, while the latter is concerned with individual celestial bodies. Modern physical 

cosmology, which attempts to bring together astronomy and particle physics,27-28 is influenced by 

the Big Bang theory.  

1.4 Prebiotic Chemistry 

If one can define prebiotic chemistry as the study of the elementary chemical reaction 

steps, which lead to the formation of first-ever organisms, then what is also needed is a clear 

definition of a “living organism”. But unfortunately, there is no such explicit or universally 

accepted definition for “living things”. Under such circumstances, probably the best way to be 

handle questions connected to “the origin of life” is to use the word “messy” or “fuzzy”.29 For 

researchers who are interested in the elementary reaction steps and try to find the mechanistic 

pathways towards the formation of first living cell, the inadequacy of definition of the final goal 

is a little annoying: it offers ambiguity. Therefore, prebiotic chemistry is a furry or messy field! 

One could also be define prebiotic chemistry as the study of the evolution from “nonliving 

systems” to “living systems.”30 Therefore, prebiotic chemistry deals with the “how” of the 

formation of organic compounds and the self-organization of small organic molecules that lead to 

the origin of life on earth or any outer celestial bodies31 of the universe.  

1.5 Literature precedence towards cosmology  

The study of the role of molecular hydrogen as a crucial cooling agent began in the late 

1960s for the formation of the first neutral species in the early universe. Saslaw and Zipoy32 first 
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pointed out the role of molecular hydrogen for the thermal and dynamical transformation of pre-

cosmic gas clouds in the post-recombination period. This was unlike earlier experiments that had 

avoided the possible presence of molecular H2 due to the lack of dust grains and the slower three-

body reactions rate and radiative association processes. The proposed probability of charge 

transfer reactions and radiative association was considered by Saslaw and Zipoy, for reactions 

such as33  

                   H + H+ → H2
+ + hν      (1)  

and  

                   H2
+ + H → H2 + H+      (2)  

Bates calculated34 the reaction (1) rate constant. At the same time, the cross-section for reaction 

(2) was predicted to have a comparatively higher value (∼10−15 cm2). Therefore, an H2
+ ion could 

be transformed to H2 very quickly - as soon as it formed, and as a result, the H2
+ concentration 

remains very low. 

In astronomy the interstellar medium (ISM) is the matter and radiation that exist in the 

space between the star systems and a galaxy. This matter includes gas in ionic, atomic and 

molecular form. The ISM is composed primarily with hydrogen followed by helium. The thermal 

pressures of these phases are in equilibrium with one another. In all phases, the interstellar 

medium is extremely tenuous by terrestrial standards. In cool, dense regions of the ISM, matter is 

primarily in molecular form, and reaches number densities of 106 molecules per cm3 (1 million 

molecules per cm3). In hot, diffuse regions of the ISM, matter is primarily ionized, and the 

density may be as low as 10−4 ions per cm3. This can be called the low density environment. 

Compare this with a number density of roughly 1019 molecules per cm3 for air at sea level, and 

1010 molecules per cm3 (10 billion molecules per cm3) for a laboratory high-vacuum chamber. 

The abundance of H2 in the interstellar medium was calculated by McDowell35 subsequent to an 

earlier communication by Dalgarno. According to their scheme, the formation of molecular H2 

advances through the reactions 

                      H + e → H− + hν                   (3)  
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and  

                      H− + H → H2 + e                  (4)  

By taking the cross-section evaluated by Chandrasekhar,36 the rate constant for reaction (3) was 

calculated. On the other hand, based on the experiments by Ferguson et al.37, the rate constant for 

reaction (4) was determined. 

The incorporation in the chemical network of the three reactions 

                        H + H + H → H2 + H                       (5) 

and 

                       H + H + H2 → H2 + H2                      (6) 

altered this picture appreciably.38 It was observed that, over a wide range of primitive conditions, 

when the densities are in the order of 1012 cm−3
, gases can be converted to their molecular form. 

Major studies39-54 in this area have been done by several research groups.  

1.5.1 The Chemistry of Helium  

Molecular helium ion (He2
+) and helium hydride ion (HeH+) have been argued for as the 

first-ever molecular species formed after the Big Bang2 in the universe. HeH+ was detected in 

space, either in high-redshift absorbers55 or in gaseous nebulae.56-58 HeH+ and He2
+ were formed 

in the primitive universe by the radiative association process of atomic He with H+ and He+, 

respectively. In 1978 Saha et al. determined59 the rate of the former process for the first time. 

Several groups have determined this theoretically59-65. In 2007, Pedersen et al.66 employed very 

high photon energy (38.7 eV) free-electron laser FLASH to measure the absolute 

photodissociation cross-section, although at high photon energy (38.7 eV). The enhancement of 

the rate of photodissociation produced by high-energy photons has also been addressed by 

several studies67-68. In 1993, Stancil et al. determined69 the rate of He2
+ formation and found that 

it depended on temperature - like that of the radiative association of H and H+.69 Since He+ 

briskly recombines, an abundance of He2
+ reaches a maximum value and then is readily 

destroyed by dissociative recombination and photodissociation. In comparison, the abundance of 

HeH+ steadily rises due to the partial recombination of H+. Photodissociation, collisions with 



 8 

H,70-71 and dissociative recombination72 processes are majorly responsible for the choppy 

behavior of the HeH+ evolution. As mentioned in the previous section, the annihilation of HeH+ 

by collisions with H atoms is an extensive source of H2
+ and accounts for its enhancement at the 

smallest redshifts.  

After the Big Bang, nucleosynthesis recombined the ions of the light elements formed in a 

reversal of their ionization potential. Due to the higher ionization potentials, He+ (24.6 eV) and 

He2+ (54.5 eV) quickly combined with free electrons to form the universe’s first neutral atom, 

preceding the recombination process of H+ (13.6 eV). During that period, in a low-density 

environment, neutral helium atoms made a bond with a proton, leading to the formation of the 

universe’s first molecule helium hydride ion HeH+, by a radiative association process 

He + H+ → HeH+ + hν                              (7) 

As this recombination process advanced, the annihilation of HeH+ shown in equation 8, occurred: 

                HeH+ + H → He + H2
+               (8) 

which led towards the formation of the hydrogen molecule, as is posited today. Though this 

makes it very important for the evolution of the primitive universe, the HeH+ ion has so far only 

been detected in interstellar space. The ion was first discovered in the laboratory in 1925 by 

Hogness et al.,3 and its astrophysical existence was discussed73-76 in the late seventies. It was 

thought that the conditions in planetary nebulae are probably convenient for the formation of 

HeH+. The HeH+ is supposed to form by the radiative association process of He+ and H in the 

Stromgren sphere. The rotational ground state transition for HeH+ was recently accessed by the 

GREAT spectrometer77-78 onboard SOFIA.79 Very recently, NASA’s spacecraft SOFIA detected 

HeH+ in the planetary nebula. In 2019 Novotny et al. reported80 that the dissociative reaction 

mechanism rate of HeH+ in presence of electrons is highly rotational state-specific. They 

obtained a significant decrease in the dissociation rate for the lowest rotational level by using a 

cryogenic ion storage ring merged with the electron beam. 

1.5.2 Radiative association of H3
+ 

  Though the reaction  
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                         H2 + H+ → H3
+ + hν                           (9)  

is the major pathway for H3
+ formation, there is uncertainty up to four orders of magnitude in the 

value of the rate constant. The ion trap measurement and a classical trajectory analysis by Gerlich 

and Horning81 endorsed the rate constant value of 1 × 10−16 cm3 s −1. In most of the chemical 

models,82-83 this value has been accepted. However, on the basis of quantum mechanical 

calculations by Stancil et al.84 it was argued that the rate should be much smaller for other 

diatomic species, which has also been supported in recent experiments.54 The generation of H3
+ is 

certainly affected by such a large uncertainty. Therefore, the effective role of H3
+ in the above-

mentioned reaction (9) needs to be checked further. 

1.6 Literature precedence towards prebiotic chemistry  

Finding the solution for the origin of life is a major task that belongs to the field of 

chemistry, biology as well as physics. Extensive research has led to two hypotheses behind the 

origin of life: according to “RNA World” advocates,85-89 life on earth originated from the 

molecules of RNA , which is the polymeric form of activated ribonucleotides . RNA not only acts 

as a carrier of genetic information, but also behaves as a chemical catalyst. According to the 

“metabolism-first” principle, 90 instead of protein-based enzymes, there were simple metal 

catalysts that were present on the early earth and they may have created a soup of organic 

building blocks that could have formed the necessary biomolecules. 

According to Oparin’s hypothesis and some other experiments, it has been proposed that 

the primitive earth atmosphere was reducing in nature. It contained H2, CH4, N2, NH3, H2S, HCN, 

PH3, hydrocarbons, and smaller amounts of CO2, CO, O2, NOX, SOX - not more than a few ppm 

in a highly reducing atmosphere. 

 In the year of 1959, Stanley Miller and Harold Urey11 investigated how inorganic 

compounds led to the formation of organic molecules in the laboratory. Their experiment 

produced a number of various small organic molecules along with amino acids, which are very 

important precursors that lead to the formation of complex life building living units. They have 

started the reaction in a gaseous chamber containing H2, CO, NH3, CH4 and H2O and employed a 

very high energy electric spark, which served as a replacement for UV radiation and lightning 

that was present in the prebiotic earth atmosphere. This was a revolutionary experiment that led 
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to researchers getting involved in this field. After this experiment, scientists have, in the last few 

decades, tried to synthesize amino acids11,91-94 under different conditions. 

In 1960, Oro synthesized13 purine nucleic acid base, and adenine via oligomerization of 

hydrogen cyanide (shown in Figure1.1). 

 

 

 

 

 

 

 

 

Figure 1.1 Oro synthetic route of purine nucleic acid base (adenine).  

In 1965, Oro95 had prebiotically synthesized a pyrimidine and purine base (shown in 

figure 1.2A) from a β-aminoacrylonitrile compound. After that, scientists had thought that cyano 

compounds might be the source of almost all the life building block precursors. In 1966, Orgel et 

al.12 synthetically showed that cyanoacetylene is a major nitrogen-containing product formed 

(shown in Figure 1.2B) during the reaction between a mixture of methane and nitrogen by 

employing an electric discharge. Then, cyanoacetylene was seen to react with simple inorganic 

substances in an aqueous medium to produce cytosine, aspartic acid and asparagine, which are 

important precursors of the life building blocks. 
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                                (A)                                                                            (B) 

Fig 1.2. (A) Proposed synthetic pathway for pyrimidine and purine bases and (B) Synthetic 

pathways for cyanoacetylene. 

 Subsequently, after two years, in 1968 Sanchez et al.96 synthesized pyrimidine nucleic 

acid bases (shown in Figure 1.3) from cyanoacetylene and cyanate. 

 

 

 

 

 

 

Figure 1.3 Pyrimidine nucleic acid base from cyanoacetylene and cyanate. 

Several chiral amino acids had been synthesized (shown in Figure 1.4B) by Miller and 

coworkers97 in 1969 from the reaction between glycine nitrile and ketones, though Strecker had 

synthesized an amino acid (shown in Figure 1.4A) the first time in 1854 via the well known 

Strecker pathway.98  
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                                       (A)                                                                          (B) 

Figure 1.4 (A) Strecker pathway for amino acid synthesis. (B) Miller amino acids synthesis 

pathway.  

 In the year 1984, Hagan et al99 showed the possible role of cyano compounds in prebiotic 

synthesis. Mainly, the role of HCN, which is the least molecular weight cyano compound was 

highlighted. It has been proposed that the appearance of HCN on early earth is due to the 

bombardment of organic matter with excess energy.100 Also, it could have been widely available 

in the outer celestial bodies in the interstellar medium,101-104 the solar system and beyond in 

comets, as well as in the atmosphere of planets and their satellites. Moreover, HCN plays a 

crucial role in prebiotic chemistry, mainly because of its involvement in the Strecker-type 

synthesis of amino acids98 and in the Oro´ synthesis of adenine.13 

              

 

 

 

 

 

Figure 1.5 Miller synthesis of cytosine and uracil nucleic acid bases under prebiotically plausible 

conditions. 

   In the year 1995, Miller et al105 prebiotically synthesized cytosine and uracil pyrimidine 

nucleobases (shown in Figure 1.5). Previously, cytosine had been synthesized from 
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cyanoacetylene and cyanate,106 but this reaction required a relatively high concentration of 

cyanate, which was unlikely in the aqueous medium, because in the aqueous medium, cyanate 

hydrolyzed to give CO2 and NH3. In their work, they have used a concentrated urea solution and 

cyanoacetaldehyde (produced from the hydrolysis of cyanoacetylene) to produce cytosine up to 

50.0% yield. Uracil can be produced from this reaction by further hydrolysis. These reactions 

contribute a plausible mechanistic pathway towards the pyrimidine bases required to support the 

RNA world hypothesis.107 

Before John D. Sutherland, there has been no such prebiotically plausible synthetic route 

for the synthesis of ribonucleotides, the RNA precursor which supports the “RNA World” 

hypothesis.85-89 The ribonucleotides unit made up of three different parts; ribose sugar, a 

phosphate group, and pyrimidine (cytosine and uracil) or purine (adenine and guanine) base. The 

previously assumed pathway for the formation of ribonucleotides from sugar, nucleobase, and 

phosphate is implausible, because the condensation that occurs between cytosine and the ribose 

sugar base is highly unlikely.108 After a long time interval in 2009, Sutherland’s group came up 

with an idea that there may be another feasible pathway by which one could synthesize 

ribonucleotides starting from the same small molecule (shown in Figure 1.6) precursors but in a 

systematic way. According to Szostak, this is characterized as “system chemistry”.109 Sutherland 

et al. first managed to synthesize activated ribonucleotides110 in a completely different and 

feasible pathway, starting from five different starting materials – cyanamide, cyanoacetylene, 

glycolaldehyde , glyceraldehydes, and inorganic phosphate under photoredox conditions and a 

phosphate buffer solution in order to mimic prebiotically plausible conditions. In a one pot 

synthesis, they got a very low yield and therefore they did a stepwise synthesis for the 

improvement of yield and used phosphate from the beginning of the reaction to prevent the 

formation of unwanted side products. The key findings of their work was the separation of the 

carbon-oxygen chemistry (formation of sugar) and carbon-nitrogen chemistry (formation of 

nucleobase) as long as possible so that to avoid the condensation reaction, which is highly 

unfavorable. Their synthesis of activated ribonucleotides strongly supports the “RNA world” 

hypothesis.85-89 
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Figure 1.6 Mechanistic route to the formation of pyrimidine ribonucleotide. Previously proposed 

synthetic pathway of β-ribocytidine-2`,3`-cyclic phosphate (shown by blue arrow) and the 

successful new synthesis described by Sutherland et al. (green arrow) in 2009.  

  In 2012 Sutherland et al.111 tried to synthesize two (glycolaldehyde) or three carbon 

(glyceraldehyde) sugars, which are the ribonucleotide precursors starting from even very small 

molecules, which were proposed to be present on the early earth. They synthesized 

glycolaldehyde started from a single carbon source molecule HCN in water through the 

photoredox system chemistry in presence of copper cyanide complex as catalyst (shown in figure 

1.7). Previously, sugars had been synthesized by the formose reaction112– where formaldehyde 

was homologated in a basic medium. But this homologation is not fully accepted because it needs 

umpolung in the first step. There is an alternative homologation process known as the Killiani-

Fischer synthesis113-114 where formaldehyde reacts with HCN to give cyanohydrins glycolonitrile. 

But there was a problem in the next step where catalytic hydrogenation occured in glycolonitrile, 

which needs the poisoned catalyst to stop the further unwanted reduction. Also, their starting 

material is formaldehyde, which was not supposed to be present in the early earth. But Sutherland 

et al. started the reaction only with HCN, which is acceptable in prebiotic chemistry conditions. 
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The key findings of Sutherland were that they started the reaction only with the sole carbon 

source molecule HCN and in the intermediate step they got formaldehyde by selective reduction 

of HCN. In their sugar synthesis reaction sequence, they had used a copper cyanide complex as a 

catalyst in the photoredox condition to selectively reduce HCN to form formaldimine and the key 

intermediate glycolonitrile. Here, they have also followed the “systems chemistry” as 

characterized by Szostak.109 There were several experimental studies115-120 towards the formation 

of glycoaldehyde and other simple sugar molecules. 

                   

 

 

 

 

 

 

 

 

Figure 1.7 Formose and Killiani-Fischer synthesis of sugar and photoredox metal catalysed cycle 

proposed by Sutherland et al. in 2012. 

In the year 2013, Sutherland and coworkers115 showed that the effective production of 

aldehyde antecedents to the building units of RNA and proteins by irradiation with UV light on a 

system containing copper (I) cyanide to an aqueous solution of glycolonitrile, hydrogen sulfide 

and sodium phosphate. In 2015 they again came up with novel work where they showed that all 

the precursors of RNA, proteins, and lipids116 were formed from the cyanosulfidic 

protometabolism process. They proposed that in the presence of a hydrogen sulfide catalyst, UV 

radiation and the photoredox cycle accelerated by Cu(I)-Cu(II)  reductive homologation of HCN 

leads to the formation of proteins and lipids precursors. The Sutherland group stated that the 
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condition for the formation of ribonucleotides precursors also formed the starting materials of 

proteins and lipids. They also said that the different sets of building blocks are separate from each 

other and required different metal catalysts for their synthesis. 

                       So far, we have discussed the synthetic routes of different life building block 

precursors and their experimentally obtained mechanistic pathways. This is due to the lack of 

innovative computational tools where the theoretical methods not only support the experimental 

findings but also lead to the discovery of new chemistry. There have been very few theoretical 

and computational studies in the field of origin of life in the last couple of decades. In 2010, 

Goldman et al. synthesized glycine containing compounds20 using the interstellar molecular 

composition (NH3, H2O, CO, CO2, CH3OH) by shock wave molecular dynamics simulation. This 

was a computational follow-up of work done by Greenberg et al.,121 where they had synthesized 

different amino acids by using the interstellar ice composition and irradiating with UV radiation 

without using any metal catalyst. In 2014, Saija and Saitta showed how formamide molecules 

play an important role towards the formation of amino acids by using the reactive molecular 

dynamics method.22 In the same year, a completely new computational approach was developed 

by Martinez and co-workers21 for discovering new molecules and the reaction mechanism 

without employing a predefined reaction coordinate. Using the ab initio nanoreactor (AINR) 

approach they found completely new pathways of formation of glycine starting from very small 

molecule compositions, which had previously been experimentally studied by Urey and Miller. 

These results provide not only new insights into the previously done experiments, but also 

highlight the necessity of computational chemistry as a tool for discovering and finding new 

mechanisms and pathways that had not been explored yet by any experiments. 

Therefore, from the above discussed experimental and theoretical work in the field of 

prebiotic chemistry, it seems to be a big challenge for the researchers to give a bold statement 

about how life had begun due to chemical evolution that occurred 4.6 billion years ago. Lots of 

questions are still unanswered. Researchers are still trying to find solutions to the unsolved 

problems, and maybe at some point in the future, they will be able to finally find all the answers 

to all the questions regarding the evolution of chemistry on the early earth. 
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1.7 Statement of Problem:  

When we are entering into the field of the origin of life or the origin of the universe, a lot 

of questions and thoughts come to our mind. Described below are the chief objectives for further 

progressing into the field of such “messy” chemistry. 

1. Determining the requirements for the origin of life, such as the carbon source, the source of 

energy, and the molecular composition in the early earth.  

2. Determining the stepwise mechanistic pathways that lead to chemical evolution of the origin of 

life. 

3. Determining the formation of several organic molecules such as amino acids, simple sugars, 

nucleotides, as well as the building blocks of living cells. 

4. Determining the formation of proteins, RNA, and the polymeric form of organic molecules 

that can act as catalysts to carry out metabolic reactions. 

5. Determining the formation of the very simple and small molecules during the origin of the 

universe.  

1.8 Objectives of the thesis  

Though the experimental studies have opened some windows towards the mystery of the 

origin of life as well as the universe based on the existing theories and hypotheses, still a lot of 

unsolved questions exist, such as (i) What was the starting point for the chemical evolution 

towards the origin of life? (ii) Was the origin of life a local event or a global phenomenon? (iii) 

What are the plausible mechanistic pathways that lead towards the formation of RNA, proteins, 

nucleic acid bases via elementary steps in the presence of a lot of constraints present in the 

prebiotic era? (iv) Is there any role of metal ions acting as catalysts towards the formation of 

different life building units such as RNA, proteins and nucleic acid bases? (v) What is the energy 

source to cross the reaction barrier for each elementary reaction step; are the processes thermally 

or photochemically driven? (vi) According to the theory and hypothesis, the early earth 

atmosphere was reducing in nature - therefore it might be interesting to know what would be the 

effect of an oxidizing atmosphere towards the formation of the important life building blocks 
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such as RNA and proteins. (vii) How did the early universe’s small molecules come into the 

picture after the Big Bang? In this thesis, full quantum chemical calculations using ab initio 

molecular dynamics (AIMD), coupled-cluster (CC), second-order Moller-Plesset perturbation 

theory (MP2) as well as density functional theory (DFT) have been employed to provide some 

interesting insights and address the questions mentioned above. We have investigated the origin 

of life on the prebiotic earth and also looked at the small molecules that would have existed at the 

beginning of the universe. The thesis titled “Insights into Messy Chemistry Related to 

Cosmology and Origin of Life Obtained by Employing State-of-the-art Computational 

Methods” is divided into seven different chapters. A brief introduction to each chapter is 

provided below with the chapter titles. 

1.9 Organization of Thesis 

Chapter-1: A Brief Introduction about the Approach of Messy Chemistry Towards 

Cosmology and Prebiotic Chemistry  

In this chapter, a brief introduction regarding messy chemistry, which is the complex chemistry 

that happened on prebiotic earth or interstellar space during the origin of life. Also discussed is 

the formation of small molecules at the beginning of the universe. The effect of oxidizing and 

reducing atmospheres towards the formation of life building units on the prebiotic earth as well 

as interstellar space has also been discussed.  

Chapter-2: Fundamentals of Computational Chemistry  

This chapter deals with the fundamentals of quantum mechanical methods (QM), density 

functional theory (DFT), ab initio molecular dynamics (AIMD) as well as ab initio nanoreactor 

dynamics (AINR), and volume correction methods.  

Chapter-3: Insights into Chemical Reactions at the Beginning of the Universe: From HeH
+ 

to H3

+  

In this chapter, we have tried to computationally mimic the conditions in the early universe to 

show how the recombination process would have led to the formation of the first ever formed 

diatomic species of the universe: HeH+, as well as the subsequent processes that would have led 
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to the formation of the simplest triatomic species: H3
+. We have also studied some special cases: 

higher positive charge with fewer numbers of hydrogen atoms in a dense atmosphere, and the 

formation of unusual and interesting linear, dicationic He chains beginning from light elements 

He and H in a positively charged atmosphere. For all the simulations, the ab initio nanoreactor 

(AINR) dynamics method has been employed.  

Chapter-4: Insights Into the Origin of Life: Did life begin from HCN and H2O? - An ab 

initio Nanoreactor Dynamics Approach  

In this chapter, we have conducted full quantum mechanical molecular dynamics (MD) 

simulations employing the AINR approach on systems containing a mixture of molecules of 

HCN and H2O. The goal has been to follow the chemical reactions that can occur through 

collisions between the molecules and observe what new species are formed as a result. In short, 

our objective has been to perform the equivalent of an experimental study while satisfying the 

conditions present on the prebiotic earth. Remarkably, we have found, that just the interaction of 

HCN and H2O was sufficient to eventually lead to the formation of the experimentally reported 

precursor molecules to RNA and proteins: cyanamide, glycolaldehyde, an oxazole derivative, and 

the amino acid glycine  

Chapter 5: From Messy Chemistry to the Origin of Life: Insights from complete Quantum 

Mechanical (QM) Perspective  

In this chapter, analysis of the data is presented, which allowed us to determine the mechanistic 

pathways by which HCN and H2O reacted together to yield intermediates and, eventually, the 

RNA and protein precursors. We subsequently subjected these pathways to a full static quantum 

chemical study with density functional theory (DFT) and thus obtained all the barriers (ΔG#) for 

the reactions involved in these processes, as well as the energies (ΔG) of the reactions. As will be 

discussed in this chapter this has led to results that not only reveal interesting pathways for the 

formation of the precursor molecules beginning from aqueous HCN but also indicate that these 

mechanistic routes would have been thermodynamically and kinetically feasible.  
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Chapter 6: The Effect of Oxidizing Atmosphere on the Origin of Life in Prebiotic Earth 

and Interstellar Space  

In this chapter, we have shown how an oxidizing atmosphere inhibits the formation of sugars and 

amino acids, which are the precursors to RNA and proteins in the prebiotic earth, as well as in 

interstellar space. We have done the ab initio nanoreactor dynamics simulations by taking the 

Urey-Miller gaseous composition as the prebiotic earth atmosphere which contains NH3, CO, 

CH4, H2O, H2 species. In this, we have further added CO2 and O2 molecules, both at a time as 

well as individually, and observed the effect towards the formation of precursors to the life 

building blocks. Furthermore, we have performed similar reactive dynamics by taking the bare 

interstellar ice composition (CH3OH, NH3, CO, H2O) and similarly added the CO2 and O2 

molecules and checked the outcomes of taking such mixtures from the AINR dynamics. It has 

been observed that the effect of O2 is more compared to CO2 towards the inhibition of sugar and 

amino acids formation. We have also discussed the pathways for glycoaldehyde, and glycine 

formation from the AINR simulations. 

Chapter 7: Summary and Future Aspects 

In this chapter, the conclusion and future aspects of the thesis work have been provided.  
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Chapter  2 

Fundamentals of Computational Methods 

 

 

Abstract  

The reactive ab initio molecular dynamics (AIMD), specifically the state-of-the-art ab initio 

nanoreactor dynamics (AINR), has been used as a tool to discover new and unknown chemistry 

that would have happened in the prebiotic era, as well as investigate chemical reactions of 

interest in cosmology. Furthermore, a full quantum mechanical (QM) and density functional 

theory (DFT) approach has been employed to investigate mechanistic pathways of a series of 

reactions that would have happened during the “messy chemistry” of the prebiotic age. In this 

chapter, the fundamentals of these computational methods: AIMD, QM and DFT have been 

discussed in brief. The full quantum mechanics and DFT methods have allowed us to compute 

the minimum energy pathways of systems as a function of energy and electron density. AINR has 

become a powerful tool to study and discover new chemistry, and DFT and full QM methods 

deal with reactivity, structures, transition states, spectra and other properties of chemical systems 

with accuracy. After establishing the favorable reaction mechanism (lowest energy pathways), 

volume correction in the entropy have been carried out in this thesis work. In this chapter, the 

theoretical background of these methods has been described in brief.  

 

 

 

 



 28 

2.1 Introduction  

Solving chemical problems on a computer using existing algorithms rather than 

developing new algorithms or theoretical methods is generally known as computational 

chemistry. Douglas Hartree, father of the Hartree-Fock theory, was the first scientist who used 

computers in 1946 for theoretical calculations1 on chemical systems.
 
Computational methods can 

be employed today for the geometry optimizations of molecules, the energy determination of 

molecules, transition state searches, IR, Raman, NMR, and UV-Visible spectrum analysis, bond 

and orbitals and bond analysis, the determination of polarizability, ionization potential, electron 

affinities, charge and population analysis, and to study the effect of dispersion interactions. They 

can also lead to the discovery of new chemistry that has not been explored yet by experimental 

methods. Elementary step and multistep mechanistic pathways for various reactions can be 

represented as energy profile diagrams from the analysis of potential energy surfaces.  

Computational chemistry consists of the following methods for studying diverse chemical 

problems:  

i) Molecular mechanics or Newtonian mechanics, which does not use a wave function, and is 

based on force field calculations. Therefore, in order to see the electronic effects in the chemical 

system, classical mechanics or molecular mechanics methods cannot be applied. As this method 

does not deal with the number of electrons present in the system, it is faster than quantum 

chemical methods.  

ii) Ab initio quantum chemistry methods are based on the Schrödinger equation. Ab initio 

methods means first principles or from the beginning. They include Hartree Fock, post Hartree 

Fock, and Quantum Monte Carlo methods.   

iii) Semi-empirical methods, which use the modified Hartree-Fock equation with a simpler 

Hamiltonian rather than the exact molecular Hamiltonian, by introducing functions with 

empirical parameters. The method is highly ambitious, and is exclusively for larger systems.  

Hence, these methods are inexpensive methods due to the parameterization of the two-electron 

integrals, making the computations faster. 

iv) Density functional theory (DFT), provides an alternative method to solve the many-electron 
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problems by using the probability of the electron density. In DFT, the density of the electron, 

which can be represented with three coordinates, is the basis of determining the energy and other 

ground state properties of the system.  

v) The ab initio molecular dynamics (AIMD) method consists of Newton’s equation of motion 

along with the Schrödinger equation, where the force calculated from Newton’s equation and the 

energy is determined from Schrödinger equation. Nowadays, the reactive dynamics tools are 

highly relevant, where the bond breaking and bond formation can also be studied, as a special 

part of AIMD. 

Apart from these computational approaches, there are highly computationally expensive 

ab initio quantum mechanical methods known as post Hartree-Fock methods such as Moller-

Plasset perturbation theory (MP2),2 configuration interaction (CI)3 and coupled-cluster (CC)4. In 

this thesis, quantum mechanical calculations, especially with state-of-the-art reactive ab initio 

molecular dynamics (AIMD), CC, DFT have been performed, as these are known as the best 

theoretical methods to study chemical systems accurately.5 In Section 2.3 and Section 2.5 of this 

chapter, the fundamentals of DFT and AIMD have respectively been provided. Furthermore, 

elementary quantum mechanics has been considered in the next section of this chapter to 

understand the basis of AIMD and DFT.  

2.2 Elementary Quantum Mechanics 

2.2.1 The wave function, Hamiltonian Operator and the Schrödinger Equation  

The basic goal of advance quantum mechanics is to solve the time-dependent non-

relativistic Schrödinger equation, which was first put forward in 1926 by the Austrian-Irish 

physicist Erwin Rudolf Josef Alexander Schrödinger. Quantum mechanics depends on solving 

the Schrödinger equation, which allows us to calculate the wave function at any time. However, 

the goal of quantum mechanical approaches towards any chemical system is to deal with the 

time-independent Schrödinger equation (TISE), because, in most of the cases, time-dependent 

interactions are not compellingly relevant in chemical problems. For any chemical system with n 

number of electrons and m number of nuclei, the many-body TISE is given by:  

ĤΨ (x
1 
, x

2
, x

3 ......xn
,r

1,r2 ....rm
) = EΨ (x

1 ,x2 
, x

3 …....x
n
,r

1,r2 ....rm
)         (2.11) 
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x is the variable used for electronic co-ordinates, and r for the nuclei. This is an eigenvalue 

equation where, the eigenvalue E represents the total energy of the system, eigenfunction 

Ψ(x
n,rm

) is the wave function for the system, which is function of the 3n spatial coordinates and n 

spin coordinates of electrons and 3m spatial coordinates of nuclei.  

Furthermore, a wave function contains all the possible information regarding the system. 

Therefore, it is also called the state function of the system. By applying a suitable operator on the 

wave function, all the information regarding the system can be obtained. The wave function 

(Ψ(xn,rm)) has no such physical meaning but the square of it, called the probability density (|Ψ(x
1, 

x
2
, x

3
....x

n
)|2) provides the basis of the physical interpretation of the wave function. The wave 

function is a function of both electrons and nuclei. After separating the electronic and nuclear 

wavefunction one can arrived at probability density. 

Equation 2.12 represents the probability of finding the electrons within a given volume element       

 ∫|Ψ(x
1

, x
2
, x

3
....x

n
)|

2

dx
1
.dx

2
.....dx

n                   (2.12)  

Equation 2.12 represents the probability that electrons 1, 2, ….., n are found simultaneously in 

volume dx1.dx2…….dxn. 

The Hamiltonian operator Ĥ (x
n, rm

), can be represented as; 

Ĥ = −
ℏ2

2
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𝑚
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𝑎>𝑏𝑎 − ∑ ∑

𝑧𝑎𝑒2
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𝑟𝑖𝑗
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(2.13) 

In equation (2.13), The first two terms in the Hamiltonian operator represent the kinetic energy of 

electrons and the nuclei respectively. Nuclear-electron attraction, nuclear-nuclear repulsion and 

electron-electron repulsion respectively are represented by the last three terms. Indices i and j 

indicate a total number of n electrons, whereas indices a and b denote a total of the m nuclei of 

the system. Other associated terms in the equation have their usual meaning. ħ=h/2π and h is the 

Planck's constant, m
e and ma

 are the masses of the electrons and nuclei respectively, Z
a and Z

b 

represent the charges of nuclei, r
ab is the distance between the nuclei a and b, r

ia represents the 



 31 

distance between the i'
th 

electron and the a'
th 

nuclei and r
ij is the distance between the i'

th 
and the 

j'
th 

electron.  

For addressing real life chemical problems by employing QM theory, we need to solve the SE for 

multi-nuclear multi-electron molecular systems. However, the exact solution to the SE is finite 

and it is limited to simple systems only, such as a particle in a box, the harmonic oscillator, the 

hydrogen atom and the rigid rotor. Hence, to make this theory applicable to larger systems, 

approximate methods have been proposed over the years. In quantum mechanics, the adiabatic 

approximation refers to those solutions to the Schrödinger equation that make use of a time-scale 

separation between fast and slow degrees of freedom, and use this to find approximate solutions 

as product states in the fast and slow degrees of freedom. For instance, in the study of vibrational 

dynamics when the bond vibrations of molecules occur much faster than the intermolecular 

motions of a liquid or solid. It is also generally implicit in a separation of the Hamiltonian into a 

system and a bath, a method we will often use to solve condensed matter problems. As widely 

used as the adiabatic approximation is, there are times when it breaks down, and it is important to 

understand when this approximation is valid, and the consequences of when it is not. This will be 

particularly important for describing time-dependent quantum mechanical processes involving 

transitions between potential energy sources. Perhaps the most fundamental and commonly used 

approximation that comes into the consideration is the Born-Oppenheimer approximation, which 

is believed to be a good approximation for stationary point calculations.  

2.2.2 The Born-Oppenheimer Approximation  

In 1927 Börn and Oppenheimer (BO) proposed an approximation for simplifying the 

Schrödinger equation (S.E.). According to the BO approximation, the nuclei move much slower 

than electrons, as nuclei are much heavier than electrons. Therefore, we can presume that all 

electrons are present in the field of fixed nuclei, i.e., the nuclear kinetic energy is zero, and the 

potential energy of nucleus is simply a constant. Therefore, the molecular Hamiltonian operator 

represented in equation 2.14 adequately reduces to the electronic Hamiltonian.  

Ĥ𝑒𝑙 = −
ℏ2

2
∑

1

𝑚𝑎

𝑚
𝑎=1 ∇𝑎

2 − 
ℏ2

2𝑚𝑒
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2 𝑛
𝑖=1 -∑ ∑

𝑧𝑎𝑒2
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𝑖>𝑗𝑖        (2.14)                                          
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Hence, the Schrödinger equation with the electronic Hamiltonian would be:  

Ĥ
el
Ψ

el = E
el
Ψ

el                                                                                   (2.15)  

Now, the total energy of the system can be written as:  

Etot = Eel + Enn                                                                                  (2.16) 

where Eel is the electronic energy and Enn is the nuclear-nuclear repulsion, which is given by:  

Enn = ∑ ∑
𝑧𝑎𝑧𝑏𝑒2

𝑟𝑎𝑏
𝑎>𝑏𝑎                                                                         (2.17) 

2.2.3 The Variational Principle  

First, we need to design a Hamiltonian operator of the molecule for which the S.E needs 

to be solved. Ψ(xn, rm) and E are the unknown quantities in Equation 2.11.To solve the S.E., we 

need to find the eigenfunctions and eigenvalues for the Hamiltonian operator. However, there is 

no such technique to solve the S.E accurately for any system. Therefore, to get rid of this problem 

we need a trial wave function. The variational principle gives us the opportunity to solve this 

problem. In a system with wave function Ψ, the average value of the energy for that precise 

system can be obtained by 

𝐸[] = <|Ĥ|>

<|>
 ≥  𝐸0 = 

<Ψ0|Ĥ|Ψ0>

<Ψ0|Ψ0>
                                               (2.18) 

     where     < |Ĥ| >= ∫Ψ∗ Ĥ𝑑𝜏                                         (2.19) 

 The variational principle states that "the energy calculated using a trial wave function is always 

an upper bound to the original ground state energy (E
0
) of the system of interest."  

Here, Ψ0 is the true ground state wave function. The trial wave functions must follow certain 

criteria that would ensure that these functions have a physical significance. For instance, to be 

well behaved, the wave function, Ψ must be continuous and be square integrable. This can be 

represented as,  
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𝐸0 = 𝑚𝑖𝑛Ψ→𝑛 𝐸[Ψ] =  𝑚𝑖𝑛Ψ→𝑛 < Ψ|�̂� + �̂�𝑛𝑒 + �̂�𝑒𝑒|Ψ >           (2.20)  

2.3 Density Functional Theory  

Wave function (Ψ) based quantum mechanical strategies are computationally more costly, 

as the wave function is a 4n variable: 3n for space variables and n for spin variables for the 

electrons. Additionally, the multifaceted nature of the wave function increases with the increase 

in the number of electrons in the framework. To decrease this intricacy in the calculation of 

fundamental properties of any framework, it is important to consider an option for a wave 

function. Density functional theory (DFT) has distinct advantages in comparison to other 

approaches of wave function based strategies, with regard to efficiency and applicability. By 

utilizing the electron density as the main entity of interest, DFT allows the determination of 

energy and different properties of the system. Dissimilar to the wave function, the electron 

density is an observable and quantifiable amount, and relies upon three spatial directions. Hence, 

electron density based strategies are more effective than wave function based techniques. One 

can apply DFT for figuring out different types of properties for different systems, including 

significantly larger systems than handled by wave function methods. In the accompanying 

subsections, the DFT approach is discussed further. 

Although the journey towards modern DFT began just a few decades ago, the first attempt 

to use electron density to obtain information about atomic and molecular systems has been dated 

back to the early days of quantum chemistry, just shortly after the introduction of the Schrödinger 

equation (1926). The first approximation of such a kind was proposed by Llewellyn Thomas 

(1927) and Enrico Fermi (1927). They introduced electron density in place of the wave function 

as a means to understanding the electronic structure of many-body systems. This model is known 

as the Thomas– Fermi (TF) model. In this quantum statistical model, Thomas and Fermi used the 

concept of the uniform electron gas with a constant electron density. Electron gas can defined as 

a population of free electrons in a vaccum or in a metallic conductor. They further derived the 

expression of the kinetic energy of a quantum mechanical system. This model possesses some 

limitations. It gives a very rough estimate of the actual kinetic energy of the system, as the 

electrons in this model have been considered to be part of a gas of a constant electron density. 

Furthermore, the exchange and correlation effects are totally ignored.  
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2.3.1 The Electron Density  

The electron density is an essential segment of the density functional hypothesis. It is 

characterized as the likelihood of discovering one electron inside a specific volume. The electron 

density is shown by the following integral. 

𝜌(𝑟)⃗⃗ ⃗⃗  ⃗ = 𝑁 ∫…∫ |Ψ(𝑥1⃗⃗  ⃗ …… . 𝑥𝑛⃗⃗⃗⃗ )|
2𝑑𝑠1𝑑𝑥2⃗⃗⃗⃗ …… . 𝑑𝑥𝑛⃗⃗⃗⃗                              (2.21) 

where, 𝑥 =  𝑟  . 𝑠 and 𝜌(𝑟 ) is the likelihood of finding any of the N electrons in volume 𝑑𝑟1, with 

an arbitrary spin value. The leftover N-1 electrons will have arbitrary positions and spins in the 

state represented by Ψ. Moreover, 𝜌(𝑟 ) (the electron density), can be estimated by test methods; 

for example, X-ray diffraction, scanning tunneling microscope and electron diffraction. 

Additionally, 𝜌(𝑟 ) is a non-negative function of three spatial directions that integrates to the 

absolute number of electrons, i.e., 𝜌(𝑟 ) ≥ 0 and ∫ 𝜌 (𝑟 )𝑑(𝑟 1) = N where ρ(𝑟  ⟶ ∞) = 0. To 

evaluate and examine the topology of ρ, the slope of ρ (first derivative, ∇(𝜌)) must be consider. 

Since at the inflection points the slope disappears, the Hessian of ρ (second derivative, ∇2(𝜌)) is 

also a useful quantity for getting a picture of where the electron density can build up and where 

there is a paucity of electron density. Besides, the likelihood of discovering electrons pair with 

spins 1 and 2 all the while inside two distinctive volume components 𝑑(𝑟 1) and 𝑑(𝑟 2), though 

other N-2 electrons have subjective spins and positions, is known as the pair density that can be 

given as 

𝜌(𝑥1⃗⃗  ⃗, 𝑥2⃗⃗⃗⃗ ) =  𝑁(𝑁 − 1)∫…∫ |Ψ(𝑥1⃗⃗  ⃗ , 𝑥2⃗⃗⃗⃗ … . . 𝑥𝑛⃗⃗⃗⃗ )|
2𝑑𝑥3⃗⃗⃗⃗ … . . 𝑑𝑥𝑛⃗⃗⃗⃗              (2.22) 

2.3.2 The Pair Density 

The pair density is the likelihood of finding a couple of electrons with spins σ1 and σ2 at 

the same time inside two distinctive volume components 𝑑𝑟1⃗⃗⃗   and 𝑑𝑟2⃗⃗  ⃗ while the other n-2 

electrons have random positions and spins. It is given as  

𝜌(𝑥1⃗⃗  ⃗, 𝑥2⃗⃗⃗⃗ ) =  𝑛(𝑛 − 1) ∫…∫ |Ψ(𝑥1⃗⃗  ⃗ , 𝑥2⃗⃗⃗⃗ , …… , 𝑥𝑛⃗⃗⃗⃗ )|
2 𝑑𝑥3⃗⃗⃗⃗ …… . 𝑑𝑥𝑛⃗⃗⃗⃗         (2.23) 

Like the electron density, the pair density is additionally a positive amount and is normalized to 

the complete number of unmistakable sets of electrons, i.e., n(n-1)*. The pair density is vital 

since it contains data about electron correlation.  
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2.3.3 The Hohenberg-Kohn Theorems  

In 1964 Pierre Hohenberg and Walter Kohn6 was first proposed density functional theory. 

They have demonstrated two hypotheses with respect to the electron density on which DFT has 

been developed. All in all, these hypotheses are the premise of Kohn-Sham density functional 

theory. The subtleties and verification of the two H.K. theorems have been given underneath. 

Theorem 1:  

'The external potential �̂�𝑒𝑥𝑡(𝑟 )  is within a trivial additive constant a unique functional of the 

electron density 𝜌(𝑟)⃗⃗  ⃗. Since �̂�𝑒𝑥𝑡(𝑟 )  fixes Ĥ we see that the full many-particle ground state is a 

unique functional of 𝜌(𝑟)⃗⃗  ⃗'. 

Proof  

Allow us to expect two external potentials �̂�𝑒𝑥𝑡 and �̂�𝑒𝑥𝑡
′  (these contrast from one another by an 

additive constant), giving a similar ground-state electron density 𝜌(𝑟)⃗⃗  ⃗. These two diverse external 

potentials will relate to two individual electronic Hamiltonian operators Ĥ and Ĥ′ respectively, 

and Ĥ and Ĥ′ will correspond to two distinctive ground state wave functions, Ψ and Ψ' 

individually. E0 and E0' are the ground state energies corresponding to the two wave functions Ψ 

and Ψ' individually. 

i) E
0 and E

0
' ii) Ĥ and Ĥ′ can be expressed as follows;  

𝐸0 = < Ψ|�̂�|Ψ >,𝐸0
′ = < Ψ′|�̂�′|Ψ′>, where E0 ≠ E0

’                              (2.24) 

�̂� =  �̂� + �̂�𝑒𝑒 + �̂�𝑒𝑥𝑡                                              (2.25)               

�̂�′ =  �̂�′ + �̂�𝑒𝑒 + �̂�𝑒𝑥𝑡
′                                            (2.26) 

Since both wave functions give rise to the same electron density, overall we can represent them 

as;  

�̂�𝑒𝑥𝑡  ⇒  �̂�  ⇒  Ψ ⇒  ρ(𝑟 ) ⇐  Ψ′  ⇐  �̂�′  ⇐  �̂�𝑒𝑥𝑡
′  
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Now, if we apply the variational principle, where Ψ' as a trial wave function for  

𝐸0 < <  Ψ0 |�̂�|Ψ0> = < Ψ0|�̂�
′|Ψ0 > + < Ψ0|�̂� − �̂�′|Ψ0 >             (2.27) 

After putting the value of Ĥ and Ĥ′,  

𝐸0 < 𝐸0
′+ <  Ψ0|�̂� +  �̂�𝑒𝑒 + �̂�𝑒𝑥𝑡-�̂� −  �̂�𝑒𝑒 − �̂�𝑒𝑥𝑡

′ |Ψ0 > =  𝐸0 < 𝐸0
′ + ∫𝜌 (𝑟){�̂�𝑒𝑥𝑡 − �̂�𝑒𝑥𝑡

′ }𝑑𝑟                                                                         

(2.28) 

Right-hand side of equation (2.28) can also be written as;  

𝐸0
′ <  𝐸0 − ∫𝜌 (𝑟){�̂�𝑒𝑥𝑡 − �̂�𝑒𝑥𝑡

′ }𝑑𝑟 

Addition of equations (2.27) and (2.28) leads following results;  

𝐸0  +  𝐸0
′   <   𝐸0

′    +   𝐸0                                                                            (2.29)  

Therefore, it has been provided that there cannot be two different �̂�𝑒𝑥𝑡  that provides the same 

ground-state. The ground state energy is therefore a functional of ground-state electron density 

that can be represented as;  

𝐸𝑉[𝜌0] =   𝑇[𝜌0] + 𝑉𝑛𝑒[𝜌0] + 𝑉𝑒𝑒[𝜌0]                                                       (2.30)  

𝐸𝑉[𝜌0] =  ∫ 𝜌0 (𝑟 ) 𝑣(𝑟 )𝑑𝑟   +  𝑇[𝜌0] + 𝑉𝑒𝑒[𝜌0]                                        (2.31)  

Where, ∫ 𝜌0 (𝑟 ) 𝑣(𝑟 )𝑑𝑟   is the system-dependent part, and 𝑇[𝜌0] +  𝑉𝑒𝑒[𝜌0] is the system 

independent part. The later part called the Hohenberg-Kohn functional 𝐹𝐻𝐾(𝜌0) (given below). 

   𝐹𝐻𝐾(𝜌0)   = 𝑇[𝜌0] + 𝑉𝑒𝑒[𝜌0]                                                                    (2.32) 

 𝐹𝐻𝐾 is universal functional of electron density, which is independent of external potential (V
ext

)  

Up to this point, we have perceived that the ground state electron density alone is 

adequate to take care of all properties of the framework picked. Nonetheless, it doesn't illuminate 

us on the most proficient method to guarantee that the electron density utilized to assess the 
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properties is the genuine ground-state electron density for the framework. In the second 

Hohenberg-Kohn hypothesis, the remedy for this has been given. 

Theorem 2:  

"F
HK [ρ

0
], the functional that delivers the ground state energy of the system, delivers the lowest 

energy, in the case that the input density is true ground state density, ρ
0
"  

This theorem can be represented as 

 𝐸0   ≤   𝐸[𝜌′] =   𝑇[𝜌′]  +  𝐸𝑛𝑒[𝜌
′] +  𝐸𝑒𝑒[𝜌

′]                                                 (2.33)  

Proof  

Allow us to expect that surmise density that will have its own Hamiltonian 𝐻̂′ and wave function. 

This wave function can be utilized as a wave function for the Hamiltonian that is created from the 

outside possible Vext. Thus, we can address; 

< Ψ|�̂�|Ψ > = 𝑇[�̀�] + 𝑉𝑒𝑒  [�̀�] +  ∫𝜌 (𝑟 )�̂�𝑒𝑥𝑡𝑑𝑟  = 𝐸[�̀�] ≥  𝐸0[𝜌0]  =< Ψ0|�̂�|Ψ0 >                                                                                         

(2.34) 

2.3.4 The Kohn-Sham approach  

As examined in the past segment, the electron density is the major entity for figuring out 

the ground state properties of any nuclear or atomic framework. The Hohenberg-Kohn hypothesis 

proposes that the ground state energy of a nuclear or molecular framework can be written as 

 𝐸0  =   𝑚𝑖𝑛𝜌  (𝐹𝐻𝐾 [𝜌] + ∫𝜌 (𝑟 )𝑉𝑁𝑒  (𝑟 )𝑑𝑟                                                       (2.35)  

Where F
H.K [ρ] is a universal functional; it contains the kinetic energy, the classical Coulomb, 

and a non-classical contribution.  

𝐹[𝜌(𝑟 )] = 𝑇[𝜌(𝑟 )] + 𝐽[𝜌(𝑟 )]  +   𝐸𝑛𝑐𝑙[𝜌(𝑟 )]                                                  (2.36)  

Here, 𝐽[𝜌] is known, yet the kinetic energy term (which is a significant part of complete energy)  

𝑇[𝜌(𝑟 )] is unknown. 
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To figure out the kinetic energy precisely, Kohn and Sham published one paper in 1965, where 

the idea of the arrangement of non-interacting electrons has been referenced. The non-interfacing 

reference framework is built from a bunch of orbitals in the Hohenberg-Kohn formalism with the 

end goal that the kinetic energy can be gotten with sufficient exactness. Hence, 

𝑇𝑠 = −
1

2
∑ <𝑁

𝑖 Ψ𝑖|∇
2|Ψ𝑖 >  and 𝜌𝑠(𝑟 ) =  ∑ ∑ |Ψ𝑖𝑠

𝑁
𝑖 (𝑟 , 𝑠)|2 = 𝜌(𝑟 ) 

Where Ts is the kinetic energy, and 𝜓𝑖 is the wave function of the reference framework. By 

utilizing this, the kinetic energy term can be determined. Regardless of whether both the 

frameworks (associating, just as non-interacting) have a similar electron density, it is 

recognizable that 𝑇𝑠  ≠ T. In any case, the significant segment of the kinetic energy 𝑇[𝜌(𝑟 )] is 

recovered through Ts. To address this blunder, Kohn and Sham presented the partition of the 

widespread functional, where the exchange-correlation energy 𝐸𝑋𝐶[𝜌] has been added. Hence, the 

all universal functional can be composed as; 

𝐹[𝜌] =   𝑇𝑆 [𝜌] +   𝐽[𝜌]  +    𝐸𝑋𝐶[𝜌]                                                              (2.37)  

where, 𝐸𝑋𝐶[𝜌] =   (𝑇[𝜌] −  𝑇𝑆[𝜌] +    𝐸𝑒𝑒[𝜌]  −   𝐽[𝜌]                                 (2.38)  

The segments of energy that are obscure or hard to acquire from other hypothetical techniques, 

(for example, the commitment of electron correlation and electron exchange, the adjustment for 

the self-interaction, the remaining part of the kinetic energy (excluded from the term Ts)), are 

associated with this functional (𝐸𝑋𝐶[𝜌]).  

The following inquiry is how we can locate the likely 𝑉𝑆(𝑟 ) for the non–collaborating reference 

framework, which is related with a similar density as the interacting framework? To address this 

issue, we will rewrite the energy of the framework as given beneath: 

𝐸[𝜌] =   𝑇𝑆[𝜌]  +   𝐽[𝜌]  +    𝐸𝑋𝐶[𝜌]  +    𝐸𝑁𝑒[𝜌]                                           (2.39) 

The further expansion of terms involved in equation (2.39) will lead to  

𝐸[𝜌] = 𝑇𝑆[𝜌] +
1

2

∬𝜌(𝑟 1)𝜌(𝑟 2)

𝑟12
𝑑𝑟 1𝑑𝑟 2 + 𝐸𝐸𝑋[𝜌] + ∫𝑉𝑁𝑒 𝜌(𝑟 )𝑑𝑟   
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= −
1

2
 ∑ < Ψ𝑖

𝑁
𝑖 |∇2|Ψ𝑖 > +

1

2
∑ ∑ ∬ |Ψ𝑖

𝑁
𝑗

𝑁
𝑖 (𝑟 1)|

2 1

𝑟12
 |Ψ𝑗(𝑟 1)|

2𝑑𝑟 1𝑑𝑟 2 + 𝐸𝐸𝑋[𝜌] −

∑ ∫∑
𝑍𝐴

𝑟𝑀𝐴

𝑀
𝐴

𝑁
𝑖 |Ψ𝑖(𝑟 1)|

2𝑑𝑟 1                                                   (2.40) 

In equation (2.40) the only unknown term is 𝐸𝑋𝐶[𝜌]. Now, according to the variational principle, 

upon minimization of the energy under the constraint  

<Ψ
i
|Ψ

j
>=δ

ij leads to the Kohn-Sham equation.  

−
1

2
∇2 + [∫

𝜌(𝑟2)

𝑟12
𝑑𝑟2 + 𝑉𝑋𝐶(𝑟1) − ∑

𝑍𝐴

𝑟𝑀𝐴

𝑀
𝐴 ])Ψ𝑖 = 휀𝑖Ψ𝑖                       (2.41) 

Where, 𝑉𝑋𝐶(𝑟 ) can be defined as;  

𝑉𝑋𝐶(𝑟 ) =
𝜕𝐸𝑋𝐶[𝜌(𝑟)]⃗⃗⃗⃗  ⃗

𝜕𝜌(𝑟)⃗⃗  ⃗
 

New, improved potential 𝑉𝑒𝑓𝑓(𝑟 ) can be determined from these equations, which will 

ultimately give self-consistency. Besides, the hypothetical mapping in the middle of the kinetic 

energy and the density can be done by utilizing 𝜓𝑖  s. Be that as it may, 𝜓𝑖  s isn't comparable to 

the genuine orbitals of the framework. Besides, the Kohn-Sham wave function is a solitary 

determinant approach that fails in the case of multiple determinants. DFT is subsequently utilized 

to discover better approximations to these two quantities (𝑉𝑥𝑐   and 𝐸𝑋𝐶) that will give functionals 

and permit the calculation of the energy of the frameworks. 
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Figure 2.1 The flow chart of the self-consistent cycle for Kohn-Sham iterations for the single-

step during optimization.  

2.3.5 Functional  

The functional is defined as the function of another function. The functional takes a 

function as an input and provides an output, whereas a function takes a number as an input to 

give an output. For instance, the variational integral 𝐹[𝜙] = < 𝜙|Ĥ|𝜙 >/< 𝜙|𝜙 > is a 

functional of the variation function . Like a function, one can find the derivative of a functional. 

The differentiation of a functional F[g] can be expressed as;  

𝜕 𝐹[𝑔] =  𝐹[(𝑔 + 𝜕𝑥)] − 𝐹[𝑔] =  ∫
𝜕𝐹

𝜕𝑔(𝑥)
 𝜕𝑔(𝑥).𝑑𝑥                       (2.42) 

the total differential of a function F (g1,g2,……..,gn)  𝑑𝐹 =  ∑
𝛿𝐹

𝛿𝑔𝑖

𝑛
𝑖=1 𝑑𝑔𝑖 

where g1,g2,….,gn are independent variables. The functional derivative 𝛿𝐹
𝛿𝑔(𝑥)⁄  has a role 
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similar to that of partial derivative 𝜕𝐹
𝜕𝑔𝑖

⁄ , here 𝑥 is the integration variable used in the function 

as part of the functional. The rules of differentiation are also similar to the functions. Different 

types of functional such as generalized gradient, local-density, hybrid approximations and meta-

generalized gradient, can be employed in the DFT method.  

2.3.5.1 Local-Density approximation (LDA)  

LDA is pertinent to the homogeneous gas framework, where the electron density 𝜌(𝑟)⃗⃗  ⃗ 

varies gradually with the position. Specifically, the electron density can be dealt with locally as a 

uniform electron gas in this estimate. LDA is the simple estimate to discover the exchange-

correlation. The exchange-correlation term can be written as 

 E
LDA

[ρ] = ʃ 𝜌(𝑟)⃗⃗  ⃗  ∈XC (𝜌(𝑟)⃗⃗  ⃗) dr                                                             (2.43)  

where ∈
XC is the exchange-correlation energy per particle of a homogeneous electron gas of 

electron density ρ. The exchange-correlation energy can be written as the addition of correlation 

and exchange terms. 

∈
XC (ρ)=∈

X
(ρ)+∈

C
(ρ)                                                                            (2.44) 

For closed-shell systems, the LDA approximation is applicable, while LSDA (local spin density 

approximation) is relevant for open-shell systems (free radical) calculations.  

2.3.5.2 Generalized Gradient Approximation (GGA)  

LDA does not give reliable energies when the density changes significantly with distance, 

as in atoms. In order to tackle this issue, the approach is to consider the gradient of the electron 

density (∇(𝜌)), and think of the exchange-correlation term in the energy expression. 𝐸𝑋𝐶
𝐺𝐺𝐴[𝜌] can 

be split into the exchange and correlation terms: 

𝐸𝑋𝐶
𝐺𝐺𝐴[𝜌] =  𝐸𝑋

𝐺𝐺𝐴[𝜌] + 𝐸𝐶
𝐺𝐺𝐴[𝜌]                                                           (2.45) 

In 1988, Becke presented the B88, Bx88, and Becke88 GGA exchange functionals, which 
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improve DFT calculations. The normally utilized GGA correlation functionals are Perdew (P86 

or Pc86), Perdew-Wang (PW91 or PWc91), and Lee-Yang-Parr (LYP functional, for example, 

B88LYP or BLYP). Besides, we can join any exchange functional with the correlation functional 

in DFT estimations. For instance, the BLYP functional addresses the blend of the Becke 

exchange functional and the LYP correlation functional. At present, both observational and 

nonempirical GGA functionals are accessible for use. Perdew-Burke Ernzerhof (PBE), a widely 

utilized GGA functional, does not include experimentally determined parameters. 

2.3.5.3 Meta-Generalized Gradient Functionals  

Meta-GGA functionals are an augmentation of GGA functionals that rely upon the second 

derivatives of the electron density (kinetic energy density). In the meta-GGA estimate, the 

exchange correlation energy can be determined as; 

𝐸𝑋𝐶
𝑀𝐺𝐺𝐴  [𝜌𝛼, 𝜌𝛽] =  ∫𝑓(𝜌𝛼 , 𝜌𝛽 , ∇𝜌𝛼 , ∇𝜌𝛽, ∇2𝜌𝛼∇2𝜌𝛽 , 𝜏𝛼 , 𝜏𝛽) 𝑑𝑟       (2.46) 

where, 𝜏𝛼 , 𝜏𝛽 are the non-interacting kinetic energy density terms that can be defined as 𝜏𝛼 =

 
1

2
 ∑ |∇𝜃𝑖𝛼

𝐾𝑆
𝑖 (𝑟)|2 where the

 
𝜃𝑖𝛼

𝐾𝑆  are the Kohn-Sham orbitals for the electrons that have α spin. 

Meta-GGA functionals are more exact, yet computationally more costly than GGA functionals. 

For instance, M06-L is a meta-GGA functional that gives a superior presentation as it contains 37 

streamlined parameters. Another illustration of a meta-GGA functional is TPSS, a nonempirical 

meta-GGA functional that gives preferable outcomes over the PBE functional. 

2.3.5.4 Hybrid Functionals  

These days, generally utilized functionals are hybrid exchange-correlation functionals, 

which give precise outcomes. These useful functionals incorporate an accurate exchange term 

from Hartree-Fock, alongside the exchange correlation energy from different sources; for 

example, observational and ab initio. The HF exchange energy, given underneath, is the specific 

exchange energy for an arrangement of non-interacting electrons, with electron density 

equivalent to the genuine framework. 

𝐸𝑋
𝐻𝐹 = − ∑ ∑ < Ψ𝑖

𝐾𝑆𝑛
𝑗=1

𝑛
𝐼=1 (1)Ψ𝑗

𝐾𝑆(2) |
1

𝑟𝑖𝑗
|Ψ𝑖

𝐾𝑆(2)Ψ𝑗
𝐾𝑆(1) >           (2.47) 
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In 1993 Axel Becke presented a hybrid approach for DFT calculations, which adjusted by 

Stevens et al. in 1994. The most mainstream hybrid DFT functional is B3LYP or Becke3LYP. It 

is trying to say what DFT functional is best on the grounds that the utilization of functional relies 

upon the sort of framework and properties that are being determined. 

2.4 The Volume Corrections Method for Determining the Translational Entropy  

Determination of entropy is an important task to calculate the free energy of any reaction. 

It is well known that the total entropy is the summation of translational, rotational, vibrational, 

and electronic components.  

Stot= Strans+ Srot + Svib+ Sel                                                                       (2.48)  

The translational entropy can be calculated by using the Sackur-Tetrode equation,7
 
which can be 

presented as;  

𝑆𝑡𝑟𝑎𝑛𝑠 = 𝑅𝑙𝑛[(
10

−15
2⁄

𝑁𝐴
4[𝑋]

)(
2𝜋𝑀𝑅𝑇𝑒

5
3⁄

ℎ2 )
3

2⁄ ]                                                   (2.49) 

  

Where [X] is the concentration of the molecule, M is the mass of the particle, T is the 

temperature N
A is the Avogadro number, k is the Boltzmann constant and h is the Planck 

constant. However, in the solution phase, the Sackur-Tetrode equation overestimates the 

translational entropy, as it avoids the molecular volume (V
mol

). Mammen et al. introduced the 

free volume correction to address this problem, which calculates the exact translational entropy.8 

According to this method, it has been assumed that the volume of molecules in solution is smaller 

than the total volume. 

𝑉𝑓𝑟𝑒𝑒 = 𝐶𝑓𝑟𝑒𝑒 ((√
1027

[𝑋]𝑁0

3
− √𝑉𝑚𝑜𝑙

3 ))

3

                                                 (2.50) 

Where Cfree is 8 (for cube), N
0 is the Avogadro’s number. After the free volume correction to 

Equation 2.48, the translational entropy is represented by  
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𝑆𝑡𝑟𝑎𝑛𝑠
𝑎𝑛𝑎𝑙𝑦𝑡𝑒

= 𝑅𝑙𝑛 [(
10

−15
2⁄ 𝑉𝑓𝑟𝑒𝑒

𝑠𝑜𝑙𝑣𝑒𝑛𝑡

𝑁0
4[𝑎𝑛𝑎𝑙𝑦𝑡𝑒]

) (
2𝜋𝑀𝑅𝑇𝑒

5
3⁄

ℎ2 )

3
2⁄

] = 11.1 + 12.5 ln(𝑇) + 12.5 ln(𝑀) +

8.3𝑙𝑛𝑉𝑓𝑟𝑒𝑒
𝑠𝑜𝑙𝑣𝑒𝑛𝑡                                                                                        (2.51) 

Where, V
solvent 

is the free volume, T is the temperature. Therefore, this equation contributes the 

free translational entropy in solution.  

2.5 Ab initio Molecular Dynamics 

The essential basis of the well known  ab initio molecular dynamics (AIMD) approach is 

to tackle the electronic SE so as to to calculate the nuclear  potential. Nuclear forces can be 

determined from the obtained potential, and on the other hand Newton's equation of motion can 

be enforced for determining the nuclear movement. This methodology in its various variations 

charts the road for the Ehrenfest MD (EMD), Car-Parrinello MD (CPMD) and Born-

Oppenheimer MD (BOMD) methods.  

We will provide a brief introduction of every one of these ab initio techniques in the 

following three sections. The objective is not give a point by point depiction of these techniques - 

just an outline without talking about all the subtleties. The peruser is alluded to Ref. [9] for 

subtleties and more comprehensive portrayal. 

2.5.1 Ehrenfest Molecular Dynamics  

EMD involves solving the following equations of motion:  

 𝑀𝑛�̈�𝑛 = −∇𝑛< Ψ|𝐻𝑁|Ψ >, 

𝑖ℏ
𝜕Ψ𝑅(𝑡)

𝜕𝑡
= 𝐻𝑁                                                                             (2.52)                                                                         

here HN is time-dependent through the coordinates of nuclei {Rn}. This technique is known as  a 

self-consistent mean field strategy, where the time-dependent electronic SE is calculated for each 

time step of Newton's equation of motion.  

 

A typical extension, which is regularly presented in EMD, is to initially expand the 



 45 

electronic wave function in an adiabatic basis,10 and from there on confine the entire electronic 

wave function to a ground state in that basis. The time-independent electronic SE in the adiabatic 

basis is represented by 

 

H
N
Ψ

k
(r;R) = E

k
(R)Ψ

k
(r;R)                                                             (2.53)  

Therefore, in order to construct the electronic wave function, the solution Ψk of equation 2.53 is 

the linear combination of complex, time-dependent coefficients. Mathematically, it can be 

represented by 

Ψ𝑅(𝑡)(𝑟; 𝑡) = ∑ 𝑐𝑗(𝑡)Ψ𝑘(𝑟; 𝑅),∝
𝑗=0                                                    (2.54)                                                   

where the coefficients portray how the inhabitance of the various states advances over the long 

run. It only comprises of the initial term from the overall sum for confining the ground state 

electronic wave function in this basis. As the time development of the wave function relates to a 

unitary spread,9 the average value of HN was first minimized by the ground state wave function, 

remaining in its corresponding minima with the motion of the nuclei.  

The electronic motion is used to determine the timescale and hence the timestep to 

integrate the equations of motion in EMD. Accordingly, as the  nuclei are much heavier than the 

electrons, the motion of the electrons are much faster than the nuclei. This increases the 

computational expense of the EMD, and thus one is bound to work with a lot more modest time 

scales than the one given by the motion of the nuclei. Due to this reason, the EMD is not in 

common use, except if the framework has numerous degrees of freedom, despite the fact that it 

has been utilized to study collision and scattering-type problems.9 

2.5.2 Born-Oppenheimer Molecular Dynamics (BOMD)  

The basis of the BOMD is the Born-Oppenheimer estimate (shown in Section 2.2.2), the 

fact that nuclei are substantially more enormous than electrons. Due to the large contrast in mass 

among nuclei and electrons, the latter can behave like particles which follow the nuclear 

movement. It implies that the electrons react quickly to the motion of the nuclei and relax to the 

ground-state. Therefore, we may subsequently think that with respect to the motion of the 
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electrons, the nuclei are fixed. This signifies that we can solve the electronic wave function by 

fixing the nuclear configuration.  

In BOMD, the calculation of the electronic structure is reduced to the arrangement of the 

TISE, which is then utilized for calculations of forces following up on the nuclei at each time 

step. The classical movement of the nuclei governs the time-dependency of the electrons. In 

comparison to the EMD, where the dynamics is resolved from the time-dependent electronic SE. 

Along these lines, BOMD time step is dictated by the motion of the nuclei. Therefore, there is an 

immense preference of BOMD in comparison with EMD, where the time step is dictated by the 

motion of the electrons. However, the major drawback of the BOMD method is that at each time 

step, minimization is needed. 

2.5.3 Car-Parrinello Molecular Dynamics (CPMD) 

A major development in AIMD was the improvement of the Car-Parrinello strategy,11 which 

made it possible to treat enormous scope issues through ab initio MD. CPMD endeavors to 

consolidate the upsides of EMD and BOMD, and simultaneously stay away from their 

weaknesses. The advantage of EMD is the initial energy minimization of the wave function, so 

that the system remains in its corresponding minima with the nuclear movement. However the 

major impediment is the determination of time step by the motion of the electrons. On the other 

hand in BOMD, though the nuclear movement determines the time, in each step minimization is 

required. The Car-Parrinello strategy integrates the equations of motion on the large time scale 

set by the motion of the nuclei, while simultaneously, at each time step, the energy minimization 

is avoided. In the CPMD method, to keep the electrons close to the ground state, the electrons are 

unequivocally included as active degrees of freedom. Also in each time step there is no 

requirement of an electronic minimization. Because of an underlying, standard minimization, the 

imaginary electronic dynamics keep the electron close to the ground state. An extensive 

discussion about the CPMD strategy is represented in Ref. [16].  

2.6 Ab Initio Nanoreactor Dynamics 

Experimental chemistry regularly plays the primary role in finding new species and 

proposing new mechanistic pathways, and computational science offers significant support by 
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mediating between contending prospective mechanistic pathways. Ongoing computational 

advances, including those that influence graphics processing unit (GPU) architectures,12-15 could 

make the way for utilizing calculations not exclusively to help decide between various 

speculations, but also, in addition, to uncover new chemical reaction mechanisms. The 

experimentally inspired16 ab initio nanoreactor (AINR) achieves this utilizing an ab initio 

molecular dynamics (AIMD) simulation approach, combined with programmed investigation and 

clarification strategies to assemble a quantitatively exact reaction network. By employing the 

AINR with different reactants accessible in different conditions, for example, in the prebiotic 

earth or in interstellar space, one can investigate reactivity and find new mechanistic pathways. 

This methodology will help direct investigations by presenting new speculations and proposing 

novel trials. 

The statistical uncommonness of enacted chemical reactions limits most AIMD studies to 

explicit changes along a picked reaction coordinate.17-19 A new way to deal with conquering the 

uncommonness of reactive occasions has been the utilization of preordained heuristic rules20-22 or 

geometry searching23-24 to produce new species and networks of chemical reactions. Depending 

upon the essential conditions of quantum and classical mechanics, the AINR finds new molecules 

and reactions. Reactions happen openly without predefined reaction coordinates or rudimentary 

steps. 

Although recent advances in AIMD have given a lot of computational help, these 

simulations remain exorbitant for inspecting enormous quantities of reactive events. To surmount 

this problem, Martinez and co-workers have incorporated new speeding up methods in the 

nanoreactor. A virtual piston intermittently pushed molecules towards the focal point of the 

nanoreactor and thus upgrades it reactivity, which enormously increases the frequency of 

collision and the crossing of the activation energy barrier. This summons thoughts from high-

pressure experiment and shock-wave simulations.25-27 

The nanoreactor accomplishes its objective of extensively investigating reaction pathways 

by taking a moderate position between genuinely reasonable dynamics and rule-based list 

approaches. The AINR  simulation guarantees that the reaction trajectories follow the Newtonian 
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mechanics and stays away from a combinatorial blast of potential outcomes. This methodology is 

substantial as long as the important reactions are inspected in any event and remembered for the 

information base. 
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Chapter 3 

Insights into Chemical Reactions at the Beginning of the Universe: From HeH
+

 

to H3
+ 

 

 

Abstract 

At the dawn of the universe, the ions of the light elements produced in the Big Bang 

nucleosynthesis recombined with each other. In our present study, we have tried to mimic the 

conditions in the early universe to show how the recombination process would have led to the 

formation of the first ever formed diatomic species of the universe: HeH+, as well as the 

subsequent processes that would have led to the formation of the simplest triatomic species: H3
+. 

We have also studied some special cases: higher positive charge with fewer number of hydrogen 

atoms in a dense atmosphere, and the formation of unusual and interesting linear, dicationic He 

chains beginning from light elements He and H in a positively charged atmosphere. For all the 

simulations, the ab initio nanoreactor (AINR) dynamics method has been employed. 
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3.1 Introduction 

The way the universe, and all the elements, came into being is one of the fascinating 

questions of science. Attempts to answer this question has led to the big bang theory, and an 

understanding of the primeval universe and the entities that it was made up of.1 Further 

advancement of science and technology unfolded subtle but emphatic nuances, which led 

NASA’s Stratospheric Observatory for Infrared Astronomy (SOFIA) to the detection of HeH+, 

the first molecule formed after the big bang,2 after 94 years since its discovery in the laboratory 

in 1925.3 

As the first molecule, the significance of the role of HeH+ in the evolution of other species 

cannot be overstated. One of these species, and perhaps the most important one, is the simplest 

polyatomic molecule H3
+, which has always intrigued researchers ever since its discovery in 1911 

by J.J. Thomson.4a,b However, the importance H3
+ in astrochemistry was realized only after it was 

detected on Jupiter in the 1980s.5-6 High abundance of H3
+ in the universe and its ability to donate 

a proton established this triatomic cation as the interstellar acid of utmost importance for many 

extra-terrestrial reactions.7-10 While there are many reports of H3
+ formation from doubly ionized 

organic molecules,11-19 our focus is on its origin and the role played by HeH+ on its formation.  

H3
+ formation was first reported to be formed primarily from the combination of H2

+ and 

H2, where H2
+ is formed from the ionization of H2.

3 There are other reports which state that H2
+ is 

more likely to be formed from the combination of HeH+ and H.20-24 At the same time, the 

possibility of HeH+ combining with H2 to produce H3
+ cannot be overlooked.25 Thus, many 

factors can influence the origin of H3
+, but there have not been any conclusive studies yet.  

In this work, we have employed the ab initio nanoreactor (AINR) method to carry out full 

quantum mechanical molecular dynamics (MD) simulations on systems containing atoms/ions of 

helium and hydrogen, and have obtained reaction profiles by varying their mixture ratio and the 

charge. The AINR method, developed by Martinez and co-workers allows the determination of 

new reaction pathways and products, without the need of controlling the chemical system.26-28 

Our primary goal was to gain insight into the formation of different species from the combination 

of He and H in the presence of a positively charged atmosphere, as well as their further 

dissociation and recombination. As the Results and Discussion section will show, our studies 

provide interesting new insights into HeH+ formation, and sheds light on various short-lived 

47 
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intermediates that could have formed en route to obtaining H3
+– the stable species that was 

known to exist in the early universe.8 

 

3.2 Computational Methods: 

3.2.1 Ab Initio Molecular Dynamics (AIMD) Simulations. TeraChem 1.929-35 software package 

has been employed for performing the AIMD simulations where Born−Oppenheimer potential 

energy surface calculated by using the Hartree−Fock (HF)36 electronic wave function and the 6-

311g37 Gaussian basis set. This method has been implemented in TeraChem by Martinez and co-

workers. This approach was deemed acceptable because the HF method is well-known for 

predicting chemically reasonable structures.38 Also, it should be noted that HF was not employed 

to determine the thermodynamics and reaction rates of the reactions: its only role was in the 

discovery process. This was also the approach employed by Martinez and co-workers in their 

original AINR paper (employing HF/3-21g), where they replicated the results obtained from the 

Urey−Miller experiment, as well as from the interaction of acetylene molecules. The similar 

method (HF) was also employed by us in our previous report on reaction pathways leading to the 

formation of precursors of RNA and sugars.39 

 The results were obtained from the AINR simulations by varying both the He to H ratio as 

well as the positive charge of the system. The system was constrained in a spherical boundary of 

4.0 and 2.0 A radii, so that the atoms resided in a space that alternated between the volumes 

created by these two radii, and collided with each other. Each AINR dynamics was evolved upto 

15 ps, with a time step of 0.5 fs. 

Newton’s equations of motion were calculated using Langevin dynamics, with an 

equilibrium temperature of 1000.0 K (also the dynamics starting temperature). We have used this 

high temperature in order to increase the average kinetic energy of the reactants and for faster 

dynamics, as well as to try and mimic the early universe atmosphere. The nanoreactor 

simulations employ a piston to accelerate the reaction rate. We have employed the augmented 

direct inversion in the iterative subspace (ADIIS) algorithm40 available in TeraChem as an 

alternative tool for self-consistent field calculations at each AIMD step in which the default DIIS 

algorithm41 failed to converge. Spherical boundary conditions were applied to prevent the 

molecules from flying away, a phenomenon known as the “evaporation” event.  
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The mechanistic pathways obtained from the AINR simulations were then analyzed with 

full quantum mechanical (QM) calculations. All the structures were optimized with coupled 

cluster singles doubles (CCSD)42 and using the 6-311++g(d,p)43 basis set. Gaussian09 software44 

was employed for the thermodynamic calculations.  

3.3 Results and Discussions 

In this section, we will briefly describe the formation of H3
+ in the AINR via different 

short lived intermediates. We have taken a fixed composition of the He and H mixture and varied 

the overall positive charge density of the system (as shown in the Tables 1 and 2). During the 

simulations in each case, it was seen that HeH+ formed at the very beginning of the dynamics as 

the first molecular species. In our first set of simulations, we have taken a homogeneous mixture 

of 30 atoms each of H and He. The AINR makes them collide with each other at a temperature of 

1000.0 K. The simulation with no positive charge in the system does not produce any 

intermediates and H3
+ at all throughout the dynamics. This led us to consider the possibility that a 

more appropriate set-up would include a positively charged system, which would mimic the 

collisions between the ionized state of the helium and hydrogen atoms present at the beginning of 

universe.8 A positively charged environment for the formation of H3
+ had also been considered 

by many previous reports, while investigating its origin from different organic molecules.49 

Therefore, we have varied the positive charge of the system by even numbers (Table 1) during 

the AINR dynamics. As the dynamics progressed, various short lived species such as He2
2+, He3

2+ 

and He2H
+ (snapshots shown in the Figures 3.1, 3.2, 3.3, 3.4) were seen to have formed in almost 

every simulation, though their time of appearance was different in each case. It was also observed 

that with the increase of the positive charge of the system, the formation of H3
+ ions also 

increased, up to a point. The number of H3
+ ions generated was equal to the positive charge in the 

system, up to a charge of +6 (see Table 3.1 below).  

 

 

Table 3.1: AINR simulations with 30 He atoms and 30 H atoms: different entries represent the 

variation of the total positive charge of the system – by even numbers. 
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Total 

Charge 

First 

Molecule 

Intermediate Species Dominant 

End Molecule 

No. of 

H3
+ 

0 - - - - 

2 HeH+ He2
2+ , He3

2+, He2H
+, H+, H2 H3

+ 2 

4 HeH+ He2
2+ , He2H

+,H+, H2 H3
+ 4 

6 HeH+ He2
2+ , He3

2+, He2H
+, H+, H2 H3

+ 6 

8 HeH+ He2
2+ , He3

2+, He2H
+, H+, H2 H3

+ 7 

10 HeH+ He2
2+ , He3

2+, He2H
+, H+, H2 H3

+ 7 

20 HeH+ He2
2+ , He2H

+, H+, H2 H3
+ 5 

 

However, upon further increase in the positive charge of the system beyond six – to eight 

or ten, the number of H3
+ ions formed was not seen to be equal to the total positive charge of the 

system. Instead of H3
+, the remaining positive charge of the system was balanced by H+ or, in 

some cases, HeH+. As shown in Table 3.1, in case of a positive charge of 10 and after 250 fs, we 

observed only seven H3
+ ions remaining with three H+, which balanced the total charge of the 

system. Natural population analysis (NPA) or the formal charge analysis has performed for all the 

atoms in a snapshot shown in table 3.2  

 

 

 

 

 

 

 

Figure 3.1. Snapshot of H3
+ formation taken at 10 fs during the dynamics with 30 H and 30 He 

atoms with the aid of AINR approach. 
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Figure 3.2. Snapshot of HeH+ formation taken at 6 fs during the dynamics with 30 H and 

30 He atoms with the aid of AINR approach. 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.3. Snapshot of HeH2
+ and  He3

2+ formation taken at 52 fs during the dynamics 

with 30 H and 30 He atoms with the aid of AINR approach. 
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Figure 3.4 Snapshot of formation of short lived species He2H
+ taken at 13 fs during the 

dynamics with 30 H and 30 He atoms with the aid of AINR approach. 

 

Table 3.2. NPA charge analysis during the formation of H3
+ by m06-2x/6-311++g(d,p) 

level of theory for the AINR dynamics with 30 atoms of H and 30 atoms of He taking six 

overall positive charge of the system. 

        

1 H -0.104183 31 H 0.363576 

2 H -0.104825 32 H 0.196063 

3 He 0.008448 33 H 0.175834 

4 He 0.012348 34 H 0.147991 

5 He 0.003741 35 H 0.226533 

6 He 0.000646 36 H 0.130613 

7 He -0.001848 37 H 0.248657 

8 He -0.003058 38 H -0.008940 

9 He 0.024006 39 H 0.531945 

10 He 0.004825 40 He 0.005419 
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11 He 0.027614 41 He -0.008979 

12 He -0.003834 42 He 0.033640 

13 He 0.002035 43 He 0.005884 

14 He 0.005294 44 He 0.049965 

15 He 0.004756 45 He 0.005650 

16 He 0.009581 46 He -0.003980 

17 He 0.019013 47 He 0.000942 

18 He 0.000175 48 He 0.030665 

19 He 0.006637 49 He -0.005486 

20 He 0.060766 50 H 0.286105 

21 He -0.000642 51 H 0.038690 

22 He 0.007568 52 H 0.381589 

23 H -0.095962 53 H 0.087634 

24 H 0.379667 54 H 0.094407 

25 H 0.336298 55 H 0.387090 

26 H 0.206802 56 H 0.709515 

27 H 0.200995 57 H -0.115415 

28 H -0.042724 58 H 0.105122 

29 H 0.902932 59 H 0.087735 

30 H 0.124714 60 H -0.180251 

 

Similarly, in another set of MD simulations, we have taken 29 H with 30 He atoms and 

varied the overall charge of the system by an odd number: 1, 3, 5 and so on. These observations 



 59 

have been shown in Table 3.3 below. We have observed a similar trend for the formation of H3
+ 

as the only end product up to a certain limit (here, the value is 5) of positive charge and beyond 

that, the total charge of the system was seen to be balanced by the sum of H3
+, H+ and HeH+, as 

seen in the previous section when the positive charge was varied by even numbers.  

In short, we can say that in all the cases of AINR dynamics studied, the formation of 

HeH+ as the first molecule was observed. However, upon varying the total positive charge of the 

whole system, several short-lived species (He2H
+, He3

2+, He2
2+) were observed (Table 3.1 and 

3.2) after HeH+ formation. At the end of the simulation, H3
+ and H2 were found to be the only 

stable species left in the reaction mixture.  

Table 3.3. AINR simulations with 30 He atoms and 30 H atoms: different entries represent the 

variation of the total positive charge of the system – by odd numbers. 

Total 

Charge 

First 

Molecule 

Intermediate Species Dominant End 

Molecule 

No. of 

H3
+ 

0 - - - - 

1 HeH+ He2H
+, H+,H2 H3

+ 1 

3 HeH+ He2
2+ , He2H

+, H+, H2 H3
+ 3 

5 HeH+ He2
2+ , He2H

+, H+, H2 H3
+ 5 

7 HeH+ He2
2+ , He3

2+, He2H
+, 

H+, H2 

H3
+ 6 

9 HeH+ He2
2+ , He3

2+, He2H
+, 

H+, H2 

H3
+ 7 

11 HeH+ He2
2+ , He2H

+, H+, H2 H3
+ 7 

21 HeH+ He2
2+ , He2H

+, H+, H2 H3
+, HeH+ 4 

 

H3
+ and other short lived molecules formation timescale. The formation timescale of different 

short lived species, along with the stable H3
+, has been observed from femtosecond AINR 

simulations. In each and every simulation, HeH+, which has been proposed to be the first formed 

molecule, was formed soon after the beginning of the dynamics. The time of appearance of HeH+ 

is within 15 fs timesteps. Subsequently, other short lived species (He2H
+, He3

2+, He2
2+) were 
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formed within the timescale of 0.1 ps (shown in Table 3.4). The observed timescale for the 

existence of such transient species is around 5-10 fs. Once these molecules are formed, they 

quickly dissociate and this ultimately leads to the formation of H3
+ which also be observed 

throughout the dynamics. From the AINR dynamics, we have analyzed the data and found two 

pathways for the formation of H3
+ starting from He and H in atomic states within the positively 

charge atmosphere. Both of the pathways involved the well known roaming hydrogen 

mechanism.11,16,19 The most feasible pathway for H3
+ formation is the abstraction of a proton 

from the first molecule HeH+ by the roaming dihydrogen (shown in Figure 3.5).  

 

Figure 3.5 Snapshots of AINR simulations towards the formation of H3
+ from HeH+ and 

dihydrogen. HeH+ has formed at the very beginning of the dynamics starting from atomic He and 

H. The snapshot has taken after 6 fs timescale. 

The reaction free energy (G) for this step has been calculated to be -32.2 kcal/mol 

(shown in Scheme 3.1). In another mechanistic pathway, there is no involvement of HeH+. 

Instead of HeH+, the proton abstraction occurs from a monocationic dihydrogen molecule by the 

roaming dihydrogen. This process is thermodynamically favourable by 27.5 kcal/mol. 

 

Scheme 3.1. Pathways for H3
+ formation. Values have been calculated at the CCSD/6-

311++g(d,p) levels of theory in kcal/mol. 
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The total number of H3
+ molecules formed is also found to be directly correlated with the 

total charge of the system, as well as the number of He and H atoms taken. Greater charge in the 

system yielded more short-lived species during the simulations. Most of the intermediate species 

were found to be formed within 100 fs (Table 3.4) and they were found to exist for only about 5-

10 fs during the AINR simulations. 

Table 3.4 Time (in fs) of first appearance of different species: 

Total 

Charge 

HeH+ He2H
+ He2

2+ He3
2+ H3

+ 

0 - - - - - 

2 4.5 11.0 10.0 25.5 27.0 

4 9.0 25.5 19.5 80.0 45.0 

6 5.0 12.5 16.0 49.5 9.0 

8 4.0 12.5 22.5 53.0 8.0 

10 5.5 18.0 14.0 19.0 7.0 

20 4.0 26.5 14.5 22.0 9.0 

 

Since it has been postulated that different ratios of helium to hydrogen atoms could have 

existed in the early universe,1 we have further performed AINR dynamics with a 1:3 ratio of 

helium to hydrogen atoms and varied the total positive charge of the system (see Table 3.5 

below). In such simulations, we have observed trends similar to those discussed in the previous 

sections, like the formation of HeH+ as the first molecule and the subsequent formation of 

transient species (He2H
+, He3

2+, He2
2+), leading eventually to H3

+ formation. 

Table 3.5: Time of occurrence (in fs) of different species from the AINR simulation of 1: 3 ratio 

of helium to hydrogen while varying total positive charge of the system. 

Total 

Charge 

HeH+ He2H
+ He2

2+ He3
2+ H3

+ 

0 - - - - - 

4 5.0 74.5 14.0 24.0 12.5 

6 9.5 15.5 12.0 27.0 17.0 



 62 

8 6.0 54.0 15.0 19.5 21.5 

10 10.0 16.0 14.5 30.0 19.0 

12 6.5 70.5 16.0 23.0 23.0 

 

Since there has been speculation on the exact nature of the formed ion He2H
+: whether it 

was formed as [He-H-He]+ or as [He-He-H]+,48 we have addressed this issue via AINR dynamics 

followed by static DFT calculations. As shown in Figure 3.6 (a,b), two different routes leading to 

the formation of [He-H-He]+ and [He-He-H]+ were observed during the simulations, generated 

from the collision of HeH+ and He. The thermodynamics was evaluated and it was found that the 

formation of the [He-H-He]+ species was exergonic by 32.3 kcal/mol whereas  the formation of 

[He-He-H]+ was only favourable by 4.5 kcal/mol. In other words, our calculations indicate that 

He2H
+ would have formed predominantly as [He-H-He]+ rather than [He-He-H]+. 

 

 

Figure 3.6. Snapshots of AINR simulations revealing the pathway towards the making of He2H
+, 

in the form of (a) [He-H-He]+ and (b) [He-He-H]+ after 15 fs timescale. 

(a)

(b)
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In another set of simulations, we have taken a different ratio of helium to dihydrogen and 

simultaneously varied the total charge of the system. In these cases, due to the high charge 

density, the dihydrogen quickly dissociates into a proton and atomic hydrogen. Here too, we have 

observed similar trends: (i) HeH+ is the first molecule to be formed, followed by (ii) the 

formation of other short lived species, leading to H3
+, which remains at the end, along with one or 

two molecules of HeH+ (shown in Table 3.6). For the case of 20 He and 5 H2 having a total of 8 

positive charge in the system, for instance, we observed that after a few collisions there was still 

one HeH+ molecule roaming about with one H3
+ and that they were in equilibrium with each 

other, due to the instantaneous proton transfer between HeH+ and H2. Similar trends were 

observed for other simulations where the total positive charge of the system was high (in our 

simulation conditions, the values were ≥ 16). It is worth mentioning that in this high positive 

charge atmosphere with comparatively low H atom density, the number of H3
+ that survive after 

the collisions is either one or two depending upon the ratio of He to H (shown in Table 3.6). 

Also, due to very high positive charge density and high temperature (1000.0 K) the movement of 

the light H+ ions was seen to be extremely fast and they repelled each other, going far away. This 

reduces the propensity towards the formation of H3
+ in such simulations. 

Table 3.6 Different Ratio of He to H while varying total positive charge of the system. 

No. of 

He 

No. of 

H 

Total 

charge 

First 

Molecule 

Intermediate Species Dominating 

end Molecule 

No. of 

H3
+ 

20 10 8 HeH+ He2
2+ , H+ HeH+, H3

+ 1 

30 20 16 HeH+ He2
2+ , He3

2+, He2H
+, H+ HeH+, H3

+ 1 

30 30 24 HeH+ He2
2+ , He2H

+, H+ HeH+, H3
+ 1 

30 30 26 HeH+ He2
2+, He2H

+, H+ HeH+, H3
+ 1 

15 20 8 HeH+ He2
2+ , He2H

+, H+ H3
+ 4 

30 30 20 HeH+ He2
2+ , He3

2+, He2H
+, H+ HeH+, H3

+ 4 

 

Formation of dicationic He chain. Previously, there have been some reports45-46 with regard to 

the formation of an He ion cluster, where He was present as a monocationic species. Our current 

AINR based dynamics study reveals that there is a possibility of formation of a dicationic He 
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chain of  up to five He atoms: He3
2+, He4

2+ and He5
2+. In one of the simulations, we have taken a 

homogeneous mixture of H and He (15 atoms each) with overall positive charge of 20 for the 

system. After a certain amount of time had elapsed (1ps), we observed that a chain like structure 

had formed comprising of up to five helium atoms (shown in Figure 3.7). 

 

 

Figure 3.7 Dicationic He chain formation during the AINR simulation of 15 H and 15 He with an 

overall positive charge of 20. The snapshot has taken after 70 fs timrscale. 

  We have taken the snapshot of the dynamics frame and carried out natural population 

analysis (NPA) to calculate the charge on the He atoms in the formed linear chain. From the NPA 

charge analysis, it has been confirmed that all the He chains (He3
2+, He4

2+, He5
2+) are dicationic 

in nature. For further confirmation of the stability of these dicationic He chains we have done 

thermodynamics calculations for the formation of the He chain starting from He2
2+ (shown in 

Scheme 3.2). The Gibbs free energy values suggest that the formation of the dicationic He chain 

up to He5
2+ is favourable, but further formation of He6

2+
 is thermodynamically not feasible. For 

this reason, we did not observe any He chain beyond five He atoms in our AINR simulations. 
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Scheme 3.2: Pathways of He chain formation upto He5
2+. Values have been calculated at the 

CCSD/6-311++g(d,p) levels of theory in kcal/mol. 

3.4 Conclusions 

In our current work, we have tried to shed light on the chemical reactions that might have 

taken place at the beginning of the universe. We have focused on how, in the very beginning, 

simple molecules came into being after the Big Bang. We have investigated how He and H 

atoms, which were the first atoms formed, collided with each other in a positively charged 

atmosphere. This has been done by using a fresh computational approach – by employing the ab 

initio nanoreactor (AINR). The simulations reveal the presence of unique dicationic helium chains 

of up to 5 atoms, which should act as a fillip for investigating the possibility of the presence of  

such species in helium clusters, which have recently received attention both from experimental 

and theoretical studies.46,50 Our studies also confirm that HeH+ was indeed the first molecule to 

be formed and that it played a vital role in the origin of H3
+. The preservation of H3

+, as a 

relatively stable species, in each of the simulations after every collision cycle, also explains the 

high abundance of H3
+ in the early universe.  As such, our work provides interesting 

computational insights into the origin of unique and interesting molecules at the dawn of the 

universe. 
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Chapter 4 

Insights Into the Origin of Life: Did life begin from HCN and H
2
O? –An ab 

initio Nanoreactor Dynamics Approach 

 

 

Abstract 

The seminal Urey−Miller experiments showed that molecules crucial to life such as HCN could 

have formed in the reducing atmosphere of the Hadean Earth and then dissolved in the oceans. 

Subsequent proponents of the “RNA World” hypothesis have shown aqueous HCN to be the 

starting point for the formation of the precursors of RNA and proteins. However, the conditions 

of early Earth suggest that aqueous HCN would have had to react under a significant number of 

constraints. Therefore, given the limiting conditions, could RNA and protein precursors still have 

formed from aqueous HCN? If so, what mechanistic routes would have been followed? The 

current computational study, with the aid of the ab initio nanoreactor (AINR), a powerful new 

tool in computational chemistry, addresses these crucial questions. 
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4.1 Introduction 

How life originated1−13 on Earth is one of the most fundamental questions of science, and has 

generated considerable interest. Research and discussion has resulted in two principal positions 

that are held today: the “RNA World” hypothesis14−19 and the “metabolism-first” principle.20−23 

According to the RNA World hypothesis, life on Earth originated from the self-replicating 

molecules of ribonucleic acid (RNA),24−26 which is the polymeric form of activated 

ribonucleotides.27−29 The metabolism-first principle argues, on the other hand, that simple metal 

catalysts were present in the water in early Earth and aided in creating a soup of organic building 

blocks that subsequently formed the biomolecules necessary for life. The RNA World hypothesis 

has gained increased acceptance in recent times, with several experimental studies26−28,30−35 

indicating how hydrogen cyanide (HCN), known to exist on prebiotic Earth, could have been the 

starting point of many synthetic routes leading to the formation of RNA and protein precursors 

(see Figure 4.1A).  

However, questions remain as to how HCN could have actually functioned in prebiotic 

conditions. As the famous Urey−Miller experiments have shown, HCN would have formed in the 

reducing atmosphere that existed during prebiotic times,36 after which it would have condensed 

into the oceans.13,37 HCN has a low boiling point, but at high pH (8−10), it is possible for it to 

exist in aqueous solution, even if the temperature of the water is 80.0−100.0 °C. However, since 

the hazy atmosphere38 of the Hadean Earth would have made it difficult for high-energy photons 

to reach the Earth’s surface (much like the red surface of Titan today, because of a similar 

haziness in the atmosphere), a lot of the reactions shown in Figure 4.1 A, which depend upon 

photochemistry or an electric spark, may not have been possible for aqueous HCN. Hence, the 

more plausible alternative would have been thermochemistry. It is possible that temperatures at 

the surface of the water bodies of early Earth (3.5−4.0 billion years ago) would have been about 

80.0−100.0 °C,39 which suggest favorable conditions for thermochemistry, but if 

thermochemistry predominated in the oceans of early Earth, it could be argued that hydrolysis 

would have taken precedence over the polymerization of HCN. This is because HCN 

polymerization would have had to begin with HCN dimerization and the subsequent reaction of 

the product with more HCN molecules. In other words, the polymerization of HCN would have 

required a series of second-order reactions in HCN, while the competing hydrolysis of HCN 
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would have simply required the HCN collision with the surrounding solvent water molecules. 

Indeed, previous studies34,40 have shown that in dilute aqueous concentrations of HCN, hydrolysis 

is favored over oligomerization.  

 

Figure 4.1 (A) Previously synthesized RNA and protein precursors (amino acids, 

cyanoacetylene, cyanamide, glycoaldehyde, and 2-amino-oxazole). (B) The ab initio nanoreactor 

(AINR) approach, yielding RNA and protein precursors, beginning from only two different 

reacting molecules, HCN and H2O, obtained in “one-pot”, under the same reaction conditions. 

Then, there is also the issue of too-high temperatures: experiments have shown41,42 that at 

temperatures above 100.0 °C, decomposition of the formed RNA and protein precursors would 

occur. Therefore, the reactions would have had to happen around 100.0 °C.43,44  

Hence, for the RNA World hypothesis to be true, there are several constraints that have to 

be kept in mind: (i) thermal, not photochemical conditions, (ii) reactions where monomeric and 

not polymeric HCN would predominate, (iii) without mediation from metal catalysts, (iv) at 

temperatures not exceeding 100.0 °C, and (v) having reactions with free energy barriers not 

exceeding 40.0 kcal/mol. To this list, one could add (vi) the need to avoid chemical processes 

involving the protonation of substrates, since HCN, with a pKa of 9.31, is a weak acid and would 

have largely remained in undissociated form in solution. The protonation of water would also 
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have been suppressed since the pH of water has been estimated to be between 8.0 and 9.0 in 

prebiotic times at the surface of the ocean.  

This list of conditions appears formidable and leads to the important question: could life 

have begun under these circumstances? This current work attempts to answer this question, 

through the agency of the ab initio nanoreactor (AINR).  

The AINR method, recently developed,45 allows one to obtain reaction pathways and 

products without controlling the chemical system in any way.46,47 This represents a major shift in 

what one can do with computational chemistry, because, using the AINR, one can now discover 

new reactions, completely independent of experimental input. This was demonstrated by 

Martinez and co-workers45 when they found entirely plausible, new pathways for the formation 

of amino acids, from a computational re-enactment of the Urey−Miller experiment.48 In the 

current work, we have conducted full quantum mechanical molecular dynamics (MD) 

simulations on systems employing the AINR approach on systems containing a mixture of 

molecules of HCN and H2O. The goal has been to follow the chemical reactions that can occur 

through collisions between the molecules and observe what new species are formed as a result. In 

short, our objective has been to perform the equivalent of an experimental study while satisfying 

the conditions outlined in (i−vi) above. Remarkably, we have found, as will be shown in the 

Results and Discussion, that just the interaction of HCN and H2O was sufficient to eventually 

lead to the formation of the experimentally reported precursor molecules to RNA and proteins: 

cyanamide,27,30−32,49,50 glycolaldehyde,27,30,31,51−56 an oxazole derivative,27,57-58 and the amino acid 

glycine36,53,59-63 (as shown in Figure 4.1B). 

4.2 Computational Methods 

4.2.1 Ab Initio Molecular Dynamics (AIMD) Simulations. The nanoreactor AIMD simulations 

were performed with the TeraChem 1.9 software package64-70 where Born−Oppenheimer 

potential energy surface by using the Hartree−Fock (HF)71 electronic wave function and the 3-

21g(d) Gaussian basis set72. This method has been implemented in TeraChem by Martinez and 

co-workers.45 This approach was deemed acceptable because the HF method is well-known for 

predicting chemically reasonable structures.73 Also, it should be noted HF was not employed to 

determine barrier heights and reaction rates: its only role was in the discovery process. This was 
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also the approach employed by Martinez and coworkers in their original AINR paper (employing 

HF/3-21g), where they replicated the results obtained from the Urey−Miller experiment, as well 

as from the interaction of acetylene molecules.45 We note here that we did also attempt discovery 

in the AINR simulations with DFT using the B3LYP density functional and the 3-21g(d) basis set 

and did find the preliminary intermediates (formamide, formic acid, formaldehyde and others) 

through this approach as with HF/3-21g(d). However, this was at greater computational expense 

and did not appear to give different results from the HF/3-21g(d) approach. Hence, we have 

limited the discovery process to HF/3-21g(d) in the AINR simulations. The AINR simulation 

results that have been discussed here pertain to the case in which 16 H2O and 15 HCN molecules 

were taken together in a spherical box of radii 10.0 and 3.5 Å (the system alternated between the 

two radii, in order for the collisions to take place - see original paper by Martinez and co-

workers45). This system was allowed to evolve for 750 ps and generated the intermediates and 

reaction pathways that have been discussed. Additionally, we have also performed several AINR 

simulations where we varied different parameters, such as (i) the ratio of the reactant species, (ii) 

the total number of molecules taken in the simulation box, (iii) the spherical boundary conditions, 

(iv) the temperature, and (v) the total time of the AIMD simulations. The results obtained by 

changing the parameters (i−v) have been discussed in the Results and Discussions section. In 

general, they indicate that while most of the intermediates were discovered by varying (i) to (v), 

the most comprehensive results were obtained from the simulation case described here: taking 16 

H2O and 15 HCN molecules in a spherical box of radii 10.0 and 3.5 Å. Moreover, for this case, 

multiple simulations were also performed from the same initial configuration and were seen to 

give rise to all the desired intermediates and products, although the time of formation of these 

species during the simulations was seen to change from simulation to simulation. Langevin 

dynamics was employed to calculate Newton’s equations of motion with an equilibrium 

temperature of 2000.0 K (also the starting temperature of the dynamics). We have used this high 

temperature in order to increase the average kinetic energy of the reactant molecules and for 

faster dynamics, allowing the overcoming of noncovalent interactions without the breaking of 

covalent bonds. This, too, follows the example of the work with the AINR done by Martinez and 

coworkers.45 The nanoreactor simulations employ a piston to accelerate the reaction rate. We 

have employed the augmented direct inversion in the iterative subspace (ADIIS) algorithm74 

available in TeraChem as an alternative tool for self-consistent field calculations at each AIMD 
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step in which the default DIIS algorithm75 failed to converge. Spherical boundary conditions 

were applied to prevent the molecules from flying away, a phenomenon known as the 

“evaporation” event.  

4.2.2 AINR Spherical Boundary Conditions: Spherical boundary conditions were applied to 

prevent the molecules from flying away, a phenomenon known as the “evaporation” event. The 

spherical boundary conditions were applied in the form of a sum of two harmonic terms. The 

molecules were restricted to move inside a spherical volume by a boundary potential, with a 

time-dependent component :  

V(r,t)= f(t)U(r,r
1
,k

1
) +(1− f(t)) U(r,r

2
,k

2
)  

U(r,r
0
,k) = mk/2 (r – r

0
)

2

θ(r – r
0
); f (t) = θ(⌊ t/T ⌋ − t/T + τ/T)  

Where k
1
=1.0 kcal mol-

1 

Å-2

, r
1 =10.0 Å, k

2
=0.5 kcalmol-

1

Å-2

, r
2
=3.5Å, τ=1.7ps, T=2.0 ps, ⌊⌋ is 

representing the floor function and θ is the heaviside step function. For more details regarding the 

each mathematical terms please check the reference (45).The restraint potential forces the atoms 

with a radial position 10.0 Å to 3.5 Å towards the center of the sphere and allows them to collide. 

When the sphere is expanded again, the molecules present in the smaller volume diffuse rapidly 

(because of the high simulation temperature) to occupy the larger volume. Due to the repeating 

compression and expansion of spherical volume, the molecules collide and relax. Therefore, 

throughout the simulation, new molecules are formed and then break again to form other new 

molecules. We have run simulations with 93 atoms (16 H2O + 15 HCN) for a total time of 750.0 

ps with a timestep of 0.5 fs.  

4.3 Results and Discussions  

4.3.1 Optimizations of the ab initio Nanoreactor (AINR) Simulations: We have done several 

AINR simulations for optimizing the initial conditions of the simulations, based on the different 

parameters that can affect the results. The parameters are (i) the ratio of the reactant species, (ii) 

the number of molecules taken in the simulation box, (iii) spherical boundary conditions, (iv) 

temperature, and (v) the total time of the AIMD simulations. We now briefly discuss the results 

obtained from our several simulations based on the tested nanoreactor parameters:  
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(i) We have done the AINR simulation with a 1:2 mixture of HCN (9 molecules) and H
2
O (18 

molecules), while setting the other parameters to be k
1 = 1.0 kcal mol-

1

Å-2 (the force constant at 

the outer boundary), r
1 = 8.5 Å, k

2 = 0.5 kcal mol-
1

Å-2 (the force constant at the inner boundary), 

r
2 = 3.0 Å, τ = 1.7 ps, Total time between collisions = 2.0 ps. In this simulation, we have found 

the initial hydrolyzed products of HCN such as formamide, formic acid and formaldehyde, but 

not the other intermediates species or the RNA and protein precursors. The mechanistic pathways 

for the formation of the hydrolyzed products are similar to those that we have found in our main 

AINR simulation. The total time evolution for this simulation is ~700ps.  

(ii) In another AINR simulation, we have taken a 2:1 mixture of HCN (18 molecules) and H
2
O (9 

molecules), keeping all other parameters the same as (i) and running for ~700ps. In this case, 

instead of hydrolyzed products, we have found more oligomeric products of HCN. Very few 

formamide molecules were formed, and due to the lack of water molecules, the system did not 

further lead to the formation of the desired RNA and protein precursor molecules.  

(iii) In our simulations, the source of carbon and nitrogen is HCN, and the oxygen source is 

water. This has influenced our decision to take almost a 1:1 ratio of HCN and H
2
O, so that it can 

maximize the interaction between the two different moieties. In order to check the validity of this 

approach, we have done two different simulations, where we have taken (11HCN +13H
2
O) and 

(15 HCN +16 H
2
O) mixtures and run the AINR simulations for ~750 ps. In both these cases, we 

have come up with the desired RNA and protein precursors. In our current manuscript, we have 

reported the results obtained from the (15 HCN +16 H
2
O) mixture AINR simulation. Therefore, 

the results indicate that if one takes a similar number of HCN and H
2
O molecules, i.e. in about a 

1:1 ratio, it will maximize the probability of getting the desired final products.  

(iv) Another important parameter in the AINR simulations is the spherical boundary condition, 

which we have discussed in the “AINR Spherical Boundary Conditions” subsection (4.2.2) in 

the Computational Details section. Optimizing the boundary in the AINR is a trial and error 

process. We had to fix the boundary in such a way so that the collision between the molecules in 

the inner sphere would be effective and the molecules would get enough space to relax in the 
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outer sphere. Also, the point to be noted is that the collisions should not be at such a high velocity 

that the molecules breaks into it elemental form.  

(v) Temperature is another important parameter in the AINR simulations. The temperature that 

we have used in our simulations (2000 K) is not the actual reaction temperature at which the 

reactions would occur. The reason that we have provided such a high temperature is to avoid 

noncovalent interactions such as hydrogen bonding in our AINR simulation and also to provide 

enough kinetic energy to the molecules so that they could collide with each other and cross the 

activation barriers, leading to the products. We reiterate that the purpose of the AINR is to act as 

a tool for discovery of chemical reactions, the feasibility of which could then be determined with 

careful, high level QM (DFT, MP2 and CC2) studies of the thermodynamics and kinetics of the 

discovered reactions. Therefore the parameters (ratio of the reactants, spherical boundary 

conditions and temperature) that would lead to the best possibility of discovering new processes 

have to be employed, regardless of whether they necessarily represent the actual experimental 

conditions or not.  

(vi) The goal of the AINR simulations is to find new reactions and mechanistic pathways, and not 

to equilibrate the systems. We have run most of the simulations at a ~1ns timescale, which 

sufficed to yield different interesting intermediates and products, as well as the corresponding 

mechanistic pathways.  

The AINR approach makes use of collisions between the molecules of HCN and H2O, 

and this provides the energy required to cross the activation barriers for each of the elementary 

steps of the reactions. The simulations have been done on systems having nearly homogeneously 

mixed HCN and H2O molecules as the starting reactants. Sixteen H2O and 15 HCN molecules 

were taken together, and the system was allowed to evolve for 750 ps. Collisions between the 

molecules gave rise to new species. It should be noted that homogeneous mixtures of HCN and 

H2O do not represent the exact ratios of HCN and H2O present in a localized region of the early 

Earth oceans or hydrothermal vents. The reason such mixtures were employed was to maximize 

the possibility of interactions between HCN and H2O in the AINR. This would increase the 

probability of obtaining different products during the simulations. The goal of the AINR 

simulations was to obtain mechanistic pathways for the formation of different RNA and protein 
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precursors beginning from HCN and H2O. Studying homogeneous mixtures of HCN and H2O 

afforded the best possibility of realizing this goal. Figure 4.2 below illustrates how a system 

starting with a mixture of HCN and H2O molecules evolves with time. The AINR approach thus 

leads to the discovery of new species from the starting compounds, next section discusses the 

results that have been obtained by this approach. 

 

Figure 4.2. Snapshots of AINR simulations. (A) the beginning, 0.0 ps: only HCN and H2O 

present. (B) after 100 ps, glycine (blue surface) has formed, along with molecules such as 

isocyanic acid (pale yellow surface). (C) after 250 ps: glycoaldehyde (green surface) and 

cyanamide (orange surface) have formed, along with other oligomeric species. Color scheme: 

oxygen: red, carbon: teal, hydrogen: gray and nitrogen: blue. 

During the AINR simulation a selection of the acyclic and heterocyclic  products that 

were discovered from the ab initio nanoreactor simulations, including ribonucleotide and amino 

acid precursors and other intermediate compounds discussed in previous section. We have shown 

that apart from the important precursors for RNA and protein, a lot of diverse acyclic organic 

compounds (shown in figure 4.3) and heterocyclic organic species (shown in figure 4.4) were 

also formed during the simulations.  
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Figure 4.3. Apart from the important precursors for RNA and protein, a lot of diverse acyclic 

organic compounds were also formed during the simulations.  
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Figure 4.4. Apart from the oxazole (ribonucletide precursor), a lot of diverse cyclic organic 

compounds were also formed during the simulations.  
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4.4 Conclusions 

The current work shows that interaction between only two different molecules- HCN and 

H2O - would have been sufficient to give rise to most of the important precursors to RNA and 

proteins in prebiotic times. Taking advantage of the recently developed AINR method,45 which 

has allowed us to discover new reaction pathways, we have shown that cyanamide, 

glycoladehyde, oxazole derivative, and glycine all could have been formed from only a single 

carbon and nitrogen source molecule: HCN and a single oxygen source molecule: H2O. HCN, as 

has been noted in the literature, may have occupied a “unique position in terrestrial pre-biological 

chemistry”. 40 The current work shows that just the interaction between HCN and water as the 

starting reactants would have been sufficient to eventually lead to the precursors of RNA and 

proteins. This is significant because it shows that the reactions could have happened ubiquitously 

in the water bodies all over the Earth. What is also important is that all the conditions specified as 

(i−vi) earlier were adhered to during the simulations. 
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Quantum Mechanical (QM) Perspective 

 

 

 

Abstract 

 

Six decades ago the path breaking Miller-Urey experiment produced various amino acid via the 

interaction between small organic molecules and energy source. The chemistry behind the origin 

of life was not any single reaction rather it was complex event or messy which is not clear. 

Gratifyingly, not only do the results from the ab initio nanoreactor approach show that aqueous 

HCN could indeed have been the source of RNA and protein precursors, but they also indicate 

that just the interaction of HCN with water would have sufficed to begin a series of reactions and 

make a complex reaction network leading to the precursors towards RNA and protein. The 

current work therefore provides important missing links in the story of prebiotic chemistry and 

charts the road from aqueous HCN to the precursors of RNA and proteins through messy 

chemistry. 
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5.1 Introduction 

In certain perspectives, prebiotic science is very much like an engineered science. Around 

six decades ago by knowing the significance of amino acids as an important life building unit, 

Stanley Miller1 prevailing with regards to acquiring some of them, basically performed a 

chemical reaction by producing an electric release in a gas blend. At that point this combination 

utilized by Miller is the best possible way to get amino acids under the prebiotically plausible 

condition. After that people had synthesized several life building blocks by taking the Miller 

experiment as a benchmark. 

 In a simple way one can say that, prebiotic chemistry could be depicted as wasteful 

synthetic chemistry which performed under non ideal conditions. These non ideal conditions is 

resolved exclusively by their alleged likenesses with the normal conditions influencing the 

prebiotic time early earth condition early Earth condition. Tragically, these conditions are 

inadequately portrayed, and moreover, taking into account that the life on Earth was not likely a 

local event.  Moreover, it's not possible for anyone to envision that all the occasions, which 

prompted the primary living cells, occurred in a one of a kind locus following a linear pathway. 

Prebiotic chemistry should imitate the pathways by which matter intricacy expanded on the 

young Earth yet these pathways were trailed by some coincidence; they were not planned and 

will remain everlastingly obscure. Undoubtedly, no fossils, no follows, nothing stays to validate 

one pathway concerning others. The prebiotic chemistry expert doesn't replicate something he 

knows rather he designs potential pathways, which can expand the intricacy of the molecules on 

which he is working. This is the place where prebiotic chemistry unmistakably varies from 

synthetic chemistry.  

 In the previous chapter we have shown that by using AINR  interaction between HCN and 

H2O leads to the production of RNA and protein precursor molecules. Though the precursors 

formed successfully through AINR but this is not sufficient to conclude without doing 

thermodynamics and kinetics studies. 

But there is one major issue of too-high temperatures during the prebiotic condition: 

experiments have shown2-3 that at temperatures above 100.0 °C, decomposition of the formed 

RNA and protein precursors would occur. Therefore, the reactions would have had to happen 
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around 100.0 °C,4-5 which indicates that the barriers (ΔG values) of the reactions of monomeric 

HCN in water could have only been about 40.0 kcal/mol: previous computational studies6-10 have 

shown that chemical reactions occurring at temperatures of around 100.0 °C have barriers in the 

region of 40.0 kcal/mol. Barriers higher than 40.0 kcal/ mol would have led to much slower 

reactions (or no reactions) at 100.0 °C. Slower reactions may be possible at higher barriers, but 

this would lead to the possibility of other side reactions also becoming competitive and causing 

significant reduction in the formation of desired products. 

The AINR approach shown in the previous chapter leads to the discovery of new species 

especially the formation of life building blocks from the starting compounds HCN and H2O. In 

this current chapter we have shown the analysis of the data through the connectivity graph 

(shown in Figure 5.1) allows the exploration of new mechanistic pathways. In the results and 

discussions section discusses the results that have been obtained by this approach. Furthermore, 

analysis of the data allowed us to determine the mechanistic pathways by which HCN and H2O 

reacted together to yield intermediates and, eventually, the RNA and protein precursors. We 

subsequently subjected these pathways to a full static quantum chemical study with RI-CC2,  RI-

MP2 as well as density functional theory (DFT) and thus obtained all the barriers (ΔG#) for the 

reactions involved in these processes, as well as the energies (ΔG) of the reactions. As will be 

discussed in the Results and Discussion, this has led to results that not only reveal interesting 

pathways for the formation of the precursor molecules beginning from aqueous HCN but also 

indicate that these mechanistic routes would have been thermodynamically and kinetically 

feasible. 

5.2 Computational Methods 

5.2.1 Analysis of the AINR trajectory from the ab initio Nanoreactor: After the AIMD run, 

we have analyzed the simulation trajectories. What this involves is the identification of new 

molecules and the pathways of their formation. This was done by using data analysis and 

visualization with the Python libraries NetworkX,
11 Numpy

12 and Graphviz.
13 The two-state 

hidden Markov model
14 (HMM) was employed for this purpose. The description of the HMM 

model is provided below. We would like to point out, however, that we did not observe any 

significant improvement in the trajectory analysis tree by applying the HMM model. The most 
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critical simulation steps to uncover the reaction mechanism are collision steps because new bonds 

are formed and old ones are broken. Molecules come very close during collision steps. In general, 

when collision steps are viewed through the visualization software, one would observe many 

unrealistic bonds between the atoms, making analysis quite difficult. However, in our data, we 

observed only a slight increase in the number of unrealistic bonds in some collision steps 

(average increase of ~2 to ~5  bonds), showing that HMM analysis may not be necessary. After 

analyzing collision steps with HMM, we observed a reduction in unrealistic bonds for most of the 

steps (average decrease of ~40% to ~50%). It can be seen that 50% of a small number (i.e., ~2 to 

~5) is still insignificant to provide us with any real advantage. HMM only added an extra 

overhead to the analysis as it was one of the slowest steps.  Therefore, we did not observe any 

significant improvement in the trajectory analysis tree by applying the HMM model.Therefore, 

we have relied more on our Python code as well as on the manual visualization of the simulation 

trajectories in the Molden
15 and VMD

16 softwares, for determining the best possible routes to the 

formation of the intermediate molecules observed in the nanoreactor.  

5.2.2 The Hidden Markov Model (HMM):  

The hidden Markov model (HMM) is a tool for representing the probability distribution 

over a sequence of observations. The HMM has two important properties. First, the observations 

are generated by a process whose states are hidden from the observer. Second, it assumes that the 

state of this hidden process satisfies the Markov property, i.e., when predicting the future, the 

past does not matter, only the present. The HMM allows us to predict the most probable sequence 

of hidden states for the given sequence of observations. It is specified by transition and emission 

probabilities.  

For the current data, produced from the ab initio nanoreactor simulations, the hidden and 

observed states are the same, i.e. 0 and 1 (1 = bond and 0 = no bond between a pair of atoms). 

These states are elements of a connectivity matrix. We obtain the sequence of observed states 

from the simulations and predict the hidden states from the HMM. We have employed the Viterbi 

algorithm
17 to find the most probable sequence of the hidden states. The connectivity matrix 

constructed from these hidden states is supposed to give us improved connectivity between the 

atoms. The observed sequence from the whole cycle (collision + non-collision steps) was 
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provided as input to the model. As the collision steps are most complicated to analyze, we have 

employed the HMM to construct the connectivity matrix of only the collision steps. The 

transition and emission probabilities were obtained from the original ab initio nanoreactor paper 

by Martinez and co-workers.
18  

Flowchart of the Implementation of the Hidden Markov Model (HMM)  
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Figure 5.1. The representation of the complex connectivity graph for the formation of 

formaldehyde (A), and the simplest connectivity graph for the formation of isocyanic acid (B), 

starting from HCN and H
2
O. How the connectivity graph changes after each collision is 

represented by different colours of the sphere: deep blue represents the target molecule; green, 

brown, pink are the intermediate species and at the bottom, white represents the starting 

molecules. For further understanding, the reader is also encouraged to look at the methodology 

outlined in the paper by Martinez and co-workers.  

5.2.3 Quantum Mechanical Calculations: In order to determine the reaction free energy (ΔG) 

and energy barriers (ΔG
#

), we have done the minimum energy pathway (MEP) search by full 

quantum mechanical calculations, including zero point energy, internal energy, and entropic 

contributions, with the temperature taken to be 298.15 K. Density functional theory (DFT) have 

been employed for all the structures calculations. Geometry optimizations and transition state 

search calculations were carried out with the Turbomole 7.0 software package
19 using the TZVP 

basis set
20 and the B3LYP three parameter hybrid density functional.

21 Dispersion corrections 

(D3) were included in all the calculations. Solvent corrections were included with the dielectric 

continuum solvent model COSMO
22 with ε = 80.0. Furthermore, in order to make our data more 

reliable and also to refine the energies, the single point energy calculation of all the transition 

states and connecting reactants, intermediates and products were then done at the RI-
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CC2/TZVP+COSMO (ε=80.0) and RI-MP2
23

/TZVP+COSMO(ε=80.0) level of theory and the 

corresponding values have been reported in the Figures 5.2, 5.4 and 5.8. The trends for the ∆G 

and the ∆G# values were seen to match for the calculations done at both the levels of theory. In 

addition to the calculations done with Turbomole 7.0, we have also optimized all the transition 

states, corresponding reactants and products with the Gaussian09 software package24 at the 

B3LYP/6-311++g(d,p)25 level of theory (with DFT-D2,26-30 a general, empirical dispersion 

correction proposed by Stefan Grimme for DFT calculations). Furthermore, we have also done all 

the calculations with the M06-2X hybrid fuctional31-33 and the 6-311++g(d,p) basis set. In all the 

Gaussian09 calculations, we have modeled the solvent with the polarizable continuum model 

(PCM),34 with water (ε = 80.0) as the solvent. These values are shown in Figures 5.3, 5.5, 5.9. 

Therefore, we have employed four different levels of theory for the QM calculations: B3LYP-

D3/TZVP+COSMO(ε=80.0)//RI-CC2/TZVP+COSMO(ε=80.0) and B3LYP-

D3/TZVP+COSMO(ε=80.0)//RI-MP2/TZVP+COSMO(ε=80.0) in Turbomole 7.0, as well as 

B3LYP- D2/6-311++g(d,p)+PCM (ε=80.0) and M06-2X/6-311++g(d,p)+PCM (ε=80.0) in 

Gaussian09 for refining the reaction free energies and barrier heights. To confirm the local 

minima or transition state structures frequency calculations were performed for all the stationary 

points. We have further done intrinsic reaction coordinate (IRC) calculations to confirm that the 

obtained transition states connect with the correct reactants and products. 

The translational entropy can be calculated by using the Sackur-Tetrode equation,
 
which can be 

represented as;  

𝑆𝑡𝑟𝑎𝑛𝑠 = 𝑅𝑙𝑛[(
10

−15
2⁄

𝑁𝐴
4[𝑋]

)(
2𝜋𝑀𝑅𝑇𝑒

5
3⁄

ℎ2 )
3

2⁄ ]                                 (5.1)                                             

Where [X] is the concentration of the molecule, M is the mass of the particle, T is the 

temperature N
A is the Avogadro number, k is the Boltzmann constant and h is the Planck 

constant. However, in the solution phase, the Sackur-Tetrode equation belittles the translational 

entropy, as it avoid the molecular volume (V
mol

). Mammen et al. introduced the free volume 

correction to conquer this problem regarding the translational entropy that calculates the exact 

translational entropy.8 According to this method, it has been assumed that the volume of 

molecules in solution is smaller than the total volume. 
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𝑉𝑓𝑟𝑒𝑒 = 𝐶𝑓𝑟𝑒𝑒 ((√
1027

[𝑋]𝑁0

3
− √𝑉𝑚𝑜𝑙

3 ))

3

                                                 (5.2) 

Where Cfree is 8 (for cube), N
0 is the Avogadro’s number and [X]=55.5 mol/lt. After free 

volume correction to Equation 5.1, the translational entropy is represented by  

𝑆𝑡𝑟𝑎𝑛𝑠
𝑎𝑛𝑎𝑙𝑦𝑡𝑒

= 𝑅𝑙𝑛 [(
10

−15
2⁄ 𝑉𝑓𝑟𝑒𝑒

𝑠𝑜𝑙𝑣𝑒𝑛𝑡

𝑁0
4[𝑎𝑛𝑎𝑙𝑦𝑡𝑒]

) (
2𝜋𝑀𝑅𝑇𝑒

5
3⁄

ℎ2 )

3
2⁄

] = 11.1 + 12.5 ln(𝑇) + 12.5 ln(𝑀) +

8.3𝑙𝑛𝑉𝑓𝑟𝑒𝑒
𝑠𝑜𝑙𝑣𝑒𝑛𝑡                                                                                       (5.3) 

Where, V
solvent 

is the free volume, T is the temperature. Therefore, this equation contributes the 

free translational entropy in solution.   

5.3 Results and Discussions 

5.3.1 Analysis of the Reaction Pathways Leading to the Formation of Specific Compounds. 

Formation of the Protein Precursor: Glycine. By using the AINR we have obtained different 

mechanistic pathways towards the formation of several important biomolecules starting from the 

aqueous HCN as reactant. In most of the pathways, formaldehyde 3, urea 26, formaldimine 2, and 

glycolonitrile 4 were seen to be formed as intermediates. This suggests that these species were 

the key intermediates en route to the formation of the target molecules, as has also been noted by 

experimentalists.36-42 Moreover, small molecules such as CO 13, CO2 11, and H2 were produced 

(Figure 5.2), and these were seen to take part in the synthesis of comparatively larger organic 

molecules. Figure 3 below describes how the relevant intermediates formic acid, CO, and CO2 

are formed from HCN and H2O, leading from HCN, 1, through the intermediate species 7, 

formamide 8, formic acid 9, to carbon monoxide, CO, 13. The complete free energy profile is 

shown in Figure 5.3.  
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Figure 5.2 Sequence of elementary reaction steps derived from the AINR: the formation of 

HCOOH, CO
2
, and CO starting from HCN and H

2
O. Molecules labeled “cat.”, shown in brown, 

participate catalytically as proton shuttles. Values have been calculated at the B3LYP-

D3/TZVP+COSMO(ε = 80.0)//RI-CC2/TZVP+COSMO- (ε = 80.0) and the B3LYP-D3/TZVP+ 

COSMO(ε = 80.0)//RI-MP2/TZVP+COSMO(ε = 80.0) (values shown in parentheses) levels of 

theory in kcal/mol.  
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Figure 5.3 The free energy profile for the formation of intermediate molecules of the RNA and 

protein precursors starting from HCN and water molecules. The relative energies of the reactants 

and products of each elementary step have been represented with respect to HCN and the barrier 

has been calculated from the reactant species for each elementary step reaction. The values (in 

kcal/mol) have been obtained at the B3LYP-D2/6-311++g(d,p)+PCM(Ɛ=80.0) level of theory by 

Gaussian09 software package.  

Figure 5.2 shows that species such as ammonia and dihydrogen were created in 

the AINR from the interaction between the HCN and water, and they turned out to be 

important substrates in subsequent reactions. This is interesting because it suggests that 

HCN and water would have created all the necessary reactants in subsequent steps. 
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However, it could be argued that since the concentration of HCN would have been low 

such species would have been formed in low concentrations as well, which would have 

further reduced the yield of the subsequent products. The counter argument to this is that 

ammonia and other reactant species were also present separately in the oceans at that time 

because the protective haze of the Titan-like atmosphere would have prevented the 

photochemical degradation through UV of molecules such as ammonia in the atmosphere, 

and such molecules could have dissolved separately in the oceans as well and could be 

thus available for the reactions shown later in Figure 5.4.  

Now, as we continue along this path, we find that important intermediate species: 

formaldehyde 3 and formaldimine 2 are formed during glycine 23 synthesis via several 

elementary steps (see Figure 5.4 A and energy profile in Figure 5.5). These intermediates 

lead to the formation of glycine 23, the precursor to proteins. A perusal of the two most 

feasible pathways found for glycine formation (shown in Figure 5.4 B) shows that 2 is 

present as an intermediate in both the cases. All the pathways are seen to proceed via 

stepwise elementary reaction steps. In one of the pathways, 2 reacts with hydrogen 

cyanide 1 to produce 20, which, through further stepwise hydrolysis, leads to 23. This is 

the well-known Strecker synthesis pathway.43 That the AINR finds the same is gratifying 

and can serve as a validation for the computational approach. What is also finding is that 

the pathway does not involve protonation. We do note, though, that the AINR has also 

found another pathway, involving a trimolecular reaction between 13, 2, and water, with a 

five-membered transition state, which also leads to 23 (encircled in violet in Figure 5.4 

B). 
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(A) 

 

Figure 5.4 (A) The sequence of elementary reaction steps derived from the AINR: the formation 

of formaldehyde, formaldimine, glycolonitrile, and aminoacetonitrile. Values have been 

calculated at the B3LYP-D3/TZVP+COSMO(ε = 80.0)//RI-CC2/TZVP+COSMO- (ε = 80.0) and 

the B3LYP-D3/TZVP+ COSMO(ε = 80.0)//RI-MP2/TZVP+COSMO(ε = 80.0) (values shown in 

parentheses) levels of theory in kcal/mol.   
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(B) 

 

Figure 5.4 (B) The formation of the target species: glycine and sugar. Values have been 

calculated at the B3LYP-D3/TZVP+COSMO(ε = 80.0)//RI-CC2/TZVP+COSMO- (ε = 80.0) and 

the B3LYP-D3/TZVP+ COSMO(ε = 80.0)//RI-MP2/TZVP+COSMO(ε = 80.0) (values shown in 

parentheses) levels of theory in kcal/mol.   
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Figure 5.5 The reaction free energy profile diagram for the formation of the RNA precursors: 

glycoaldehyde and oxazole; and protein precursors: the glycine molecules via intermediate 

species formaldehyde, formaldimine and glycolonitrile beginning from HCN and H
2
O. The 

relative free energies of the reactants and products for each elementary step are represented with 

respect to the beginning reactants and the barrier has been calculated from the reactant species of 

each elementary step. The values (in kcal/mol) have been obtained at the B3LYP- D2/6-

311++g(d,p)+PCM (Ɛ=80.0) level of theory by Gaussian09 software package. 
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 5.3.2 Pathways for RNA Building Units. The previous section discussed 

feasible pathways for the formation of the important protein precursor: glycine 23. In this 

section, we discuss how the AINR also yields feasible pathways for the formation of 

important RNA precursors such as cyanamide 29, glycoaldehyde (sugar) 6, and the 

oxazole derivative 33. The experimental synthesis of the sugar 6, one of the most 

important RNA precursors, is challenging, but several reports have emerged recently 

where this has been achieved. Recently, Sutherland and co-workers39 synthesized sugar 

from HCN and H2O in the presence of a copper cyanide catalyst, through a photoredox 

cycle. They proposed a mechanistic pathway for the formation of the sugar 6 in the 

absence of the copper cyanide catalyst (Figure 5.6 A), involving two reduction steps, 

through which HCN 1 would be reduced to 2 and 4 to imine 5 in the presence of an H2O 

catalyst molecule. We have calculated the barriers for these two processes (at the same 

level of theory as the mechanistic pathways investigated in the current work) and found 

them to be 83.2 and 85.8 kcal/mol respectively (see Figure 5.6 B, Supporting 

Information). Interestingly, the results obtained from the current computational studies 

reveal a completely different pathway for sugar formation, avoiding the reduction steps. 

The feasible pathway derived from the nanoreactor for the formation of 6, where two 

molecules of hydroxymethylene carbene 17, the formation of which was discussed in the 

previous section (see Figure 5.4 A), dimerize with a low barrier to form 24, which further 

tautomerizes and leads to the formation of 6 (encircled in violet in Figure 5B). This 

pathway is found to be facile, with reduction not involved in any of the steps, with the 

slowest step seen to be ∼37.0 kcal/mol, which is considerably lower (by more than 40.0 

kcal/mol) than the barriers for the pathways (83.2 and 85.8 kcal/mol) that have been 

proposed in the literature.39 The implication of this is that the process of forming sugar 6 

would not have needed the presence and intervention of metal catalysts but would have 

been possible under thermal conditions, at temperatures of 80.0−100.0 °C.  
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(A) 

                                                     

Figure 5.6 (A) The sugar synthesis pathway proposed by Sutherland and co-workers from 

HCN and water. It involves a photoredox cycling of the copper cyanide complex catalyst, 

producing two protons and two hydrated electrons from HCN, which further reduce 

another HCN molecule 1 to aldimine 2 in one step and glycolonitrile 4 to imine 5 in 

another step. 
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                                                                       (B) 

 Figure 5.6 (B) The reaction free energy profile diagram for the sugar formation via the pathway 

proposed by Sutherland and co-workers. The relative free energy of the reactants and the 

products for each elementary step are represented with respect to the beginning reactants and the 

barrier has been calculated from the reactant species, for each elementary step. The values (in 

kcal/mol) have been obtained at the B3LYP-D3/TZVP+COSMO(Ɛ=80.0)//RI-

CC2/TZVP+COSMO(Ɛ=80.0) level of theory by the use of the Turbomole 7.0 software package.  
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It is also interesting to note that Schreiner’s group has recently reported42 that 

carbene 17 is the intermediate en route to the formation of 6. The fact that the AINR 

discovers the same intermediate, carbene 17, to be important for the formation of 6 as this 

recent, independent, experimental study by Schreiner and co-workers is quite remarkable. 

We note, however, that the pathway that has been proposed for the  

 

 

 

 

 

Figure 5.7 Schreiner and co-workers have proposed a new reaction pathway for sugar          

formation via hydroxyl methylene in the gas phase or on surfaces in the absence of a base. 

transformation of 17 to 6 in the absence of solvent and base by Schreiner and co-workers 

(shown in Figure 5.7) is different from the one that we have discussed here. Since both 

the solvent and the base are relevant in our calculations (and in early Earth), it is quite 

likely that the facile pathways reported here transforming 17 to 6 represent avenues by 

which this important RNA precursor was formed in prebiotic Earth.  

Cyanamide 29, another precursor of RNA, is formed via two important 

intermediate species isocyanic acid 28, or urea 26. 28 reacts with ammonia in the 

presence of H2O as a proton shuttling catalyst to produce 27, which is further dehydrated 

in the presence of an NH3 molecule acting as a catalyst, leading to the formation of 29 

(shown in Figure 5.8 and the energy profile in Figure 5.9).  
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Figure 5.8 Formation of the target species: cyanamide and the oxazole derivative. Values have 

been calculated at the B3LYP-D3/TZVP+COSMO(ε = 80.0)//RI-CC2/TZVP+COSMO- (ε = 

80.0) and the B3LYP-D3/TZVP+ COSMO(ε = 80.0)//RI-MP2/TZVP+COSMO(ε = 80.0) (values 

shown in parentheses) levels of theory in kcal/mol.  
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Figure 5.9 The reaction free energy profile diagram for the formation of the RNA precursors: 

cyanamide and sugar, starting from HCN and H
2
O and with CO

2
, urea, formaldehyde, 

glycolonitrile and other intermediates formed along the route. The relative free energy values of 

the reactants and products for each elementary step are represented with respect to the beginning 

reactants and the barrier has been calculated from the reactant species for each elementary step 

reaction. The values (in kcal/mol) have been represented at the B3LYP-D2/6- 

311++g(d,p)+PCM(Ɛ=80.0) level of theory with DFT calculated with the Gaussian09 software 

package.  

 During the nanoreactor simulations, apart from simple and complex acyclic 

organic compounds, numerous cyclic compounds such as oxazole, imidazole, as well as 

isoxazole derivatives were also seen to have formed (see Figure 4.4, Chapter 4). Among 
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these heterocyclic compounds, oxazole derivatives are among the more important, 

because 2-amino-oxazole is known to be an important precursor for RNA synthesis.40,44-45 

In our current work, we have shown a very feasible pathway for the formation of one of 

the oxazole derivatives 33 (encircled in violet in Figure 5.8) which is formed during the 

reaction between 8 with 4 (shown in Figure 5.8, with the energy profile in Figure 5.5).  

5.4  Implications of the Current Work 

There are, however, important questions that need to be addressed. First, there is the issue 

of low concentrations of HCN in water in early Earth conditions, which would have reduced the 

concentration of the subsequently formed RNA and protein precursors. A resolution to this 

problem is suggested by a recent molecular dynamics report which indicates that in dilute 

systems the HCN concentration is an order of magnitude larger in the surface layer than in the 

bulk liquid phase.46 Such HCN concentration effects at the surface of water bodies would have 

facilitated the chemistry described here. Furthermore, certain hydrothermal vents at the bottom of 

the ocean are in the vicinity of cold seawater, as well as ice. Recent reports suggest that HCN 

could be stabilized and concentrated at water−ice interfaces as well.47-48 Water containing this 

more concentrated HCN could then have seeped into the hydrothermal vents in the vicinity of the 

cold water−ice and undergone hydrolysis at higher temperatures inside the vents. The other issue 

is with regard to the eventual products of the HCN hydrolysis. Our results show that the 

formation of precursor molecules of RNA and protein would have been feasible, but the question 

then is would these precursors have been formed in sufficient concentrations to then react with 

each other, in order to lead to greater complexity? One solution that can be provided to this 

problem is to invoke the idea of a “warm little pond” that had been suggested by Charles Darwin 

in 1871,49 i.e., to consider shallow ponds, lakes, estuaries, or tidal lagoons in prebiotic times that 

would have had temperatures of about 100.0 °C. The reactions discussed here could have 

happened in such water bodies, and then evaporation of the water would have led to increased 

concentration of the products formed. Such a scenario would have led to greater interactions 

between the molecules formed, and thus, to more complex molecules. It is also possible that such 

precursors could have seeped out with water from hydrothermal vents and been concentrated at 

water−ice interfaces in the vicinity of the vents, which would then have allowed subsequent, 

more complex molecules to have emerged. Another clarification that should be made is with 
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regard to the specified condition (iii) in the Introduction, regarding the need to have chemical 

reactions occurring without the need for metal catalysts. This condition increases the probability 

of the chemical reactions taking place all over the Earth’s oceans, and not just in the few, select 

regions of the Earth where metal based catalysts were available. However, in the regions where 

metal based catalysts were available in early Earth, their presence would have been beneficial and 

accelerated the formation of the precursors for RNA and proteins. The other salient points 

gleaned from the AINR studies are as follows:  

(i) As the pathways found for sugar formation (see Figure 5.4 B) indicate, lower barriers have 

been obtained for chemical conversions when an pathway alternative to reduction was found (see 

the respective steps in the reduction pathways, shown in Figure 5.6 B). This corroborates 

experimental observations that indicate that reduction was generally avoided in prebiotic 

chemistry.50 

(ii) The formation of low valent species such as carbenes (17, 12, 14, 15, 16, NH2COH) is an 

important reason why most of the barriers for the mechanistic pathways discovered through the 

AINR approach were seen to be reasonable to low. This interesting fact echoes previous 

hypotheses that low valent main group compounds are important intermediates in mechanistic 

cycles.42,51-52 

 (iii) The AINR was seen to exploit H2O or NH3 molecules as proton shuttling catalysts in most 

of the elementary reaction steps. This, again, has relevance in the context of recent reports,18,53-54 

suggesting that a lot of biology occurs with the mediation of H2O as a proton shuttling catalyst. 

Moreover, the role of NH3 as a proton shuttling agent has also been explored in the literature.55-58 

5.5 Conclusions 

Pathways that were found to be feasible were seen to avoid the reduction step, 

corroborating previous experimental reports.50 Most of the steps of the discovered mechanistic 

routes have barriers that are low to moderate, with only a few higher barriers of ∼40.0 kcal/mol, 

which suggests that the reactions could have occurred without the mediation of metal catalysts 

and through the aid of thermochemistry alone. This insight is valuable because it helps to explain 

how the reactions could have taken place in the absence of photochemical activity on the surface 
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of Earth’s oceans. These findings make it possible to imagine that the molecules necessary for 

building larger, more complex entities such as RNA and proteins could have existed and 

interacted together in at least some of the water bodies present in early Earth. The current work 

thus indicates that HCN and H2O could have been the Adam and Eve of chemical evolution- the 

source of the precursor molecules that formed the basis of life on Earth. 
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Chapter 6 

The Effect of Oxidizing Atmosphere on the Origin of Life in Prebiotic Earth & 

Interstellar Space  

 

 

Abstract 

Around six decades ago the crucial Urey-Miller experiment demonstrated that life building 

blocks such as amino acids could have formed from the reducing environment that was supposed 

to have existed in the primitive earth. Similarly, the composition of interstellar ice mixtures could 

have also produced several RNA and protein precursors. Though  hypotheses and experimental 

studies have proposed that life building units might not have evolved in an oxidizing atmosphere, 

theoretical studies have not been done to provide insights into why the presence of oxygen would 

have been deleterious for the development of the building blocks of life. In our present study, we 

have tried to mimic the conditions in the primitive earth and interstellar space to show how the 

various life building blocks emerged into the earth and also attempted to further understand the 

potential negative effect of an oxygen rich atmosphere by introducing dioxygen to the Urey-

Miller mixture as well as to an interstellar ice composition. With the help of the ab initio 

nanoreactor (AINR), a recently developed computational tool, the current computational study 

provides some interesting insights into such chemistry.  
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6.1 Introduction 

How life on Earth began stays an unsolved scientific problem. Researchers in this area have 

endeavored to address this issue computationally1-4 and experimentally.5-18 Under conceivable 

prebiotic conditions, molecules such as methane, carbon dioxide and ammonia, which would 

have contributed to a reducing environment, were available in the Hadean atmopsphere. 

Furthermore, incoming interplanetary residue particles from comets and meteorites may have 

added to the prebiotic atmosphere. Likewise, hydrothermal vents could have also possessed a 

combination of different reducing gas mixtures. The primitive organic soup may have been 

complicated, but it did not probably incorporate the entirety of the mixtures that are possible in 

present-day atmospheres.  

Of the multitude of theories with respect to cause of life that were proposed,19-20 few were 

as accapted as that of Oparin,21-22 who proposed a significant timescale for the synthesis of 

organic species abiotically. Comparable thoughts were proposed also by Haldane.23 The cutting 

edge center around the atmosphere as the wellspring of prebiotic science dates to the celebrated 

Urey-Miller experiments of the 1950s.12,24-26 These investigations were planned to demonstrate 

the sorts of disequilibrium chemistry that would have come about because of electrical releases 

in, or UV radiation being consumed in, profoundly diminished environments in which methane, 

ammonia, and water were all significant constituents. These investigations were driven by Harold 

C. Urey's hypothesis that Earth accumulated as a cool body and that its environment was 

overwhelmed by hydrogen and the hydrides of normal volatiles. Miller and coworkers, and 

numerous different experimentalists who have since performed experiments, have reliably 

discovered that a wide scope of amino acids and other prebiotically intriguing molecules in such 

conditions.27 These experiments were exceptionally powerful in guiding the consideration of 

prebiotic chemists to a highly reduced early stage environment. From that point forward, a wide 

assortment of organic species of biochemical importance have been tentatively synthesized from 

basic molecules like water, ammonia, HCN28 and methane. These experimental results have been 

featured by the disclosure of an enormous assortment of organic molecules in the interstellar 

space of the Milky Way and in comets.29  

In any case, photochemical investigations showed that any methane30 or ammonia31-32 in 

the environment would rapidly be obliterated. There were geology based arguments that the 
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Earth's initial atmosphere was made, for the most part, out of H2O, CO, and N2, with just modest 

quantities of CO2 and H2, and basically no CH4 or NH3.
33-34 Urey-Miller type experiments 

considered the more oxidized combinations of present day volcanic gases, particularly where CO2 

was plentiful.12,28,35 Cleaves et al. suggested that spark discharge products of HCN, ammonia and 

amino acids from the mixture of CO2-N2-H2O could be less baffling if the water was permitted to 

get acidic. Therefore, scientists have synthesized different life building units in the last five six 

decades by taking the gaseous composition of either reducing or neutral atmospheric conditions 

of primitive earth, suggested from several geochemical scenario. Hence, the question certainly 

arises as to why there were no such experiments where oxidizing atmospheric compositions had 

been taken. There might be some hidden role of the oxidizing atmosphere towards the inhibition 

of the formation of life building blocks. 

In our current study, we have shown how the oxidizing atmosphere inhibits the formation 

of sugar and amino acids which are the precursors to the RNA and proteins in the prebiotic earth 

as well as interstellar space. This issue been computationally unexplored till date. We have done 

ab initio nanoreactor dynamics (AINR) simulations by taking Urey-Miller gaseous compositions, 

representing the prebiotic earth atmosphere, containing NH3, CO, CH4, H2O, H2 species. Further, 

we have added CO2 and O2 molecules: both together, and separately in new considered mixtures, 

and observed the effects towards the formation of life building block precursors. Furthermore, we 

have performed similar reactive dynamics with taking the bare interstellar ice composition 

(CH3OH, NH3, CO, H2O) and similarly added the CO2 and O2 molecules and checked the 

outcomes from the dynamics by using high level full static quantum chemical studies with 

density functional theory (DFT) and thus obtained all the barriers (ΔG#) for the reactions 

involved in these processes, as well as the energies (ΔG) of the reactions.  

6.2 Computational Methods: 

6.2.1 Ab Initio Molecular Dynamics (AIMD) Simulations. The TeraChem 1.936-42 software 

package has been employed for performing AIMD simulations. In order to calculate the 

Born−Oppenheimer potential energy surface Hartree−Fock (HF)43, the electronic wave function 

and the 3-21g(d)44 Gaussian basis set has been employed. This method has been implemented in 

TeraChem by Todd Martinez and co-workers. This approach was deemed acceptable because the 
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HF method is well-known for predicting chemically reasonable structures.45 Also, it should be 

noted that HF was not employed to determine the thermodynamics and reaction rates of the 

reactions: its only role was in the discovery process. This was also the approach employed by 

Martinez and co-workers in their original AINR paper (employing HF/3-21g), where they 

replicated the results obtained from the Urey−Miller experiment, as well as from the interaction 

of acetylene molecules. The similar method (HF/3-21g(d)) was also employed by us in our 

previous report on reaction pathways leading to the formation of precursors of RNA and sugars.46 

 The results were obtained from the AINR simulations by varying the composition of the 

gaseous mixture of Urey-Miller, interstellar ice analogues, as well as hydrothermal vent 

compositions. The systems were constrained in a spherical boundary of r1 and r2 radii (please see 

Chapter 4, Section 4.2.2 for details regarding AINR spherical boundary conditions) depending 

upon the number of molecules of various gaseous mixture taken within the spherical volume of 

AINR, so that the atoms resided in a space that alternated between the volumes created by these 

two radii, and collided with each other. Each AINR dynamics was evolved upto ~1ns, with a time 

step of 0.5 fs. 

For Newton’s equations of motion, Langevin dynamics has been employed with an 

equilibrium temperature of 2000.0 K (also the simulations starting temperature). We have used 

this high temperature in order to increase the average kinetic energy of the reactants and for faster 

dynamics, allowing the overcoming of noncovalent interactions without the breaking of covalent 

bonds. The nanoreactor simulations employ a piston to accelerate the reaction rate. We have 

employed the augmented direct inversion in the iterative subspace (ADIIS) algorithm47 available 

in TeraChem as an alternative tool for self-consistent field calculations at each AIMD step in 

which the default DIIS algorithm48 failed to converge. Spherical boundary conditions were 

applied to prevent the molecules from flying away, a phenomenon known as the “evaporation” 

event. 

 The mechanistic pathways obtained from the AINR simulations were then analyzed to 

determine the reaction free energy (ΔG) and energy barriers (ΔG#). We have done the minimum 

energy pathway (MEP) search by full quantum mechanical calculations, including zero point 

energy, internal energy, and entropic contributions, with the temperature taken to be 298.15 K. 

All the calculations for the structures reported have been done using density functional theory 
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(DFT). Geometry optimizations and transition state search calculations were carried out with the 

Turbomole 7.0 software package49 using the TZVP basis set50 and the B3LYP three parameter 

hybrid density functional.51 Dispersion corrections (D3) were included in all the calculations. 

Solvent corrections were included with the dielectric continuum solvent model COSMO52 with ε 

= 80.0. 

6.3 Results and Discussions 

The approach of AINR makes use of collisions between the molecules of the Urey-Miller 

gaseous mixture (CH4, CO, H2, NH3, H2O), as well as the interstellar ice composition (NH3, CO, 

CH3OH, H2O and small amounts of CO2) which affords the energy required to overcome the 

activation barriers for each of the elementary steps of the complete reaction network. The 

simulations have been done on systems having nearly homogeneously mixed 7CH4, 7CO, 7H2, 

7NH3 and 7H2O molecules as the starting reactants in case of Urey-Miller simulation, previously 

done by Wang et al.2 12NH3, 7CO, 7CH3OH and 7H2O molecules were taken together for the 

interstellar ice matrix simulation, and the systems were followed in the AINR for ~1.0 ns. 

Collisions between the molecules gave rise to the formation of new molecules. It should be 

pointed out that the homogeneous mixtures that were taken for the Urey-Miller and interstellar 

ice simulations do not represent the exact ratios of the gaseous mixtures present in the primitive 

Earth atmosphere or interstellar ice. The reason for taking such mixtures was to maximize the 

possibility of collisions between the molecules in the AINR. This would increase the probability 

of obtaining different products during the simulations. The aim of the AINR simulations was to 

discovering new species or mechanistic pathways for the formation of important life building 

units. In the next sections we have discussed the results that have been obtained by the AINR 

approach. 

6.3.1 Effect of oxygen rich atmosphere towards Urey-Miller gaseous mixture: Our goal is to 

check the formation of important precursors of RNA and proteins through the series of AINR 

dynamics. Here we have especially focused on the formation of gycine (protein precursor),  

glycoaldehyde (two carbon sugar) and cyanamide (RNA precursors). The reason behind the 

choice of these three precursor molecules is to distinguish between nitrogenous and oxygenous 

chemistry. There is a clear structural difference among these molecules, where glycoaldehyde 

and cyanamide contain only oxygens and nitrogens as heteroatoms respectively. On the other 
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hand, glycine contains both the heteroatoms. During the progression of the simulation with the 

bare Urey-Miller mixture, we have observed that all the above mentioned precursor molecules 

have formed in different periods of time (in ps). Furthermore, we have performed a series of 

simulations where we have included  molecular oxygen and carbon dioxide individually, as well 

as together, into the Urey-Miller mixture (shown in Table 6.1). Interestingly, it has been observed 

that there was no formation of glycoaldehyde and glycine in the presence of molecular oxygen 

but only nitrogen heteroatom containing cyanamides were formed. It is also to be noted that in 

the AINR dynamics (shown in Table 6.1) we have kept the Urey-Miller composition fixed and 

varied  the molecular oxygen amount, as well as considered cases where we have varied both at 

the same time. 

 

Table 6.1: Addition of O
2
 & CO

2
 in the  Urey-Miller Gaseous Mixture 

 

 

6.3.2 Following a specific reaction formation of glycine and glycoaldehyde. The utilization of 

the nanoreactor produces as a yield a wide range of pathways to new species from the beginning 

reactants. In a large portion of the reaction network, formaldehyde, formaldimine and formic acid 

were formed as intermediates. This indicates that these species were the key intermediates in the 
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transition to the formation of desired life building units, as also has been pointed out by 

experimentalists.53-59 Apart from this, a lot of diverse organic species were also observed to have 

formed during the simulations. The pathways described here (shown in figure 6.1) are the 

feasible ones towards the formation of glycine and glycoaldehyde - the major precursors of 

protein and RNA respectively. Here, glycine was formed (Figure 6.1 A) starting from the reaction 

between CO and H2O, leading to the formation of formic acid, which further hydrogenated to 

methanediol. Dehydration of methanediol led to the formation of the very important prebiotic 

intermediate formaldehyde. During this pathway, formaldehyde reacts with ammonia, leading to 

the formation of aminomethanol, which is another key intermediate and also a precursor to 

formaldimine, reacting directly with CO to yield glycine. This pathway reveals that CO is 

currently considered to be toxic for human life, but played a key role towards the formation of 

important life building units.  

 Here, we have shown a new mechanistic pathway for sugar formation (Figure 6.1 B) 

through an AINR study where aminomethanol reacted with formaldehyde, leading to the 

formation of an intermediate species. Further deammoniation yielded glycoaldehyde. 

 

                 

 

 

 

                                        

                         (A)                                                                                      (B) 

Figure 6.1 (A) Pathway for the formation of glycine during the ab initio nanoreactor (AINR) 

dynamics. (B) Pathway for the formation of glycoaldehyde during the AINR dynamics. The 

reaction energies (ΔG) are shown in green and the activation barriers (ΔG#) are shown in blue, 

calculated at the B3LYP-D3/TZVP+COSMO (ε=80.0) level of theory with DFT. All the energies 

are in kcal/mol. 
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6.3.3 Effect of an Oxygen Rich Mixture in Interstellar Ice 

In the previous section, we have discussed about the effect of the inclusion of oxygen into 

the Urey-Miller mixture.  Now, we will discuss the effect of an oxidizing atmosphere in the 

interstellar space ice mixture. The interstellar space ice analogues consist of very simple and 

small molecules including NH3, H2O, CO, CH3OH and a little CO2. Previous experiments60-62 

have shown that by taking different ratios of interstellar ice forming molecules and irradiating 

them with ultraviolet photons, scientists have successfully synthesized different life building 

block precursors such as amino acids, sugars and nucleic acid bases. In our current computational 

study with the aid of AINR, we have not only shown the effect of an oxygen rich atmosphere 

towards the formation of RNA and protein precursors, but also shown some feasible mechanistic 

pathways for the formation of glycoaldehyde, which has not been explored yet. During the AINR 

dynamics with a bare interstellar ice analogues composition (NH3, CO, CH3OH, H2O or  NH3, 

CO, CH3OH, H2O, CO2 ), we have observed the formation of three of the desired precursors 

(glycine , glycoaldehyde and cyanamide) to RNA and proteins (shown in Table 6.2).  

Table 6.2: Addition of O
2
 & CO

2
 Towards  Interstellar Gaseous Mixture 

 

 

 

 

 

 

 

 

 Now, when we have added the molecular oxygen into the bare interstellar ice mixture 

composition, similar results were observed like in the Urey-Miller case where there was no 

formation of glycine and glycoaldehyde but only cynanamide was formed throughout the AINR 
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trajectories. In all the cases, we have taken an almost homogeneous mixture of bare interstellar 

ice components and varied the oxygen amounts in the initial reactants mixture and allow them for 

AINR dynamics. It has been clear from the dynamics that oxygen inhibits the formation of 

precursors molecules where both oxygen and nitrogen heteroatoms are present or only oxygen is 

present. If one looks at the structure of the target species, in the case of glycine, glycoaldehyde 

and cyanamide, the source of oxygen is from water or methanol or carbon monoxide or carbon 

dioxide but on the other hand, the sole source of nitrogen is from NH3. Now, due to the inclusion 

of oxygen molecules into the interstellar ice mixture, the concentration of oxygen percentage 

increases, which inhibits the formation of the actual target species (glycine and glycoaldehyde) 

and forms, instead, some unwanted side products. Due to the very complex reaction network in 

the presence of oxygen molecules in our current scope, we could not properly track the reaction 

pathways for the inhibition of the product formation. 

 During the AINR simulation with a bare interstellar ice composition, we have found a 

feasible pathway for the formation of two carbon sugars: glycoaldehyde (shown in Figure 6.2). 

The reaction between methanol and CO2 leads to the formation of glycolic acid, which further 

hydrogenates. Subsequent dehydration yields glocoaldehyde. The calculated activation barriers 

are thermally accessible under prebiotic conditions. 

 

 

 

 

 

 

Figure 6.2 Pathway for the formation of sugar during the ab initio nanoreactor dynamics. The 

reaction energies (ΔG) are shown in green and the activation barriers (ΔG#) are shown in blue, 

calculated at the B3LYP-D3/TZVP+COSMO (ε=80.0) level of theory with DFT. All the energies 

are in kcal/mol. 
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6.4 Conclusions 

The current work shows the effect of oxygen rich atmosphere towards the formation of 

some important precursor molecules of RNA and proteins in the primitive earth atmosphere, as 

well as in interstellar ice analogues.. Taking advantage of the recently developed AINR method,45 

which has allowed us to discover new reaction pathways without any predefined reaction 

coordinate, we have found that the oxidizing atmosphere hindered the formation of  

glycoladehyde and glycine, the RNA and protein precursors in the case of prebiotic earth and 

interstellar space. But there is no such effect in the case of cyanamide formation. These results 

strongly indicate that the biomolecules had formed in the comparatively toxic atmosphere when 

there was no oxygen; rather the atmosphere was more CO rich. Apart from this, we have also 

shown the thermally feasible pathways for the formation of glycine and glycoaldehyde. We can 

extend our study in the future to check the direct involvement of molecular oxygen towards the 

inhibition of sugar and glycine formation by a complete and accurate mechanistic study. 
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Chapter 7  

Summary and Future Outlook 

 

7.1 Focus of this Thesis 

Studies in the areas of cosmology,1-3 prebiotic chemistry4-10 and interstellar space chemistry11-

13 have been carried out to understand the chemical evolution of life on the primitive Earth, as 

well as the evolution of small molecules after the Big Bang.14 In this thesis work, by employing 

state-of–the-art computational methods, especially ab initio molecular dynamics (AIMD), with 

the nanoreactor approach and quantum chemical calculations with RICC2, RIMP2 and DFT, 

attempts have been made to explore some unsolved questions in the area of cosmology and 

prebiotic chemistry. We have concentrated on this area of research not only because of the 

general interest but also to explore or discover new chemistry through computational means, 

because there are several questions that have not been completely answered. Hence, in this thesis, 

three critical areas where messy chemistry could play an important role: a) cosmology,
 

b) 

prebiotic chemistry and c) interstellar space chemistry, have been demonstrated., The results can 

be summarized as follows:  

(i) Ab initio nanoreactor dynamics followed by QM calculations have been performed to 

shed light on the cosmological appearance of HeH+ and H3
+. To study the effect of the 

ionized atmosphere in the early universe, we have performed simulations on systems 

containing atoms/ions of helium and hydrogen, and have obtained reaction profiles by 

varying their mixture ratio and the total charge of the system. Our calculations show 

that HeH+ is certainly the initial molecule to be formed, and thereafter, some fleeting 

intermediates such as He2H
+, HeH2

+, H2
+, and Hen

2+ (n=2-5) are formed, with the 

moderately stable H3
+ and H2 finally being created in the AINR spherical vessel.  

(ii) Later, we have studied the formation of life building blocks through thermal collisions 

between HCN and H2O. Quantum chemical calculations with reactive AIMD 

simulations have been performed to explore the chemistry behind the origin of life on 
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the early earth. Our studies reveal that, even under a certain number of constraints 

present on the early earth, the thermal interaction between two small molecules: HCN, 

the source of carbon and nitrogen, and H2O, the source of oxygen, was enough to 

create the precursor molecules to RNA and proteins. Through the aid of ab initio 

nanoreactor (AINR) dynamics, we have shown that cyanamide, glocoaldehyde, 

glycine, an oxazole derivative and many more important small organic molecules 

could have been formed in a “single pot” reaction. 

(iii) Furthermore, the AINR has also been instrumental in finding the thermodynamics and 

kinetics of each elementary step in the entire reaction network when HCN and H2O 

are interacted together. In order to study the mechanistic pathways, we have done full 

QM calculations with the aid of RI-CC2, RI-MP2 and DFT methods. The calculated 

pathways have been found to be feasible under the prebiotic conditions. The activation 

energy barrier for each of the elementary steps has been calculated to be ~40.0 

kcal/mol, which would have been achievable around the near boiling temperature of 

water in the prebiotic oceans and also would have been possible without needing 

metal catalysts.  

(iv) Finally, we have studied the effect of an oxidizing atmosphere towards the formation 

of different precursor molecules of life’s building units in the prebiotic earth 

atmosphere, as well as in interstellar space. For studying such chemistry we have 

performed a series of AINR dynamics by taking the Urey-Miller gaseous composition 

(NH3, CO, CH4, H2, H2O) and the interstellar ice matrix compostion (NH3, CH3OH, 

H2O, CO, very little CO2); in order to mimic the early earth and interstellar space 

atmospheric conditions respectively. During the simulations, several of life’s building 

units were seen to have formed. Furthermore, we have introduced molecular oxygen 

and carbon dioxide into the mixture of both Urey-Miller and interstellar ice 

compositions, in order to do the AINR dynamics and have analyzed the simulation 

trajectories to check the formation of the precursors towards RNA and proteins. 

Furthermore, full QM calculation have been performed to check the mechanistic 

pathways. Interestingly our results suggest that an oxygen rich atmosphere would 

have inhibted the formation of the precursors molecules (glycoaldehyde, glycine) of 

life’s building blocks. 
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Figure 7.1 Representation of the research work presented in the thesis.  
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7.2 Computational Methods  

All the nanoreactor AIMD simulations were performed with the TeraChem 1.9 software 

package.15-16 The Born−Oppenheimer potential energy surface was calculated using the 

Hartree−Fock (HF) electronic wave function and the 3-21g(d) Gaussian basis set, for solving 

cosmology, prebiotic chemistry and interstellar chemistry problems. The AINR boundary 

conditions, the temperature for the dynamics, the ratio of the reaction mixtures taken and other 

parameters in the molecular dynamics simulations have been discussed in the Computational 

Details section of each chapter. The calculations with DFT have been performed using the 

Turbomole 7.0 suites of programs.17 The geometry optimizations have been done with the 

B3LYP three parameter hybrid density functional and TZVP basis set in the case of prebiotic 

chemistry and interstellar chemistry. Dispersion corrections (D3) and solvent corrections 

(COSMO) have been included. Furthermore, in order to make our data more reliable and also to 

refine the energies, the single point energy calculation of all the transition states and connecting 

reactants, intermediates and products for HCN and water chemistry have been then done further 

at the RI-CC2/TZVP+COSMO (ε=80.0) and RI-MP2/TZVP+COSMO(ε=80.0) levels of theory. 

Furthermore, we have also done the calculations for prebiotic chemistry with the M06-2X hybrid 

functional and the 6-311++g(d,p) basis set by employing the Gaussian09 software package.18  

7.3 Future Aspects  

Insights achieved from the work represented in this thesis shed light on critical areas of research 

and are also likely to boost experimentalists for designing or modeling systems based on 

prebiotic or interstellar environments. The proposed mechanistic pathways towards the formation 

of different life building units and HeH+ chemistry can lead experimentalists into studies of 

catalyst free reactions, as well as simplify the reaction optimization conditions. Therefore, the 

work introduced in this thesis is a significant step forward in the area of catalyst free prebiotic 

chemistry, cosmology and interstellar space chemistry. Furthermore, we can extend our research 

areas to solve several interesting problems in the near future. Some future aspects of this thesis 

work are summarized below.   

7.3.1 Insights into dissociative electron recombination study on HeH+ in presence of 

electric and magnetic field 
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The way the universe, and all the elements, came into being is one of the fascinating 

questions of science. Attempts to answer this question has led to the Big Bang theory. The low 

mass particles recombined in reverse order of their ionization potential during the Big Bang 

nucleosynthesis. Before the recombination of hydrogen, He2+ and He+ joined first with free 

electrons due to their higher ionization potential. Around that point, in this low-density climate, 

the universe's first molecular bond formed between neutral helium particles with protons by the 

radiative association process in the HeH+,   

(He + H+ → HeH+ + hν).  

Recently in space, HeH+ has been detected and it is thought to be the first formed 

molecule in the early universe. By using a cryogenic ion storage ring combined with an electron 

beam, Novotny et al. have proposed19 rotational state-specific rate coefficients for the  

dissociation of HeH+. They have found a significant decrease in dissociation rate at the lowest 

rotation level of HeH+. 

 As a computational chemist, we can tackle this experimental finding from a 

quantum chemical perspective. To do this, we have to model an electron (not a simple task) and 

perform AIMD simulations with HeH+. Also, we can see the effect towards the dissociation of 

HeH+ molecule upon application of an external electric and magnetic field. The outcome of the 

simulation trajectory might provide some insights in this area. 

7.3.2 Methane or hydrocarbon based origin of life on Titan 

 

 The atmosphere of Titan is the layer of gases encompassing this biggest moon of Saturn. 

Titan's lower environment is fundamentally made up of nitrogen (94.2%), methane (5.65%), and 

hydrogen (0.099%). Apart from these gases, different hydrocarbons, such as ethane, acetylene, 

diacetylene, propane, methylacetylene, PAHs are also present. Moreover different gases such as 

carbon dioxide, hydrogen cyanide, cyanoacetylene, carbon monoxide, acetonitrile, argon, and 

helium are also present. However, there is no water on Titan. Very recently NASA’s researchers 

could identify a molecule, known to be cyclopropenylidene or C3H2, in Titan's climate that has 

never been identified in some other atmosphere. Researchers think that this basic carbon-based 
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molecule might be an antecedent to more unpredictable mixtures that could be the basis of 

conceivable life on Titan.  

 Therefore, unlike the prebiotic earth, we can assume that in Titan there is a sea of 

hydrocarbon. However, the hazy atmosphere of the Titan (red surface) would have made it 

difficult for high-energy photons to reach the Titan surface. So photochemistry is not possible 

under this condition. High-pressure conditions (surface pressure of Titan is 50% higher than 

Earth) is important under this scenario. 

 It might be possible the molecules present on Titan’s surface could be the same ones that 

formed the building blocks of life on Earth. Also, scientists suspect that around 3.8 billion years 

ago, earth’s atmosphere  could have been similar to that on Titan today. A computational strategy 

involving using reactive molecular dynamics (high pressure molecular dynamics, shockwave 

MD, nanoreactor dynamics) can shed light on what potential building blocks towards an 

extraterrestrial form of life could exist on Titan. One can then speculate on hydrocarbon based 

forms of life on Titan and Titan-like bodies in the universe 
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ABSTRACT: The seminal Urey−Miller experiments showed
that molecules crucial to life such as HCN could have formed
in the reducing atmosphere of the Hadean Earth and then
dissolved in the oceans. Subsequent proponents of the “RNA
World” hypothesis have shown aqueous HCN to be the
starting point for the formation of the precursors of RNA and
proteins. However, the conditions of early Earth suggest that
aqueous HCN would have had to react under a significant number of constraints. Therefore, given the limiting conditions,
could RNA and protein precursors still have formed from aqueous HCN? If so, what mechanistic routes would have been
followed? The current computational study, with the aid of the ab initio nanoreactor (AINR), a powerful new tool in
computational chemistry, addresses these crucial questions. Gratifyingly, not only do the results from the AINR approach show
that aqueous HCN could indeed have been the source of RNA and protein precursors, but they also indicate that just the
interaction of HCN with water would have sufficed to begin a series of reactions leading to the precursors. The current work
therefore provides important missing links in the story of prebiotic chemistry and charts the road from aqueous HCN to the
precursors of RNA and proteins.

■ INTRODUCTION
How life originated1−13 on Earth is one of the most
fundamental questions of science, and has generated
considerable interest. Research and discussion has resulted in
two principal positions that are held today: the “RNA World”
hypothesis14−19 and the “metabolism-first” principle.20−23

According to the RNA World hypothesis, life on Earth
originated from the self-replicating molecules of ribonucleic
acid (RNA),24−26 which is the polymeric form of activated
ribonucleotides.27−29 The metabolism-first principle argues, on
the other hand, that simple metal catalysts were present in the
water in early Earth and aided in creating a soup of organic
building blocks that subsequently formed the biomolecules
necessary for life. The RNA World hypothesis has gained
increased acceptance in recent times, with several experimental
studies26−28,30−35 indicating how hydrogen cyanide (HCN),
known to exist on prebiotic Earth, could have been the starting
point of many synthetic routes leading to the formation of
RNA and protein precursors (see Figure 1A).
However, questions remain as to how HCN could have

actually functioned in prebiotic conditions. As the famous
Urey−Miller experiments have shown, HCN would have
formed in the reducing atmosphere that existed during
prebiotic times,36 after which it would have condensed into
the oceans.13,37 HCN has a low boiling point, but at high pH
(8−10), it is possible for it to exist in aqueous solution, even if
the temperature of the water is 80.0−100.0 °C. However, since
the hazy atmosphere38 of the Hadean Earth would have made
it difficult for high-energy photons to reach the Earth’s surface
(much like the red surface of Titan today, because of a similar

haziness in the atmosphere), a lot of the reactions shown in
Figure 1, which depend upon photochemistry or an electric
spark, may not have been possible for aqueous HCN. Hence,
the more plausible alternative would have been thermochem-
istry. It is possible that temperatures at the surface of the water
bodies of early Earth (3.5−4.0 billion years ago) would have
been about 80.0−100.0 °C,39 which suggest favorable
conditions for thermochemistry, but if thermochemistry
predominated in the oceans of early Earth, it could be argued
that hydrolysis would have taken precedence over the
polymerization of HCN. This is because HCN polymerization
would have had to begin with HCN dimerization and the
subsequent reaction of the product with more HCN molecules.
In other words, the polymerization of HCN would have
required a series of second-order reactions in HCN, while the
competing hydrolysis of HCN would have simply required the
HCN collision with the surrounding solvent water molecules.
Indeed, previous studies34,40 have shown that in dilute aqueous
concentrations of HCN, hydrolysis is favored over oligome-
rization.
Then, there is also the issue of too-high temperatures:

experiments have shown41,42 that at temperatures above 100.0
°C, decomposition of the formed RNA and protein precursors
would occur. Therefore, the reactions would have had to
happen around 100.0 °C,43,44 which indicates that the barriers
(ΔG values) of the reactions of monomeric HCN in water
could have only been about 40.0 kcal/mol: previous computa-
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tional studies45−49 have shown that chemical reactions
occurring at temperatures of around 100.0 °C have barriers
in the region of 40.0 kcal/mol. Barriers higher than 40.0 kcal/
mol would have led to much slower reactions (or no reactions)
at 100.0 °C. Slower reactions may be possible at higher
barriers, but this would lead to the possibility of other side
reactions also becoming competitive and causing significant
reduction in the formation of desired products.
Hence, for the RNA World hypothesis to be true, there are

several constraints that have to be kept in mind: (i) thermal,
not photochemical conditions, (ii) reactions where monomeric
and not polymeric HCN would predominate, (iii) without
mediation from metal catalysts, (iv) at temperatures not
exceeding 100.0 °C, and (v) having reactions with free energy
barriers not exceeding 40.0 kcal/mol. To this list, one could
add (vi) the need to avoid chemical processes involving the
protonation of substrates, since HCN, with a pKa of 9.31, is a
weak acid and would have largely remained in undissociated
form in solution. The protonation of water would also have
been suppressed since the pH of water has been estimated to
be between 8.0 and 9.0 in prebiotic times at the surface of the
ocean.
This list of conditions appears formidable and leads to the

important question: could life have begun under these
circumstances? This current work attempts to answer this
question, through the agency of the ab initio nanoreactor
(AINR).
The AINR method, recently developed,50 allows one to

obtain reaction pathways and products without controlling the
chemical system in any way.51,52 This represents a major shift
in what one can do with computational chemistry, because,
using the AINR, one can now discover new reactions,
completely independent of experimental input. This was
demonstrated by Martinez and co-workers50 when they
found entirely plausible, new pathways for the formation of
amino acids, from a computational re-enactment of the Urey−
Miller experiment.53 In the current work, we have conducted
full quantum mechanical molecular dynamics (MD) simu-
lations on systems employing the AINR approach on systems

containing a mixture of molecules of HCN and H2O. The goal
has been to follow the chemical reactions that can occur
through collisions between the molecules and observe what
new species are formed as a result. In short, our objective has
been to perform the equivalent of an experimental study while
satisfying the conditions outlined in (i−vi) above. Remarkably,
we have found, as will be shown in the Results and Discussion,
that just the interaction of HCN and H2O was sufficient to
eventually lead to the formation of the experimentally reported
precursor molecules to RNA and proteins:cyana-
mide,27,30−32,54,55 glycolaldehyde,27,30,31,56−61 an oxazole de-
rivative,27,62,63 and the amino acid glycine36,53,64−68 (as shown
in Figure 1B). Furthermore, analysis of the data allowed us to
determine the mechanistic pathways by which HCN and H2O
reacted together to yield intermediates and, eventually, the
RNA and protein precursors. We subsequently subjected these
pathways to a full static quantum chemical study with density
functional theory (DFT) and thus obtained all the barriers
(ΔG#) for the reactions involved in these processes, as well as
the energies (ΔG) of the reactions. As will be discussed in the
Results and Discussion, this has led to results that not only
reveal interesting pathways for the formation of the precursor
molecules beginning from aqueous HCN but also indicate that
these mechanistic routes would have been thermodynamically
and kinetically feasible.

■ RESULTS AND DISCUSSION
The AINR approach makes use of collisions between the
molecules of HCN and H2O, and this provides the energy
required to cross the activation barriers for each of the
elementary steps of the reactions. The simulations have been
done on systems having nearly homogeneously mixed HCN
and H2O molecules as the starting reactants. Sixteen H2O and
15 HCN molecules were taken together, and the system was
allowed to evolve for 750 ps. For more details, please see the
Computational Methods section. Collisions between the
molecules gave rise to new species. It should be noted that
homogeneous mixtures of HCN and H2O do not represent the
exact ratios of HCN and H2O present in a localized region of

Figure 1. (A) Previously synthesized RNA and protein precursors (amino acids, cyanoacetylene, cyanamide, glycoaldehyde, and 2-amino-oxazole).
(B) The ab initio nanoreactor (AINR) approach, yielding RNA and protein precursors, beginning from only two different reacting molecules, HCN
and H2O, obtained in “one-pot”, under the same reaction conditions.
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the early Earth oceans or hydrothermal vents. The reason such
mixtures were employed was to maximize the possibility of
interactions between HCN and H2O in the AINR. This would
increase the probability of obtaining different products during
the simulations. The goal of the AINR simulations was to
obtain mechanistic pathways for the formation of different
RNA and protein precursors beginning from HCN and H2O,
pathways that could then be studied carefully with a static DFT
and QM approach to ascertain their feasibility. Studying
homogeneous mixtures of HCN and H2O afforded the best
possibility of realizing this goal.
Figure 2 below illustrates how a system starting with a

mixture of HCN and H2O molecules evolves with time. An

mp4 file (Supporting Information, Movie S1) of a movie made
of a part of an AINR simulation is included in the Supporting
Information.
The AINR approach thus leads to the discovery of new

species from the starting compounds, and the analysis of the
data through the connectivity graph (shown in Figure S1,
Supporting Information) allows the exploration of new
mechanistic pathways. The next section discusses the results
that have been obtained by this approach.
Analysis of the Reaction Pathways Leading to the

Formation of Specific Compounds. Formation of the
Protein Precursor: Glycine. The use of the nanoreactor
produces as an output many different pathways to new species
from the starting reactants. In most of the pathways,
formaldehyde 3, urea 26, formaldimine 2, and glycolonitrile
4 were seen to be formed as intermediates. This suggests that
these species were the key intermediates en route to the
formation of the target molecules, as has also been noted by
experimentalists.29,30,35,60,63,69,70 Apart from this, a lot of
diverse organic species were also observed to have formed
during the simulations (Figure S2). Moreover, small molecules
such as CO 13, CO2 11, and H2 were produced (Figure 3),
and these were seen to take part in the synthesis of
comparatively larger organic molecules. Figure 3 below
describes how the relevant intermediates formic acid, CO,
and CO2 are formed from HCN and H2O, leading from HCN,
1, through the intermediate species 7, formamide 8, formic
acid 9, to carbon monoxide, CO, 13. The complete free energy
profile is shown in Figure S3, Supporting Information.
Figure 3 shows that species such as ammonia and

dihydrogen were created in the AINR from the interaction
between the HCN and water, and they turned out to be
important substrates in subsequent reactions. This is
interesting because it suggests that HCN and water would

have created all the necessary reactants in subsequent steps.
However, it could be argued that since the concentration of
HCN would have been low such species would have been
formed in low concentrations as well, which would have
further reduced the yield of the subsequent products. The
counter argument to this is that ammonia and other reactant
species were also present separately in the oceans at that time
because the protective haze of the Titan-like atmosphere
would have prevented the photochemical degradation through
UV of molecules such as ammonia in the atmosphere, and such
molecules could have dissolved separately in the oceans as well
and could be thus available for the reactions shown later in
Figure 4.
Now, as we continue along this path, we find that important

intermediate species: formaldehyde 3 and formaldimine 2 are
formed during glycine 23 synthesis via several elementary steps
(see Figure 4A and energy profile in Figure S5). These
intermediates lead to the formation of glycine 23, the precursor
to proteins. A perusal of the three most feasible pathways
found for glycine formation (two are shown in Figure 4B and
one in Figure S7, Supporting Information) shows that 2 is
present as an intermediate in all the cases. All the pathways are
seen to proceed via stepwise elementary reaction steps. In one
of the pathways, 2 reacts with hydrogen cyanide 1 to produce
20, which, through further stepwise hydrolysis, leads to 23.
This is the well-known Strecker synthesis pathway.64 That the
AINR finds the same is gratifying and can serve as a validation
for the computational approach. What is also satisfying is that
the pathway does not involve protonation, which therefore
agrees with condition (vi), mentioned earlier. We do note,
though, that the AINR has also found another pathway,

Figure 2. Snapshots of AINR simulations. (A) the beginning, 0.0 ps:
only HCN and H2O present. (B) after 100 ps, glycine (blue surface)
has formed, along with molecules such as isocyanic acid (pale yellow
surface). (C) after 250 ps: glycoaldehyde (green surface) and
cyanamide (orange surface) have formed, along with other oligomeric
species. Color scheme: oxygen: red, carbon: teal, hydrogen: gray and
nitrogen: blue.

Figure 3. Sequence of elementary reaction steps derived from the
AINR: the formation of HCOOH, CO2, and CO starting from HCN
and H2O. Molecules labeled “cat.”, shown in brown, participate
catalytically as proton shuttles. Values have been calculated at the
B3LYP-D3/TZVP+COSMO(ε = 80.0)//RI-CC2/TZVP+COSMO-
(ε = 80.0) and the B3LYP-D3/TZVP+ COSMO(ε = 80.0)//RI-
MP2/TZVP+COSMO(ε = 80.0) (values shown in parentheses)
levels of theory in kcal/mol.

ACS Central Science Research Article

DOI: 10.1021/acscentsci.9b00520
ACS Cent. Sci. 2019, 5, 1532−1540

1534

http://pubs.acs.org/doi/suppl/10.1021/acscentsci.9b00520/suppl_file/oc9b00520_si_002.mp4
http://pubs.acs.org/doi/suppl/10.1021/acscentsci.9b00520/suppl_file/oc9b00520_si_002.mp4
http://pubs.acs.org/doi/suppl/10.1021/acscentsci.9b00520/suppl_file/oc9b00520_si_002.mp4
http://pubs.acs.org/doi/suppl/10.1021/acscentsci.9b00520/suppl_file/oc9b00520_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acscentsci.9b00520/suppl_file/oc9b00520_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acscentsci.9b00520/suppl_file/oc9b00520_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acscentsci.9b00520/suppl_file/oc9b00520_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acscentsci.9b00520/suppl_file/oc9b00520_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acscentsci.9b00520/suppl_file/oc9b00520_si_001.pdf
http://dx.doi.org/10.1021/acscentsci.9b00520


involving a trimolecular reaction between 13, 2, and water,
with a five-membered transition state, which also leads to 23
(encircled in violet in Figure 4B).
Pathways for RNA Building Units. The previous section

discussed feasible pathways for the formation of the important
protein precursor: glycine 23. In this section, we discuss how
the AINR also yields feasible pathways for the formation of
important RNA precursors such as cyanamide 29, glycoalde-
hyde (sugar) 6, and the oxazole derivative 33. The
experimental synthesis of the sugar 6, one of the most
important RNA precursors, is challenging, but several reports
have emerged recently where this has been achieved. Recently,
Sutherland and co-workers60 synthesized sugar from HCN and
H2O in the presence of a copper cyanide catalyst, through a
photoredox cycle. They proposed a mechanistic pathway for
the formation of the sugar 6 in the absence of the copper
cyanide catalyst (Figure S8A, Supporting Information),
involving two reduction steps, through which HCN 1 would
be reduced to 2 and 4 to imine 5 in the presence of an H2O
catalyst molecule. We have calculated the barriers for these two
processes (at the same level of theory as the mechanistic
pathways investigated in the current work) and found them to
be 83.2 and 85.8 kcal/mol respectively (see Figure S8B,
Supporting Information). Interestingly, the results obtained
from the current computational studies reveal a completely
different pathway for sugar formation, avoiding the reduction
steps. The feasible pathway derived from the nanoreactor for
the formation of 6, where two molecules of hydroxymethylene
carbene 17, the formation of which was discussed in the
previous section (see Figure 4A), dimerize with a low barrier to
form 24, which further tautomerizes and leads to the formation
of 6 (encircled in violet in Figure 4B). This pathway is found
to be facile, with reduction not involved in any of the steps,
with the slowest step seen to be ∼37.0 kcal/mol, which is

considerably lower (by more than 40.0 kcal/mol) than the
barriers for the pathways (83.2 and 85.8 kcal/mol) that have
been proposed in the literature.60 The implication of this is
that the process of forming sugar 6 would not have needed the
presence and intervention of metal catalysts but would have
been possible under thermal conditions, at temperatures of
80.0−100.0 °C. For other pathways, please see Figure S9,
Supporting Information.
It is also interesting to note that Schreiner’s group has

recently reported70 that carbene 17 is the intermediate en
route to the formation of 6. The fact that the AINR discovers
the same intermediate, carbene 17, to be important for the
formation of 6 as this recent, independent, experimental study
by Schreiner and co-workers is quite remarkable. We note,
however, that the pathway that has been proposed for the
transformation of 17 to 6 in the absence of solvent and base by
Schreiner and co-workers (shown in Figure S10, Supporting
Information) is different from the one that we have discussed
here. Since both the solvent and the base are relevant in our
simulations (and in early Earth), it is quite likely that the facile
pathways reported here transforming 17 to 6 represent avenues
by which this important RNA precursor was formed in
prebiotic Earth.
Cyanamide 29, another precursor of RNA, is formed via two

important intermediate species isocyanic acid 28, or urea 26.
28 reacts with ammonia in the presence of H2O as a proton
shuttling catalyst to produce 27, which is further dehydrated in
the presence of an NH3 molecule acting as a catalyst, leading to
the formation of 29 (shown in Figure 5 and the energy profile
in Figure S12). There are several other possible pathways for
the formation of 28, which have been discussed in Figure S13,
Supporting Information.
During the nanoreactor simulations, apart from simple and

complex acyclic organic compounds, numerous cyclic com-

Figure 4. (A) The sequence of elementary reaction steps derived from the AINR: the formation of formaldehyde, formaldimine, glycolonitrile, and
aminoacetonitrile. (B) The formation of the target species: glycine and sugar. The values are in kcal/mol.
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pounds such as oxazole, imidazole, as well as isoxazole
derivatives were also seen to have formed (see Figure S14,
Supporting Information). Among these heterocyclic com-
pounds, oxazole derivatives are among the more important,
because 2-amino-oxazole is known to be an important
precursor for RNA synthesis.27,62,63 In our current work, we
have shown a very feasible pathway for the formation of one of
the oxazole derivatives 33 (encircled in violet in Figure 5)
which is formed during the reaction between 8 with 4 (shown
in Figure 5, with the energy profile in Figure S5, Supporting
Information). For more information on the formation of cyclic
products, please see Figures S7 and S15, Supporting
Information.
Implications of the Current Work. HCN, as has been

noted in the literature, may have occupied a “unique position
in terrestrial pre-biological chemistry”.40 The current work
shows that just the interaction between HCN and water as the
starting reactants would have been sufficient to eventually lead
to the precursors of RNA and proteins. This is significant
because it shows that the reactions could have happened

ubiquitously in the water bodies all over the Earth. What is also
important is that all the conditions specified as (i−vi) earlier
were adhered to during the simulations.
There are, however, important questions that need to be

addressed. First, there is the issue of low concentrations of
HCN in water in early Earth conditions, which would have
reduced the concentration of the subsequently formed RNA
and protein precursors. A resolution to this problem is
suggested by a recent molecular dynamics report which
indicates that in dilute systems the HCN concentration is an
order of magnitude larger in the surface layer than in the bulk
liquid phase.71 Such HCN concentration effects at the surface
of water bodies would have facilitated the chemistry described
here. Furthermore, certain hydrothermal vents at the bottom
of the ocean are in the vicinity of cold seawater, as well as ice.
Recent reports suggest that HCN could be stabilized and
concentrated at water−ice interfaces as well.72,73 Water
containing this more concentrated HCN could then have
seeped into the hydrothermal vents in the vicinity of the cold
water−ice and undergone hydrolysis at higher temperatures
inside the vents.
The other issue is with regard to the eventual products of

the HCN hydrolysis. Our results show that the formation of
precursor molecules of RNA and protein would have been
feasible, but the question then is would these precursors have
been formed in sufficient concentrations to then react with
each other, in order to lead to greater complexity? One
solution that can be provided to this problem is to invoke the
idea of a “warm little pond” that had been suggested by
Charles Darwin in 1871,74 i.e., to consider shallow ponds,
lakes, estuaries, or tidal lagoons in prebiotic times that would
have had temperatures of about 100.0 °C. The reactions
discussed here could have happened in such water bodies, and
then evaporation of the water would have led to increased
concentration of the products formed. Such a scenario would
have led to greater interactions between the molecules formed,
and thus, to more complex molecules. It is also possible that
such precursors could have seeped out with water from
hydrothermal vents and been concentrated at water−ice
interfaces in the vicinity of the vents, which would then have
allowed subsequent, more complex molecules to have emerged.
Another clarification that should be made is with regard to

the specified condition (iii) in the Introduction, regarding the
need to have chemical reactions occurring without the need for
metal catalysts. This condition increases the probability of the
chemical reactions taking place all over the Earth’s oceans, and
not just in the few, select regions of the Earth where metal
based catalysts were available. However, in the regions where
metal based catalysts were available in early Earth, their
presence would have been beneficial and accelerated the
formation of the precursors for RNA and proteins.
The other salient points gleaned from the AINR studies are

as follows:

(i) As the pathways found for sugar formation (see Figure
4B) indicate, lower barriers have been obtained for
chemical conversions when an pathway alternative to
reduction was found (see the respective steps in the
reduction pathways, shown in Figure S9, Supporting
Information). This corroborates experimental observa-
tions that indicate that reduction was generally avoided
in prebiotic chemistry.75

Figure 5. Formation of the target species: cyanamide and the oxazole
derivative. The values are in kcal/mol.

ACS Central Science Research Article

DOI: 10.1021/acscentsci.9b00520
ACS Cent. Sci. 2019, 5, 1532−1540

1536

http://pubs.acs.org/doi/suppl/10.1021/acscentsci.9b00520/suppl_file/oc9b00520_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acscentsci.9b00520/suppl_file/oc9b00520_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acscentsci.9b00520/suppl_file/oc9b00520_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acscentsci.9b00520/suppl_file/oc9b00520_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acscentsci.9b00520/suppl_file/oc9b00520_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acscentsci.9b00520/suppl_file/oc9b00520_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acscentsci.9b00520/suppl_file/oc9b00520_si_001.pdf
http://pubs.acs.org/doi/suppl/10.1021/acscentsci.9b00520/suppl_file/oc9b00520_si_001.pdf
http://dx.doi.org/10.1021/acscentsci.9b00520


(ii) The formation of low valent species such as carbenes
(17, 12, 14, 15, 16, NH2COH) is an important reason
why most of the barriers for the mechanistic pathways
discovered through the AINR approach were seen to be
reasonable to low. This interesting fact echoes previous
hypotheses that low valent main group compounds are
important intermediates in mechanistic cycles.70,76,77

(iii) The AINR was seen to exploit H2O or NH3 molecules as
proton shuttling catalysts in most of the elementary
reaction steps. This, again, has relevance in the context
of recent reports,50,78,79 suggesting that a lot of biology
occurs with the mediation of H2O as a proton shuttling
catalyst. Moreover, the role of NH3 as a proton shuttling
agent has also been explored in the literature.80−83

■ CONCLUSION
The current work shows that interaction between only two
different moleculesHCN and H2Owould have been
sufficient to give rise to most of the important precursors to
RNA and proteins in prebiotic times. Taking advantage of the
recently developed AINR method,50 which has allowed us to
discover new reaction pathways, we have shown that
cyanamide, glycoladehyde, oxazole derivative, and glycine all
could have been formed from only a single carbon and
nitrogen source molecule: HCN and a single oxygen source
molecule: H2O, at temperatures of about 80.0−100.0 °C.
Pathways that were found to be feasible were seen to avoid the
reduction step, corroborating previous experimental reports.75

Most of the steps of the discovered mechanistic routes have
barriers that are low to moderate, with only a few higher
barriers of ∼40.0 kcal/mol, which suggests that the reactions
could have occurred without the mediation of metal catalysts
and through the aid of thermochemistry alone. This insight is
valuable because it helps to explain how the reactions could
have taken place in the absence of photochemical activity on
the surface of Earth’s oceans. Furthermore, the RNA and
protein precursor molecules were obtained during the
simulations in “one-pot”, i.e., during a single simulation in
the AINR.
These findings make it possible to imagine that the

molecules necessary for building larger, more complex entities
such as RNA and proteins could have existed and interacted
together in at least some of the water bodies present in early
Earth. The current work thus indicates that HCN and H2O
could have been the Adam and Eve of chemical evolutionthe
source of the precursor molecules that formed the basis of life
on Earth.

■ COMPUTATIONAL METHODS
Ab Initio Molecular Dynamics (AIMD) Simulations.

The nanoreactor AIMD simulations were performed with the
TeraChem 1.9 software package84−90 using the Hartree−Fock
(HF)91 electronic wave function and the 3-21g(d) Gaussian
basis set,92 to calculate the Born−Oppenheimer potential
energy surface. This method has been implemented in
TeraChem by Martinez and co-workers.50 This approach was
deemed acceptable because the HF method is well-known for
predicting chemically reasonable structures.93 Also, it should
be noted HF was not employed to determine barrier heights
and reaction rates: its only role was in the discovery process.
This was also the approach employed by Martinez and co-
workers in their original AINR paper (employing HF/3-21g),

where they replicated the results obtained from the Urey−
Miller experiment, as well as from the interaction of acetylene
molecules.50 We note here that we did also attempt discovery
in the AINR simulations with DFT using the B3LYP density
functional and the 3-21g(d) basis set and did find the
preliminary intermediates (formamide, formic acid, form-
aldehyde and others) through this approach as with HF/3-
21g(d). However, this was at greater computational expense
and did not appear to give different results from the HF/3-
21g(d) approach. Hence, we have limited the discovery
process to HF/3-21g(d) in the AINR simulations.
The AINR simulation results that have been discussed here

pertain to the case in which 16 H2O and 15 HCN molecules
were taken together in a spherical box of radii 10.0 and 3.5 Å
(the system alternated between the two radii, in order for the
collisions to take placesee original paper by Martinez and
co-workers50). This system was allowed to evolve for 750 ps
and generated the intermediates and reaction pathways that
have been discussed. Additionally, we have also performed
several AINR simulations where we varied different parame-
ters, such as (i) the ratio of the reactant species, (ii) the total
number of molecules taken in the simulation box, (iii) the
spherical boundary conditions, (iv) the temperature, and (v)
the total time of the AIMD simulations. The results obtained
by changing the parameters (i−v) have been discussed in the
Computational Details section in the Supporting Information.
In general, they indicate that while most of the intermediates
were discovered by varying (i) to (v), the most comprehensive
results were obtained from the simulation case described in the
manuscript: taking 16 H2O and 15 HCN molecules in a
spherical box of radii 10.0 and 3.5 Å. Moreover, for this case,
multiple simulations were also performed from the same initial
configuration and were seen to give rise to all the desired
intermediates and products (following the same mechanistic
pathways), although the time of formation of these species
during the simulations was seen to change from simulation to
simulation.
Newton’s equations of motion were calculated using

Langevin dynamics with an equilibrium temperature of
2000.0 K (also the starting temperature of the dynamics).
We have used this high temperature in order to increase the
average kinetic energy of the reactant molecules and for faster
dynamics, allowing the overcoming of noncovalent interactions
without the breaking of covalent bonds. This, too, follows the
example of the work with the AINR done by Martinez and co-
workers.50 The nanoreactor simulations employ a piston to
accelerate the reaction rate. We have employed the augmented
direct inversion in the iterative subspace (ADIIS) algorithm94

available in TeraChem as an alternative tool for self-consistent
field calculations at each AIMD step in which the default DIIS
algorithm95 failed to converge. Spherical boundary conditions
were applied to prevent the molecules from flying away, a
phenomenon known as the “evaporation” event. For further
information on the spherical boundary conditions, analysis of
simulation trajectories by NetworkX, Numpy, and Graphviz
Python libraries, please see the Supporting Information.
The mechanistic pathways obtained from the AINR

simulations were then analyzed as follows: (i) all the reactant,
intermediate, and transition state structures were optimized
with high level density functional theory (DFT) calculations,
using the Turbomole 7.0 software package at the B3LYP-D3/
TZVP+COSMO(ε = 80.0) level of theory, (ii) single point
calculations were then done at both the coupled cluster
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(RICC2) as well as the Møller−Plesset second order
perturbation (RIMP2) levels of theory in order to obtain the
electronic energies. Hence, the calculations have been done at
the B3LYP-D3/TZVP+COSMO(ε = 80.0)//RI-CC2/TZVP
+COSMO(ε = 80.0) and the B3LYP-D3/TZVP+COSMO(ε =
80.0)//RI-MP2/TZVP+COSMO(ε = 80.0) (values shown in
parentheses in the free energy profiles) levels of theory.
Further, entropic and internal energy contributions were
determined by frequency calculations at the B3LYP-D3/
TZVP+COSMO(ε = 80.0) level of theory. Volume corrections
were also included for the translational entropy term.
Moreover, in addition to these calculations done with
Turbomole 7.0, Gaussian 09 was also employed to obtain
the free energy profiles, at the B3LYP-D2/6-311++g
(d,p)+PCM(ε = 80.0) and the M06-2X/6-311++g
(d,p)+PCM(ε = 80.0) levels of theory. The free energy
profiles obtained from the Gaussian 09 calculations are
provided in the Supporting Information and were seen to be
similar to the profiles obtained by employing Turbomole 7.0.
More details of the static DFT and QM calculations, along
with all the relevant references, are provided in the Supporting
Information.
Safety Statement. No unexpected or unusually high safety
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