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ABSTRACT: Cosolvents strongly influence the solute—
solvent interactions of biomolecules in aqueous environments
and have profound effects on the stability and activity of
several proteins and enzymes. Experimental studies have
previously reported on the hydrogen-bond dynamics of water
molecules in the presence of a cosolvent, but understanding
the effects from a solute’s perspective could provide greater
insight into protein stability. Because carbonyl groups are
abundant in biomolecules, the current study used 2D IR
spectroscopy and molecular dynamics simulations to compare
the hydrogen-bond dynamics of the solute’s carbonyl group in
aqueous solution, with and without the presence of DMSO as
a cosolvent. 2D IR spectroscopy was used to quantitatively
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estimate the time scales of the hydrogen-bond dynamics of the carbonyl group in neat water and 1:1 DMSO/water solution. The
2D IR results show spectral signatures of a chemical exchange process: The presence of the cosolvent was found to lower the
hydrogen-bond exchange rate by a factor of S. The measured exchange rates were 7.50 X 10" and 1.48 X 10" s™" in neat water
and 1:1 DMSO/water, respectively. Molecular dynamics simulations predict a significantly shorter carbonyl hydrogen-bond
lifetime in neat water than in 1:1 DMSO/water and provide molecular insights into the exchange mechanism. The binding of the
cosolvent to the solute was found to be accompanied by the release of hydrogen-bonded water molecules to the bulk. The widely
different hydrogen-bond lifetimes and exchange rates with and without DMSO indicate a significant change in the ultrafast
hydrogen-bond dynamics in the presence of a cosolvent, which, in turn, might play an important role in the stability and activity

of biomolecules.

1. INTRODUCTION

The effects of cosolvents on biological systems in aqueous
solutions have gained wide attention in recent times. Addition
of a cosolvent to an aqueous protein solution changes the
properties of the biological molecule, such as protein stability,
protein solubility, and protein self-assembly. The choice of the
cosolvent to perturb the conformational equilibrium of proteins
in aqueous buffer can either prevent or favor protein
denaturation.' ™" Theoretical studies have been performed to
understand the effect of cosolvents on protein stability.”” "’
Solute—cosolvent interactions are often viewed as an exchange
process where the binding of the cosolvent is accompanied by
the release of water molecules to the bulk.”'""'> Cosolvents also
have profound effects on the activity of several enzymes.'”'*
Cosolvents act as cryoprotectants and are used for preserving
stem cells, organs, and sperms in aqueous solutions. Under-
standing the basic mechanisms of such behavior can help in
engineering desired properties of proteins and enzymes.
Because of its infinite solubility in water at room temper-
ature, dimethyl sulfoxide (DMSO) is a widely used cosolvent in
aqueous solutions. DMSO, a relatively polar molecule that is
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capable of accepting hydrogen bonds, has the ability to disrupt
the hydrogen-bonded structure of water and associate itself
with proteins, nucleic acids, carbohydrates, and ionic
substances. As a cosolvent, DMSO has many important
implications in the fields of chemistry, biology, and
pharmacology.””™*' DMSO has commonly been used as a
cosolvent to solubilize small organic molecules and thus has an
application as a drug carrier along cell membranes.”” Depend-
ing on the concentration of DMSO in solution, protein stability
and enzymatic activity can be altered.”> > Several experimental
methods, including vibrational spectroscopy, neutron scatter-
ing, and dielectric spectroscopy, have been used to study the
structural properties of DMSO/water solutions.”*™* The
effects of hydrogen bonding on DMSO/water solutions were
recently studied using X-ray absorption, emission, and
scattering experiments.” Theoretical and computational studies
have also been performed to elucidate the structure of DMSO/
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water mixtures.'”*> Although several scientific studies have
focused on the structural changes and interactions in DMSO/
water solutions with varying DMSO concentrations, a
consistent picture regarding the effects of DMSO as a cosolvent
on water dynamics has yet to be formulated. Whereas NMR
and dielectric relaxation experiments predict significant slowing
of the rotational motions of water in the presence of DMSO,
other experiments involving neutron scattering and Raman-
induced Kerr-effect spectroscopy have reported faster rotational
times as compared with bulk water.””**~*” A very recent study
by Fayer and co-workers using polarization-selective pump—
probe experiments and two-dimensional infrared (2D IR)
spectroscopy focused on the ultrafast dynamics of dilute HOD
in DMSO/water solutions.”® Their experimental results
describe the structural dynamics of water on multiple time
scales, ranging from the very fast dynamics of local hydrogen-
bond fluctuations to the slower dynamics of complete structural
randomization.

Although the water hydrogen-bond dynamics in DMSO/
water solutions have been studied, most of the studies focused
on understanding the dynamics from the solvent’s perspective.
The effects of DMSO as a cosolvent on a solute molecule in the
presence of water have yet to be explored. Understanding the
changes in dynamics from the solute’s perspective will provide a
deeper insight into changes in protein stability upon addition of
a cosolvent. In this article, we report the carbonyl—water
hydrogen-bond dynamics as sensed by the ester carbonyl (C=
O) group in ethyl acetate (EtOAc), both in the presence and in
the absence of the cosolvent DMSO. On the basis of IR/NMR
correlations it was recently suggested that the ester carbonyl in
EtOAc, exists in two different environments in DMSQO/water
solutions and the two populations exchange on time scales
much faster than NMR time resolution.’”

Two-dimensional infrared spectroscopy has proved to be a
very powerful experimental technique for investigating ultrafast
structural fluctuations and exchange dynamics in small
molecules and proteins in the solution phase.**®' In this
study, we used 2D IR spectroscopy to observe the ultrafast
dynamics of the ester C=O stretching mode of EtOAc in
aqueous solution and in 1:1 (v/v) DMSO /water solution. The
2D IR results indicate two different environments of the ester
C=O0 group even in the absence of DMSO, undergoing
chemical exchange on a ~1.3-ps time scale. This time scale
quantitatively matches the reported time scale of hydrogen-
bond making and breaking in bulk water. Chemical exchange
on ultrafast time scales has also been reported for small-
molecule esters such as EtOAc and methyl acetate (MeOAc) in
neat solvents.”*’ Upon addition of DMSO, our 2D IR results
confirm the earlier prediction of chemical exchange,™ but the
exchange time scale is ~6.8 ps, which is much slower than that
in bulk water. This study also reports molecular dynamics
(MD) simulations performed on EtOAc in neat water and in
1:1 DMSO/water solution. Carbonyl hydrogen-bond analysis
of the MD trajectories predicts chemical exchange in both
solvation environments; the hydrogen-bond making and
breaking process in the presence of the cosolvent was found
to be significantly slower than that in neat water. The ratio of
the carbonyl hydrogen-bond lifetime of EtOAc in neat water
and in 1:1 DMSO/water, as predicted from MD simulations, is
comparable to the ratio of experimentally obtained exchange
time scales, with and without the presence of DMSO. A
detailed analysis of the MD snapshots provides a molecular-
level picture of the exchange mechanism in the presence of the

cosolvent. Because carbonyl groups are abundant in the protein
backbone and side chains, our current study will help to
interpret results for complex biomolecular systems. The results
described herein will also provide new insights into the
solvation dynamics of small molecules in the presence of a
cosolvent.

2. EXPERIMENTAL METHODS

Samples. Solutions of 40 mM EtOAc in D,O and 1:1 (v/v)
DMSO/water were used for the linear infrared (IR) absorption
and 2D IR experiments. EtOAc, D,0, and DMSO were
purchased from Sigma-Aldrich and used without further
purification. All reported spectra were collected at room
temperature (22 °C).

Linear IR Spectroscopy. Fourier-transform infrared
(FTIR) absorption spectra were recorded on a Varian 670-IR
spectrometer with 0.25 cm™" resolution. For each sample, ~8
UL of the sample solution was loaded in a demountable sample
cell consisting of two CaF, windows separated by a Teflon
spacer of 25-um thickness.

2D IR Spectroscopy. In a typical 2D IR experiment, three
ultrashort IR pulses having controlled polarization and tuned to
the carbonyl stretching frequency of EtOAc (~1720 cm™)
were focused at the sample. The 2D IR experimental schemes
and data-processing procedures were reported previously.”
The IR pulses used for 2D IR experiments (60 fs in duration,
almost transform limited; see Figure S1, Supporting Informa-
tion) were generated by a homemade optical parametric
amplifier (OPA) that was pumped by a Ti:sapphire
regenerative amplifier (Spitfire Pro-3SF-1KXP). The three
successive IR pulses with wave vectors k), k,, and k; were
applied to the sample to induce the subsequent emission of the
vibrational echo. The vibrational echo in the phase-matching
direction (k, = —k; + k, + k;) is detected, with frequency and
phase resolution, by combining it with a local oscillator (LO)
pulse. The LO pulse precedes the echo signal by an interval of
~1 ps. The combined pulses are focused at the focal plane of a
monochromator (TRIAX-190) and detected by a 64-element
mercury cadmium telluride (MCT) IR array detector (InfraRed
Associates), enabling the signal to be measured as a function of
detection time, t. Each 2D IR vibrational echo data point is a
function of three variables: the emitted vibrational echo
frequency (®,), the variable time interval between the first
and second pulses (7), and the variable time separation
between the second and third pulses (T). The focal length of
the monochromator was 190 mm, and the groove density of the
grating used in the monochromator for the 2D IR experiments
was 150 lines/mm. The time interval 7 was scanned from —3 to
3 ps in 2-fs steps, where negative and positive values represent
nonrephasing and rephasing schemes, respectively. All 2D IR
spectra shown here were collected with parallel polarization and
represent the real part of the absorptive (correlation) spectra.
The 2D spectra are displayed as the double Fourier transforms
of the (7, t) data set with frequency arguments (®,, ®,).

Numerical Simulation of the Linear and 2D IR Spectra.
Linear IR and 2D IR spectra were numerically simulated
incorporating exchange processes during the two coherence
periods (7 and t) as well as the waiting time (T). The numerical
simulations were based on the previous works by Kim and
Hochstrasser.*""** Static and dynamic parameters were obtained
by iterative least-squares fitting of the simulated spectra with
the experimental FTIR and 2D IR spectra. Details of the
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numerical simulation methodology are presented in section 4 of
the Supporting Information.

3. SIMULATION METHODS

Molecular dynamics simulation of EtOAc in neat water and in
1:1 DMSO/water solution were performed with the
GROMACS simulation package&”64 (version 4.6.5) and the
general AMBER force field (GAFF)® following a recent
study®® that benchmarked the reliability of GAFF and
optimized potentials for liquid simulations/all-atom (OPLS/
AA) for modeling a wide range of organic liquids including
DMSO and EtOAc. The force field parameters of the organic
liquids were obtained from virtualchemistry.org.” Water was
modeled using the TIP4P-Ew model.”® Prior to each
simulation, an energy minimization using a steepest-descent
algorithm was performed, followed by equilibration in the NVT
ensemble at 300 K for 100 ps using the velocity rescale
thermostat® and equilibration in the NPT ensemble at 300 K
and 1 bar (using a Parrinello—Rahman barostat”®) for 1 ns. The
coordinates were recorded for a S-ns MD production run every
4 fs and used for the analysis of hydrogen-bond dynamics. We
adopted a geometric definition for defining a hydrogen bond
between the carbonyl oxygen of EtOAc and a water molecule.
The O—H bond of a water molecule was considered to be
hydrogen-bonded if the O(donor)—O(acceptor) distance was
less than 3.5 A and the H—O(donor)—O(acceptor) angle was
less than 30°.

4. RESULTS AND DISCUSSION

Linear IR Spectra. The background-subtracted FTIR
spectra for the C==0 stretch of EtOAc in three environments,
namely, water (water refers to D,0), DMSO, and 1:1 DMSO/
water solution, are shown in Figure 1. In water, a broad
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Figure 1. FTIR spectra of EtOAc in (red) D,O, (blue) 1:1 DMSO/
water mixture, and (green) DMSO. The concentration of the solutions
was 40 mM, and the path length was 25 ym. The spectrum in DMSO
was multiplied by a factor of 0.4.

asymmetric curve for the ester C=O vibration, having its peak
maximum at 1703.5 cm™, is observed, whereas a single sharp
peak appears at 1732.8 cm™' in DMSO. In 1:1 DMSO/water
solution, two peaks of comparable magnitudes are observed,
separated by ~20 cm™". The IR absorption spectra of the C=
O stretch in EtOAc dissolved in either neat water or 1:1
DMSO/water can be approximately fitted with two Voigt
profiles. However, in the aprotic solvent DMSO, the low-

frequency peak completely disappears, leaving only the high-
frequency peak, which can be fitted reasonably well using a
single Voigt profile. As mentioned in an earlier work,” the peak
position of the higher-frequency peak in the presence of the
cosolvent, DMSO, is closer to that in neat DMSO (non-
hydrogen-bonded), whereas the lower-frequency peak corre-
sponds to the population where C=0 is hydrogen-bonded to
solvent water molecules, leading to a red shift in the absorption
maximum. However, a single peak in the *C NMR spectrum
for the carbonyl carbon of EtOAc in 1:1 DMSO/water
solution™ suggests the existence of ultrafast hydrogen-bond
exchange dynamics on time scales that cannot be detected by
NMR spectroscopy and inspired us to apply the 2D IR
spectroscopic approach to understand the ultrafast dynamics in
the presence of the cosolvent DMSO.

2D IR Spectra. The ester C=0O hydrogen-bond exchange
dynamics of EtOAc in both 1:1 DMSO/water solution and neat
water were studied separately using 2D IR spectroscopy to
understand the effects of DMSO as a cosolvent on the carbonyl
hydrogen bond in aqueous solution. The experimental
absorption and 2D IR spectra of EtOAc in 1:1 DMSO/water
at various waiting times (T=0,1,2,3, and 4 ps) are shown at
the left column in Figure 2. In the 2D IR spectra, the red and
blue peaks represent the v =0 — 1 and v = 1 — 2 transitions,
respectively. As seen in the linear IR spectra of EtOAc in 1:1
DMSO/water (Figure 1), two major transitions are clearly
observed in the 2D IR spectra at ~1708 and ~1730 cm ™" along
the w, axis. In a 2D IR experiment, the first laser pulse
simultaneously labels the initial structures of both free (F) and
hydrogen-bonded (H) carbonyl groups with the initial
frequencies @, At T = 0, none of the labeled species has
changed their structures, so the final frequencies @, are the
same as the initial frequencies, leading to two pairs of diagonal
peaks that are elongated along the diagonal, one pair for
hydrogen-bonded C=O at lower frequencies and the other
pair for free C=0O groups observed at higher frequencies. At
longer waiting times, because of the inherent solvent
fluctuations, hydrogen-bond making and breaking between
the carbonyl group and water lead to the exchange of carbonyl
groups from the free to the hydrogen-bonded population and
vice versa. This is manifested in the waiting-time-dependent 2D
IR spectra as cross-peaks appearing between the two pairs of
diagonal peaks, and the relative magnitude of the cross-peaks
with respect to the diagonal peaks increases with increasing
values of T. For example, the cross-peak at (w,, @,) =~ (1708,
1730 cm™"), which is not present in the 2D IR spectrum at T =
0, is clearly discernible at T = 4 ps, and the spectral region of
interest becomes rectangular in shape.*"*® The cross-peaks
observed with increasing values of T are distinctive spectral
features of fast chemical exchange dynamics between two
different structural configurations. In this case, hydrogen-bond
making and breaking between the EtOAc carbonyl and the
water molecules are responsible for the appearance of the cross-
peaks between the two involved transitions at ~1708 and
~1730 cm™’, arising from hydrogen-bonded and free C=0
groups, respectively. To determine the kinetic rates of the
hydrogen-bond exchange process, the experimentally obtained
2D IR spectra were fitted to the 2D IR spectra, numerically
simulated with a Kubo-Anderson two-state exchange model.”!
The relative magnitudes of the cross-peaks with respect to the
diagonal peaks are frequently used to obtain the kinetic
parameters of the chemical exchange process, but in this
particular case, because of the small frequency separation
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Figure 2. Experimental (left column) and simulated (middle and right columns) linear and 2D IR spectra of EtOAc in a 1:1 DMSO/water mixture.
Left column: Experimental (a) linear IR spectrum and (b—f) 2D IR spectra at T = 0, 1, 2, 3, and 4 ps from the top. Middle column: Simulated (g)
linear and (h—1) 2D IR spectra at T =0, 1, 2, 3, and 4 ps (from top to bottom) in the presence of exchange. Right column: Simulated (m) linear and
(n—r) 2D IR spectra at T = 0, 1, 2, 3, and 4 ps (from top to bottom) in the absence of exchange.

between the two C=O populations, the overlap between the
diagonal and cross-peaks makes the estimation of the
magnitudes of the individual peaks extremely difficult. An
approach of least-squares fitting of the numerically simulated
2D IR spectrum with the experimental spectrum in the spectral
region of interest was used to accurately estimate the kinetic
rates of the chemical exchange process. The simulation
protocols based on the earlier works by Kim and
Hochstrasser*"** incorporated the fast-exchange effect during
the 7 and ¢ coherence periods for boththe v =0 - landv =1
— 2 transitions. The simulated spectra including exchange
parameters are presented in the middle column of Figure 2.
The measured exchange rates at the v = 0 potential surface

15337

were 4.76 X 10" and 1.004 x 10" s™! for the forward (from H
to F, kyp) and backward (from F to H, kgy) exchange
processes, respectively. The fact that the rate of formation of
hydrogen bond and the rate of dissociation are similar indicates
that the system is in equilibrium, with comparable populations
of the two states and two off-diagonal cross-peaks growing
together. The off-diagonal cross-peak [(w,, ®,) ~ (1730, 1708
cm™")] arising from the formation of a carbonyl hydrogen bond
is indiscernible in either the experimental or the simulated 2D
IR spectra, as it overlaps with the more intense negative peak
observed from the v = 1 — 2 transition. Assuming that the sum
of the exchange rates at the v = 1 and v = 2 free-energy surfaces
was the same as that at the v = 0 free-energy surface, the
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Figure 3. Experimental (left column) and simulated (middle and right columns) linear and 2D IR spectra of EtOAc in D,O. Left column:
Experimental (a) linear IR spectrum and (b—f) 2D IR spectra at T = 0, 0.2, 0.5, 1, and 1.5 ps (from top to bottom). Middle column: Simulated (g)
linear and (h—1) 2D IR spectra at T = 0, 0.2, 0.5, 1, and 1.5 ps (from top to bottom) in the presence of exchange. Right column: Simulated (m)
linear and (n—r) 2D IR spectra at T = 0, 0.2, 0.5, 1, and 1.5 ps (from top to bottom) in the absence of exchange.

forward and backward rates were estimated to be 4.43 X 10"
and 1.037 X 10" s7', respectively, at the v = 1 surface and 4.04
x 10'° and 1.076 x 10! s7} respectively, at the v = 2 surface.
To include intramode spectral diffusion in our simulation, the
inhomogeneous line width was varied from 7.82 cm™ at T =0
to 400 cm™" at T = 4 ps for the low-frequency transition (H)
and was fixed for the high-frequency transition (F) except at T
= 0. All of the parameters used for the numerical simulations
are listed in Table S1 of the Supporting Information. To
demonstrate the effects of exchange on the spectra, the linear
absorption and 2D IR spectra free of exchange were simulated
and are presented in the right column of Figure 2. To generate
the linear absorption and 2D IR spectra in the absence of
exchange, the exchange rates were set to zero, leaving all other

simulation parameters unchanged. Even a qualitative compar-
ison of the experimental and simulated spectra reveals that
inclusion of chemical exchange processes in the simulations
captures most of the distinctive spectral features, including the
cross-peaks that appear in the experimental 2D IR spectra with
increasing value of T, whereas the cross-peaks are missing in the
simulated 2D IR spectra in the absence of exchange. The effect
of exchange on the linear IR spectra will be discussed later.
For EtOAc in neat water, experimental linear and 2D IR
spectra are presented in the left column of Figure 3, where the
2D IR spectra were obtained at different values of T (T =0, 0.2,
0.5, 1, and 1.5 ps). The same two-state exchange model as used
for EtOAc in 1:1 DMSO/water was used in estimating the
exchange rates. Simulated linear and 2D IR spectra in the
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presence and absence of exchange are shown in the middle and
right columns, respectively, of Figure 3. The measured
exchange rates at the v = 0 potential surface were 2.21 X
10" and 5.29 x 10" s7! for the forward (from H to F) and
backward (from F to H) exchange processes, respectively. All of
the parameters used for the numerical simulations of EtOAc in
neat water are listed in Table S2 of the Supporting Information.

The kinetic rate of hydrogen-bond making and breaking in
neat water is estimated to be ~$ times higher than that in 1:1
DMSO/water. The higher exchange rate in water suggests that
the fluctuations of the water molecules around a C=0 group
are significantly slowed in the presence of a cosolvent such as
DMSO. As the C=O group is surrounded by only water
molecules in the neat aqueous environment, the breaking of a
hydrogen bond between the C=O group and any water
molecule will be followed by the making of another hydrogen
bond by the C=0 group and another water molecule. In 1:1
DMSO/water solution, the significant decrease in the estimated
hydrogen-bond kinetics illustrates a possible change in the
solvation environment of the acetate carbonyl. However,
experimental results alone cannot provide a molecular-level
understanding to explain the change in kinetic rates. Atomistic
MD simulations, as discussed later, provide a detailed
mechanistic view of the exchange process in the presence of
DMSO.

Exchange Effect on Linear IR Spectra. As seen in Figures
2 and 3, the exchange effect was reflected in the 2D IR spectra
through the time evolution of the cross-peaks. 2D IR
spectroscopy spreads the spectral information in two
dimensions, thereby disentangling the overlapping spectral
features in a linear absorption spectrum. However, as all the
information is available in a linear IR absorption spectrum, the
effect of chemical exchange must also appear on the same. This
effect will be prominent in the linear absorption spectrum only
if the overlap between the two exchanging populations is large.
To visualize the effect of exchange on the linear IR absorption
spectra of EtOAc in 1:1 DMSO/water and neat water, the
experimental and simulated linear absorption spectra shown at
the top of Figures 2 and 3 are presented separately at the top of
panels a and b, respectively, of Figure 4. For the sample in neat
water, the linear absorption spectrum obtained from numerical
simulation that includes chemical exchange is a better fit to the
experimental spectrum (Figure 4b). This is further confirmed
by plotting the difference spectrum between the simulated
spectrum (with and without exchange) and the experimental
spectrum. However, for EtOAC in 1:1 DMSO/water, inclusion
of chemical exchange produces a marginally better fit. In the
difference spectra presented at the bottom of Figure 4b (in neat
water), the red curve representing the difference between the
exchange-included simulated spectrum and the experimental
spectrum shows smaller residuals compared to that between the
exchange-excluded simulation spectrum and the experimental
spectrum (blue curve). For Figure 4a (for 1:1 DMSO/water),
not much difference can be observed between the residuals of
the numerical simulation with and without chemical exchange.
For the case of EtOAc in 1:1 DMSO/water, the total exchange
rate of 1.48 X 10" s7! causes a small effect on the linear IR
spectrum; however, deduction of exchange dynamics and its
time scale based only on the linear absorption spectrum is not
teasible because the line shape of the linear IR spectrum is also
dependent on many other factors. For EtOAc in water, the total
exchange rate of 7.50 X 10" s™" causes a greater effect on the
linear spectrum. The higher exchange rate in neat water as
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Figure 4. Experimental and simulated linear IR spectra and their
differences for EtOAc in (a) a 1:1 mixture of D,O and DMSO and (b)
neat D,0. Top: Experimental and simulated linear IR spectra. The
green, red, and blue curves represent the experimental linear IR
spectrum, the simulated linear spectrum including chemical exchange,
and the simulated linear spectrum excluding chemical exchange,
respectively. The cyan curve in panel b represents the simulated
spectrum obtained by applying Bloch dynamics. Bottom: Differences
between the experimental and simulated (in the presence of exchange,
in the absence of exchange, and in the case of Bloch dynamics) spectra.
The red and blue curves represent the differences in the presence of
exchange and in the absence of exchange, respectively. The cyan curve
in panel b indicates the difference in the case of Bloch dynamics.

compared with 1:1 DMSO/water results in a more visible
change in the simulated linear IR spectrum when the exchange
process is incorporated in the simulation protocol. However,
even in neat water, it is not straightforward to deduce such fast
exchange dynamics based only on the linear IR spectrum. For
instance, as shown at the top of Figure 4b (cyan curve), we can
fit the experimental linear absorption spectrum in neat water
reasonably well with simple Voigt profiles without any
perception of the exchange processes between the states
(Bloch dynamics fitting). This method of curve fitting neglects
any effect of coherence transfer, induced by exchange processes,
on an IR spectrum. The curve obtained by applying Bloch
dynamics is different from that obtained in the absence of

DOI: 10.1021/acs.jpcb.5b08643
J. Phys. Chem. B 2015, 119, 15334—15343


http://pubs.acs.org/doi/suppl/10.1021/acs.jpcb.5b08643/suppl_file/jp5b08643_si_001.pdf
http://dx.doi.org/10.1021/acs.jpcb.5b08643

The Journal of Physical Chemistry B

Table 1. Kinetic Rates and Hydrogen-Bond Lifetimes

forward rate” (ky, s™')

carbonyl H-bond lifetime ratio”

from 2D IR from MD exchange time-scale ratio (Kiog)swater/ (Krotal) 1:1 mixcure " from 2D IR from MD

spectroscopy simulation from 2D IR spectroscopy spectroscopy simulation
neat water 221 x 10" 2.34 x 10" S.1 4.6 4.0
1:1 DMSO/water 476 x 10" 5.90 x 10"

“As the lifetimes were obtained from the inverse of the forward (hydrogen-bond-breaking) rates, only the forward rates from 2D IR and MD
simulations are reported. bRatios rounded to one decimal place. ko, is defined as ko = kyp + kg

Figure S. Representative snapshots from MD simulations showing the typical process of breaking and re-forming a carbonyl hydrogen bond: (a)
hydrogen-bonded state where water no. 246 (yellow circle) forms a hydrogen bond with the carbonyl of EtOAc, (b) free state where water no. 246
(yellow circle) is released to the bulk, and (c) hydrogen-bonded state where water no. 221 (white circle) forms a hydrogen bond with the solute
carbonyl group. H and F indicate hydrogen-bonded and free carbonyl, respectively.

exchange. To generate the curve in the absence of exchange, we
used an exchange-incorporated model, but the exchange rates
were set to zero. (See section 4a and Table S3 in the
Supporting Information.) The results obtained using Bloch
dynamics would cause a non-negligible error in interpreting the
structural distribution and dynamics of the system (see Figure
S2 of the Supporting Information for comparison of the two
differently simulated spectra). 2D IR spectroscopy, however, by
spreading the spectral information in two dimensions and
capturing time-dependent dynamics, unveils spectral features
not visible in a linear IR spectrum and thus provides a more
sophisticated and accurate approach in investigating fast
exchange dynamics occurring on the picosecond time scale.
In general, for a carbonyl group dissolved in water, hydrogen-
bond exchange between networks of water molecules around
the carbonyl group is expected to cause coherence transfer
between the states, which, in turn, would significantly affect the
shape of its linear IR spectrum. For an accurate interpretation
of linear IR spectra of molecular systems undergoing fast
exchange as in the case of EtOAc in water, it is necessary to
include coherence transfer caused by the exchange process.
Molecular Dynamics Simulation. MD simulations of
EtOAc in neat water and in 1:1 DMSO/water solution were
carried out to directly compare the effects of the cosolvent
(DMSO) on the carbonyl hydrogen-bond dynamics in aqueous
solution. Several simulation results were previously reported on
the hydrogen-bond distribution and dynamics of the DMSO/
water solutions.'”"®”* The simulations reported here focus on
the change in C=0---water hydrogen-bond dynamics with and
without the presence of DMSO. The rate constants for the
breaking and re-formation of the carbonyl hydrogen bond with
water molecules were derived from the g hbond module of
GROMACS simulation package, using the Luzar and Chandler
description of hydrogen-bond kinetics.”* A binary function h(t)
was defined such that it is unity when the carbonyl is hydrogen-
bonded to any water molecule and zero otherwise. As derived

from a chemical dynamics analysis, the autocorrelation function
C,(t) of h(t), also known as the “intermittent HB correlation
function”,”* provides the kinetic rates of the hydrogen-bond
breaking and making processes.”> The forward rates obtained
from the MD simulations are 2.34 X 10" and 5.90 X 10" s™" in
neat water and in 1:1 DMSO/water, respectively. The
hydrogen-bond lifetime in this scheme is given by the inverse
of the forward rate constant estimated from MD simulations.”
The carbonyl hydrogen-bond lifetime in 1:1 DMSO/water was
found to be 4 times longer than that in neat water. All of the
kinetic rates and hydrogen-bonding lifetimes are listed in Table
1.

Comparison of Experimental and Simulation Results.
Because of the intrinsic fluctuations of the solvent molecules
around the solute carbonyl, the average lifetime of the carbonyl
hydrogen bond is correlated with the exchange rate of
hydrogen-bond breaking and re-formation. A significantly faster
exchange time scale is obtained in neat water (1.3 ps) as
compared to 1:1 DMSO/water (6.8 ps) from the 2D IR
experiments. The forward rate corresponding to the hydrogen-
bond breaking process, as obtained from fitting the numerically
simulated 2D IR spectrum to the experimental counterpart, was
estimated to be lower in the presence of the cosolvent. This
result suggests that a hydrogen bond formed between the C=
O group and a nearby water molecule will remain intact for a
longer period of time in 1:1 DMSO/water. The average
hydrogen-bond lifetimes estimated from MD simulations in
similar solvation environments are longer in 1:1 DMSO/water
than in neat water. 2D IR experiments predict the exchange rate
to decrease by a factor of ~5 in the presence of cosolvent,
which is in good agreement with the lifetimes being longer by a
factor of 4, as obtained from MD simulations. Considering only
the inverse forward rates, as estimated from the 2D IR results,
the average hydrogen-bond lifetime is 4.6 times shorter in neat
water than in the presence of DMSO. Overall, both the
experimental and simulation results predict a slower exchange
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process in 1:1 DMSO/water than in neat water. The estimated
rates from MD simulations and 2D IR experiments, as listed in
Table 1, show excellent agreement in neat water. In 1:1
DMSO/water, the estimated rate from the MD simulations is
within a factor of 1.25 of our experimental results.

The good agreement of the 2D IR and MD simulation results
allowed us to achieve a molecular-level understanding of the
hydrogen-bond exchange process of the solute’s carbonyl group
in the presence of a cosolvent from the MD snapshots. A
detailed analysis showed that the H state corresponds to the
configuration in which the solute carbonyl is hydrogen-bonded
to water and the DMSO molecules are near the alkyl groups,
farther from the carbonyl. The intrinsic solvent fluctuations
lead to the F state, where DMSO molecules are positioned near
the carbonyl and thereby occlude any water molecule from
forming a hydrogen bond with the carbonyl oxygen.
Interchange between the H and F states was observed
throughout the simulation run. The MD snapshots representa-
tive of the molecular mechanism of the exchange phenomenon
in the presence of DMSO are shown in Figure 5.

It was previously postulated that the solute—water
interactions in the presence of a cosolvent can be viewed as
an exchange process where the binding of the cosolvent to the
solute is accompanied by the release of water molecules to the
bulk.”'""> Our 2D IR experimental results directly verify the
existence of such an exchange process, and the MD simulation
results validate the molecular mechanism suggested above. The
water molecule (water no. 246 in the simulation box) that has
been hydrogen-bonded to the carbonyl group (highlighted by a
yellow circle in Figure Sa) is released to the bulk (highlighted
by a yellow circle in Figure Sb) once the DMSO molecules
come closer to the carbonyl group. Another water molecule
(water no. 221, highlighted by a white circle in Figure Sc),
which was not within S A of the solute molecule in the previous
hydrogen-bonded configuration, forms a hydrogen bond with
the carbonyl grop. The molecular picture obtained from the
simulations suggests that there is a constant exchange between
the water molecules in the vicinity of the solute and the bulk.
DMSO molecules temporarily occlude the exchanging water
molecules from forming hydrogen bonds with the carbonyl
group and thereby make the hydrogen-bond breaking and re-
formation processes slower.

The slowing of the hydrogen-bond dynamics of the solute’s
carbonyl group in the presence of DMSO illustrates the
importance of ultrafast dynamics toward biological processes, as
a change in the concentration of DMSO in aqueous solution
has been reported to alter both the protein stability and
enzymatic activity.”> > A detailed study probing the ultrafast
dynamics as a function of DMSO concentration in DMSO/
water solution would likely provide further insight into the
concentration dependence of cosolvents toward protein
stability. Our experimental results probing the dynamics from
the solute’s perspective elucidate that addition of DMSO as a
cosolvent leads to the change in hydrogen-bond dynamics,
which, in turn, is related with the protein function and stability.

5. CONCLUDING REMARKS

We have investigated how DMSO as a cosolvent affects the
dynamics of hydrogen-bonding interactions between the C=0
group of EtOAc and water by quantitatively estimating the
hydrogen-bond exchange rate with and without DMSO in
aqueous solution. Ultrafast 2D IR vibrational echo experiments
were used to estimate the dissociation and formation rates of
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carbonyl hydrogen bonds with surrounding water molecules.
The estimated exchange rates are 7.50 X 10'" and 1.48 x 10"
s! in water and 1:1 DMSO/water solution, respectively. MD
simulations, performed in similar solvation environments,
complement the 2D IR experimental results, as the hydrogen-
bond lifetime is estimated to be significantly longer for EtOAc
in 1:1 DMSO/water. Structural snapshots from the MD
simulations provide a detailed mechanistic picture of the
chemical exchange process. The decreasing rate of hydrogen-
bond exchange in the presence of DMSO in aqueous solution
suggests that the DMSO is capable of perturbing the C=0
hydrogen-bond interactions. This work provides a fundamental
understanding of how cosolvents affect the solvation dynamics
as sensed by the solute molecule and can offer valuable insight
into control and leverage solvent dynamics to engineer desired
properties of biomolecules. Moreover, these results lead to a
direct verification that solute—solvent interactions in the
presence of a cosolvent is an exchange process where some
of the solvents molecules are released to the bulk upon the
binding of the cosolvent with the solute molecules. Our results
provide an initial insight about the role of cosolvent toward
protein denaturing mechanism where the carbonyl hydrogen-
bonding stabilizes the protein secondary structure. Finally, our
results provide an experimental way to investigate the
mechanistic role of cosolvents in reactions involving a
hydrogen-bonded vibrational probe using the 2D IR spectro-
scopic technique.
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